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FIG. 5B o
. . N

520 —» To complete your secure online order, please enter your billing \
information below.

521 —»|  First name | | Lastname [ ]

522 —»|  Company | B |

| Address | - | Apt./Suite . |

| | City | T | State | Select |
O - - I

{(or postal code)

Country [ ]
soa—»| FPhone [ [ | I

(plus area code)

525 —>  Email Address | - |
We Accept: [ credit card icons | I

526 —»  Credit Card Number [ ]

Expiration Date Month [ ] Year[ |

Important:

-Please assign yourself a password, and write it down for future use. i
«Passwords should be a least 4 characters in length.
*Please use the characters A-Z and 0-9 only.

o027 —» Password | |

Submit | +— 528
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ELECTRONIC COMMERCE SYSTEM AND
METHOD FOR DETECTING FRAUD

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application 1s a continuation of U.S. patent

application Ser. No. 09/372,233, filed Aug. 11, 1999 now
U.S. Pat. No. 7,038,597, and entitled “Apparatus and

Method for Adaptive Fraud Screening for Electronic Com-

merce Transactions”, which claims the benefit of U.S. Pro-
visional Patent Application Ser. No. 60/110,952, filed Dec.

4, 1998, and entitled “Apparatus and Method for Providing
Electronic Commerce™ under 35 U.S.C. 119(e).

FIELD OF THE INVENTION

The present invention relates to an apparatus and method
for performing adaptive fraud screening for electronic com-
merce transactions 1n order to detect and prevent attempted
fraud 1n conjunction with the transactions.

BACKGROUND OF THE INVENTION

Electronic commerce involves transactions occurring
through the World Wide Web, referred to as the web, over
the Internet. These transactions typically ivolve the pur-
chase of products by consumers. Sellers or retailers may
maintain web sites, and consumers may electronically
access those web sites 1n order to view descriptions of
products. Permitting users or consumers to purchase prod-
ucts results in certain advantages for both sellers and con-
sumers. A seller need not incur the expense of maintaining
a retail store and therefore may also store the products for
sale 1n a location having reduced warehousing expenses. The
consumers may shop via their computers and therefore need
not visit retail stores to make purchases, potentially saving,
them time. Also, electronic sales of products may typically
occur at anytime, meaning that a consumer need not only
shop during certain retail hours.

Electronic sales also involve potentially diflerent retailer
concerns than compared with physical retail stores. For
instance, when users enter credit card numbers and transmit
those numbers over the Internet, the on-line retailer should
safeguard the numbers in order to prevent others from
obtaining them. In addition, when products are distributed 1n
clectronic form, an on-line retailer should protect the prod-
ucts to prevent unauthorized access and distribution of the
products.

Accordingly, a need exists for secure electronic com-
merce to prevent fraudulent attempts to obtain products.

SUMMARY OF THE INVENTION

An electronic commerce system having a server and an
end user machine interacting through a network during an
clectronic commerce transaction 1s disclosed. The server
includes a software module configured to receive user-
entered mformation via the network including an electronic
purchase order for a product within the electronic commerce
system. In addition, the server includes a fraud detection
mechanism active during electronic commerce transactions.
The fraud detection mechanism determines a likelthood that
the electronic purchase order 1s attempted fraud based upon
(1) information associated with the user-entered mnformation
and (11) factors relating to a user’s real-time 1nteraction with
the server during a transaction to process the electronic
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purchase order. A method performed by an electronic com-
merce system for determining a likelihood that the electronic
purchase order 1s attempted fraud based 1s also provided.

DESCRIPTION OF THE DRAWINGS

The accompanying drawings are incorporated in and
constitute a part of this specification and, together with the
description, explain the advantages and principles of the
invention. In the drawings,

FIG. 1 1s a block diagram of an environment for providing,
electronic commerce;

FIG. 2 1s a block diagram of an electronic commerce
system;

FIG. 3 1s a block diagram of exemplary hardware com-
ponents of an electronic commerce system;

FIG. 4 1s a flow chart of processing for an electronic
commerce system;

FIG. 5A 1s a diagram of an example of electronic pages a
user may access while interacting with an electronic com-
merce system;

FIG. 5B 1s a diagram of an exemplary order form used for
electronic commerce transactions;

FIG. 5C 1s a diagram 1llustrating cross-references between
database tables storing 15 information used for electronic
commerce transactions;

FIG. 5D 1s a flow chart of an exemplary process for
preventing fraud during an electronic commerce transaction;

FIG. 6 1s a tlow chart of an exemplary process used to
generate a fraud ranking for use in detecting and preventing
fraud during an electronic commerce transaction;

FIG. 7 1s a flow chart of an exemplary process for
analyzing page/order movement/history of an electronic
commerce transaction for use 1n detecting and preventing
fraud:

FIG. 8 1s a flow chart of an exemplary process for
performing quantitative analysis of an electronic commerce
transaction for use 1n detecting and preventing fraud;

FIG. 9 1s a flow chart of an exemplary process for
analyzing heuristics of an electronic commerce transaction
for use 1n detecting and preventing fraud;

FIG. 10 1s a flow chart of an exemplary process for
performing a fraud shield of an electronic commerce trans-
action for use 1n detecting and preventing fraud; and

FIG. 11 1s a flow chart of an exemplary process for
performing snapshots for use in detecting and preventing
fraud during electronic commerce transactions.

DETAILED DESCRIPTION

Overview

As shown in FIG. 1, an end user at computer 100 enters
a particular client web site 102 through connection 101 1n
order to shop for products, which may include, but 1s not
necessarlly limited to, digital products. Digital products
include any information capable of being represented 1n
digital form; examples of digital products include, but are
not limited to, the following: soitware applications; data,
music, video, books, text, audio-visual information, multi-
media information, graphical information, fonts, and artistic
works.

The end user may view a page from the client’s web site,
for example, listing and describing various products. When
the end user indicates a desire to purchase a product by, for
example, selecting a purchase 1con on the client’s web page,
the end user’s connection 103 1s transferred to a commerce
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network server providing the client’s on-line web store 104,
and this typically occurs as a background process. The end
user may make a secure purchase 105 through page 106
from a product library and, as represented by arrow 107, the
purchased product 1s delivered electronically over the net-
work connection, physically such as by mail, or both elec-
tronically and physically.

The purchase typically involves the end user entering
payment and related information, such as a credit card
number and an associated name and address. In response,
the commerce network server determines whether to accept
the order and, 1f accepted, may provide a secure download
of the purchased product to the end user’s computer for
digital products. Determining whether to accept or decline
the order involves the use of accessing information concern-
ing prior attempted purchases using information related to or
assoclated with the information 1n the order, and determin-
ing from the related or associated information the likelihood
that the order mnvolves a fraudulent attempt to obtain prod-
ucts. Although only one computer 100 and web site 102 are
shown, a commerce network server may provide multiple
on-line web stores 104 and may interact with end users at
multiple computers and multiple web sites.

Electronic Commerce System and Process

FIG. 2 1s a block diagram of an electronic commerce
system 200 illustrating interaction between an end user
machine 201 and a server 205, illustrating exemplary soft-
ware modules, caches, and related databases. Server 205
may correspond with the commerce network server
described above providing on-line web stores. As shown,
end user machine 201 iteracts through network 204, such
as the Internet or other type of network, with server 205. End
user machine 201 may also access a web page on an
intermediate server and subsequently be transierred to server
205. End user machine 201 may interact directly with server
205 or interact through an agent module 203, which per-
forms processing specific to a user at end user machine 201.
End user machine 201 transmits a request 228 or 229 to
server 205 from agent module 203 or page 202, possibly
including a request for a particular web page, a request to
purchase and download a digital product, or a request for a
search for a particular product. Although only one end user
machine 201 1s shown, server 205 may interact via network
204 with multiple end user machines and multiple interme-
diate servers maintaining web sites accessed by users at the
end user machines. Other examples of systems providing
clectronic commerce are disclosed 1n the following Umited

States patents, all of which are incorporated herein by
reference as 1f fully set forth: U.S. Pat. Nos. 5,907,617;

5,903,647; 5,887,060, 5,883,955; 5,883,954; and 5,870,543.

In server 2035, the request may be transmitted through a
uniform resource locator (URL) spoofer module 206, which
performs 1nitial processing of the URL. In particular, URL
spoofer module 206 changes the URL so that if a user
subsequently downloads a product, end user machine 201 by
default saves the product under a file name associated with
the product but gives no direct access to the physical
location on the server. It may also misdirect the user 1n order
to detect attempts to fraudulently obtain products. Alterna-
tively, the request may be transmitted directly to a web
server module 207, which performs initial processing on the
request.

A log 1n module 208 receives the request and records
certain data associated with the request, such as the user’s
request, Internet Protocol (TIP) address, date and time, and
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particular demographic information. The request i1s then
transmitted to a security module 209, which uses heuristics
and other techniques 1n order to detect a person attempting
to bypass particular steps of the process, or otherwise
receive or access the products without providing payment.

A process request module 211 first checks a page/product
cache 218 to determine 1t the requested web page has been
previously requested or, 1 applicable, the relevant product
has been previously requested. If so, process request module
211 accesses information 1n page/product cache 218 1n order
to avoid repeatedly generating the same information for the
same or a similar request. If applicable, process request
module 211 also checks a search cache 217 to determine 1t
the requested search has been previously requested and, i
so, 1t uses 1nformation in search cache 217 to generate
particular output. A build cache module 212 within process

request module 211, 1t applicable, builds information for
storage 1n eirther of the caches.

A fraud (payment) module 210, typically within process
request module 211, performs processing necessary to con-
duct the payment transaction, including processing of credit
card mformation. It also records payment-related informa-
tion.

A build output module 213 next assembles information
for the request. It first checks a graphical user interface
(GUI) implementation cache 216 to determine 11 a requested
web page has been previously constructed and provided. IT
s0, 1t may use the information 1n GUI implementation cache
216 to avoid unnecessary repeated processing of the same
information. If applicable, a build cache module 214 within
build output module 213 creates information for storage in
GUI implementation cache 216.

A log completion module 215 performs final processing
on the request. I1 the request 1s only for a web page or search,
log completion module 215 transmits the web page or search
information back to end user machine 201. If end user
machine 201 uses agent module 203, log completion module
215 may transmit information to an agent transaction server
219, which constructs and creates the web page based upon
that information and transfers 1t back to agent module 203
for construction of the web page at page 202 on end user
machine 201.

If the request included a request for a product, log
completion module 213 transmits the request to a download
processor 224, which checks with process request module
211 to verily the authenticity of the request and perform a
security check. If the request 1s valid, as determined by
information transmitted back from process request module
211, download processor 224 securely transmits the
requested product from a product download database 225 to
end user machine 201. The transmitted product may be
transmitted through agent transaction server 219 1f end user
machine 201 uses agent module 203.

The following provides a description of each database
shown 1n FIG. 2. A data warchouse database 221 provides
log 1n information along with keys, which provides an index
to associated information 1 a commerce database 223.
Commerce database 223 contains data tables storing infor-
mation related to products and requests, such as a product
table, order table, and other such tables. A summary database
220 provides information from the data warehouse database
in summary form. Product download database 225 provides
products 1n digital form {for retrieval by the download
processor. This configuration provides the advantage of
storing the products without wrappers or associated pass-
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words, and 1nstead providing for a secure download of the
products. Wrappers or associated passwords may still be
used, 1f desired.

A site GUl/feature control database 226 and default
GUI/feature control database 227 may be accessed by pro-
cess request module 211 and build output module 213 for
storage and retrieval of information related to web sites.

A credit card fraud database 222 stores credit card trans-
action information, including credit card processing history,
and other information for adaptive fraud screening. Such
information may thus be used in performing another security
check. For example, the database may store a list of stolen
credit card numbers.

FIG. 3 depicts an exemplary data processing system 300
with a computer 301 illustrating exemplary hardware com-
ponents of end user machine 201, server 205, and an
intermediate server, 1f used to transter the end user’s con-
nection. Computer 301 includes a connection with a network
307 such as the Internet or other type of network, which may
correspond with network 204. Computer 301 typically
includes a memory 302, a secondary storage device 304, a
processor 305, an mput device 306, a display device 303,
and an output device 308.

Memory 302 may include random access memory (RAM)
or similar types of memory, and 1t may store one or more
applications 309 for execution by processor 305. Applica-
tions 309 may correspond with the modules shown 1n FIG.
2. Secondary storage device 304 may include a hard disk
drive, tloppy disk drive, CD-ROM drive, or other types of
non-volatile data storage, and 1t may correspond with the
various databases shown i FIG. 2. Processor 305 may
execute applications or programs stored 1n memory 302 or
secondary storage 304, or received from the Internet or other
network 307. Input device 306 may include any device for
entering information mnto computer 301, such as a keyboard,
cursor-control device, or touch-screen. Display device 303
may include any type of device for presenting visual infor-
mation such as, for example, a computer momtor or flat-
screen display. Output device 308 may include any type of
device for presenting a hard copy of information, such as a
printer, and other types of output devices include speakers or
any device for providing imnformation in audio form.

Although computer 301 1s depicted with various compo-
nents, one skilled 1n the art will appreciate that this computer
can contain additional or different components. In addition,
although aspects of an implementation consistent with the
present mvention are described as being stored 1n memory,
one skilled 1n the art will appreciate that these aspects can
also be stored on or read from other types of computer
program products or computer-readable media, such as
secondary storage devices, including hard disks, floppy
disks, or CD-ROM; a carrier wave from the Internet or other
network; or other forms of RAM or ROM. The computer-
readable media may include instructions for controlling a
computer system, such as computer 301, to perform a
particular method.

FI1G. 4 illustrates high-level processing 400 through elec-
tronic commerce system 200. In process 400, web server
module 207 receives a request from end user machine 201
(step 401). Log-in module 208 processes the request to
obtain log information (step 402). Security module 209
performs a security check (step 403). Process request mod-
ule 211 checks page/product cache 218 (step 403) and
checks search cache 217, it applicable (step 406). Fraud
module 210 performs payment-related functions and process
request module 211 processes the request and uses build
cache module 212 to build a cache, 11 applicable (step 407).
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Build output module 213 checks GUI implementation cache
216 (step 408), assembles 1nformation for responding to the
request, and uses build cache module 214 to build a cache,
if applicable (step 409).

Log completion module 2135 performs final processing of
the request (step 410), and 1t determines 11 the request 1s a
purchase request (step 411). If so, 1t transfers the request to
download processor 224 (step 412), which securely down-
loads the requested product and delivers 1t to the end user
machine 201 (step 413). If the request was not a purchase
request as determined by step 411, log completion module
215 delivers page and optional search information to end
user machine 201 (step 414).

Commerce System

This feature of electronic commerce system 200 involves
providing a single transaction point for processing of elec-
tronic commerce, generally involving the series of modules
shown 1n FIG. 2. Examples of the processing in this single
transaction point include security, checking for fraud, on-
line reporting, and processing orders. The benefits of pro-
viding such processing through a single transaction point
typically include, for example, scalability, reliability of
processing, simplicity of design by avoiding multiple dis-
parate systems, and avoiding repeated processing.

Fraud Detection and Prevention

This feature of electronic commerce system 200 involves
preventing fraud and ensuring security during electronic
commerce transactions. An electronic commerce transaction
involves a user electronically requesting purchase of a
product and providing payment for the product. The user
may recerve the product electronically for digital products or
may receive 1t by other means such as via mail service. The
terms fraud and fraudulent refer to attempts by a user to
obtain a product without providing proper payment, or
otherwise not satisiying requirements for obtaining a prod-
uct. For example, a user may attempt to use a stolen or false
credit card number to obtain a product or attempt to tamper
with the system so that the user obtains a product for less
than the required price. As another example, certain infor-
mation related to a user’s order may tend to indicate that the
user 1s likely to fail to provide payment, even 1f the credit
card number used appears valid, and system 200 attempts to
make that determination based on an analysis of the user’s
information and associated information.

The fraud detection and prevention may also involve
preventing users or customers from having access to certain
stored data such as credit card information and products. It
involves preventing users from bypassing particular mod-
ules or processing 1 system 200. Users typically imteract
with system 200 in a known manner for non-fraudulent
transactions. Likewise, particular types of interaction tend to
indicate that a user 1s attempting to circumvent system 200
and fraudulently obtain products. Therefore, system 200
analyzes a user’s interaction, as well as a user’s information
submitted on an order typically using an order form and
related information 1n a database, 1n order to determine a
likelihood or probability that the user 1s engaging 1n
attempted fraud during the transaction. That determination 1s
used as a basis to either accept or decline the order.

The fraud detection and prevention features of system 200
generally include functions within the security and fraud
(payment) modules 209 and 210, as further explained below.
System 200 may implement modules 209 and 210, or a
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single module or any number of modules to implement the
features, using software stored 1n memory 302 or secondary
storage 304 for execution by processor 305. Modules 209
and 210 may also be implemented using program products
or a combination of software and specialized hardware
components. In addition, the modules may be executed on
multiple processors for processing a large number of trans-
actions, 1f necessary or desired.

FIG. 5A 1s a diagram of a user’s typical mteraction with
an electronic commerce system. This diagram represents a
progression of pages viewed or accessed by a user at
machine 201 during an electronic commerce transaction.
The term “pages” refers to electronic information for display
to a user and potentially including links to other pages;
examples of pages include web pages, or pages 102, 104,
and 106 (see FIG. 1). A progression of pages means which
pages the user accessed 1n interacting with system 200 and
potentially includes the sequence of the pages accessed by
the user. The pages may be displayed on a display device,
such as display device 303, associated with end user
machine 201.

A user at machine 201 typically first views a welcome
page 510 or some other type of introductory page at client’s
web site 102, for example. From welcome page 510, the user
may perform a number of functions. The user may access
search pages 511 in order to search the database for a
particular product or type of product. The user may also
access navigation pages 512 1n order to be routed to par-
ticular or desired pages, and the user may view product
information pages 513 in order to view information con-
cerning particular products.

A shopping basket page 514 permits the user to enter an
identification of products to purchase, and from that page the
user may return to welcome page 510 or other pages
511-513 to perform more functions. Upon completion of the
clectronic shopping, a user may access a check out page 5135
in order to enter mformation required to purchase the
products 1dentified 1n shopping basket page 3514 and to
request purchase of the products. System 200 determines 1t
the user 1s attempting a fraudulent transaction and, 1f not, 1t
downloads the purchased products to the user’s machine
using a download page 516, i1f requested for a digital
product.

FIG. 5B 1s a diagram of an exemplary electronic order
form 520 used for electronic commerce transactions. Order
form 520 1s transmitted for display as a page on end user
machine 201, such as on display device 303, and permits the
user to enter information to place an order, which 1s an
clectronic request for purchase of a product including pay-
ment-related information. The payment-related information
may include any type of mformation used for or in connec-
tion with payment of the requested product; for example, a
credit card number or identification of an electronic cur-
rency.

Order form 520 includes a number of sections for receiv-
ing the following information for use 1n submitting an order:
name section 521; company name section 522; address
section 523; phone section 524; e-mail address section 525;
credit card number section 526; and password section 527.
Typically, a user would have selected a product while
viewing another page, such as product information pages,
and an 1dentification of the product is saved 1n an electronic
shopping basket and associated with user-entered informa-
tion 1 order form 520. Order form 3520 also includes a
submit section or button 528. Upon selecting button 328 by,
for example, using a cursor-control device to *““click on” 1t or
by using a particular key stroke, order form 520 including
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the user-entered information and identification of the
ordered product 1s transmitted to server 205 for processing
by security and fraud modules 209 and 210. Order form 520
1s typically transmitted using a secure process in order to
protect the user’s information and, 1n particular, the credit
card number. Examples of such a secure transmission
include Secure Sockets Layer protocol, also referred to as
SSL, developed by Netscape Communications Corp. Order
form 520 1s only one example of a form for submitting an
order, and other types of electronic forms may be used.

FIG. 5C 1s a diagram 1llustrating cross-references between
database tables storing information used for electronic com-
merce transactions. System 200 maintains both daily records
5350 and historical records 560, and may store them among
summary database 220, data warehouse database 221, credit
card fraud database 222, and commerce database 223. The
daily records maintain data only for the current day, meaning
the day when an order 1s received. The historical records
maintain data based on all orders processed before the
current day. The tables typically record all information
submitted 1n order form 520 for each order. For example,
that information may include the following for each order:
country; IP address; e-mail address; name and address;
identification of the requested product or products; dollar
amount of the product or products; and

credit card number. The tables may also record a date and

time when each order 1s submitted, as determined by an
internal clock of system 200. The tables also typically
record processing associated with each order; for
example, whether the order was accepted or declined.

As shown in FIG. 5C, daily records 350 may include a
table 551 for a first credit card number. Table 5351 lists all
information that has appeared on an order with the first
credit card number, and that information 1s cross-referenced
with other tables. For example, name 552 in table 5351
includes a link to a table 553. Table 553 lists all information
that has appeared on an order with name 5352. Name 352 has
been used, for example, with a second credit card number
554, which includes a link to a table 535 listing all infor-
mation that has appeared on an order with that credit card
number.

In addition, each table includes fields for recording the
number of orders accepted and the number of orders
declined, as associated with the information 1n the table. The
term ‘“‘orders accepted” means how many orders were
approved for sale of the requested product, and the term
“orders declined” means how many orders were not
approved for sale of the requested product. For example,
table 551 includes fields for the number of orders accepted
when the first credit card number appeared on the order and
likewise the number of orders declined when the first credit
card number appeared on the order. By adding the number
of accepted and declined orders, system 200 may determine
the total orders attempted with a particular piece of infor-
mation, such as a credit number. By knowing the total
orders, the system can calculate ratios of orders accepted to
total orders and the ratio of orders declined to total orders,
thus determining percentages of orders accepted and
declined as associated with a particular piece of information
from the order.

Tables 553 and 555 also have fields for recording number
of orders accepted and declined i1n conjunction with the
name 1 (552) and credit card #2 (554) appearing on par-
ticular orders. By saving such information, system 200 can
determine which types of information have previously
resulted in declined orders and use that information for
generating a likelihood that a particular order 1s an attempt



US 7,165,051 B2

9

at fraud. Tables 561 and 563 illustrate that system 200
maintains corresponding tables for historical records 560 in
the same manner as for daily records 3550.

The tables 1n records 550 and 560 may store the infor-
mation 1n relational database form, and the links between
tables may be implemented using foreign keys, or other
types of database links or indexing. Relational databases,
including cross-referencing of tables, are known in the art.
Therefore, system 200 may use the tables to perform data-
base look ups, obtaining all information associated with a
particular piece of information. In addition, since each order
contains a credit card number, which should be unmique, the
credit card numbers may be used as a link between all other
information from the orders. Records 5350 and 560 show
only a few tables for illustrative purposes only; system 200
typically includes many tables stored in relational database
form. In addition, system 200 may use other types of data
structures for storing the daily and historical data such as, for
example, objects. System 200 may also record different
types of information for use 1n security and fraud processing.

FIG. 5D 1s a flow chart of an exemplary process 500 for
detecting and preventing fraud during an electronic com-
merce transaction. Process 500 1s triggered by a user sub-
mitting an order to request purchase of a product using order
form 520, or other order form, at check out page 515 (step
518), typically triggered by selection of submit button 528.
System 200 updates the databases to enter the user’s infor-
mation from order form 520 (step 501). Using the user’s
entered credit card number and other information such as a
name and address, system 200 attempts to obtain authori-
zation from the i1ssuing bank for the credit card (step 502).
System 200 electronically contacts the bank, submits the
information, and waits for a reply, which are known acts
with respect to credit card transactions. If authorization 1s
not obtained (step 503), system 200 declines the order (step
509) and typically presents a message to the user indicating
the demial. Otherwise, i system 200 obtains bank authori-
zation (step 503), 1t performs a fraud processing 1n order to
determine a likelithood that the user 1s attempting a fraudu-
lent transaction (step 504), further explained below. In
addition to those functions explained below, the fraud pro-
cessing may also use an Address Verification System (AVS)
to Turther determine a likelihood of an attempted fraudulent
transaction. An AVS 1s a known system for verifying a valid
user of a credit card by comparing a billing address provided
during a transaction or order with a valid address on file for
that credit card with the 1ssuing bank.

The fraud processing involves generating a fraud ranking
based upon the user’s mnformation 1 order form 520 and
associated information. "

The associated information may
include any information, or a sub-set of that information,
having any type of relation to the information submitted
with the order. For example, it typically includes informa-
tion linked with the submitted information as determined by
the relational database tables 1llustrated 1n FIG. 5C. It may
also mclude a previous fraud ranking or an AVS rating.
System 200 may use the submitted information to perform
database look ups to obtain associated mformation for
analysis. The term ““fraud ranking” means any type of
indication providing a likelihood of attempted fraud 1nvolv-
ing the submitted order. In this example, the fraud ranking
1s 1implemented using a numeric score; however, 1t may be
implemented with other indicators such as symbolic or
alpha-numeric rankings.

The fraud processing mvolves comparing the fraud rank-
ing to a particular fraud scale (step 503); for example, a
numeric scale with increasing numbers indicating an
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increasing likelihood of a fraudulent transaction. In this
example, the fraud scale 1s implemented using a numeric
scale of zero to nine; however, different scales may be used
depending upon the implementation of the fraud ranking,
and the fraud scale may be implemented with any indicators
such that comparison of a fraud ranking to the fraud scale
provides an indication of a likelthood of attempted fraud. IT
the user’s fraud ranking passes a particular threshold, 1ndi-
cating a likelihood of an attempted fraudulent transaction,
system 200 declines the order (step 509). The threshold
typically may be established anywhere along the fraud scale
based, for example, on empirical evidence. For example, 1f
the system declines too many valid orders, the threshold may
be adjusted to permit a higher fraud ranking for accepted
orders.

Otherwise, 1f the fraud ranking does not pass the thresh-
old, system 200 next determines 1f a charge back occurred
(step 506). A charge back means that the user refused the
charge on the credit card. If no charge back occurred, system
200 accepts the order (step 507) and processes the order to
download or send the purchased product to the user (step
508). System 200 also updates the databases to indicate the
approval or denial of the order and the information associ-
ated with 1t (step 517), as illustrated in FIG. 5C. Therefore,
i any piece ol information used in this transaction 1is
submitted on a future order form, system 200 has saved an
indication of whether the information was ever used on an
order that was accepted or an order that was declined. In this
manner, the system through the saved empirical evidence
may continually update the databases and refine the fraud
ranking determinations.

FIG. 6 1s a flow chart of process 504 used to generate a
cumulative fraud ranking for use in determimng a likelihood
that a user 1s attempting a fraudulent transaction. When a
user submits an order, system 200 1mitially assigns to the user
a zero Iraud ranking. In processing various pieces of infor-
mation on the order or associated with 1t, system 200
cumulatively adds points to the fraud ranking to generate the
cumulative fraud ranking. The points are added based on
various criteria and analysis that provide an indication of a
likelihood of fraud. For example, system 200 generates a
cumulative fraud ranking for a particular user based on the
following, further explained below: a page/order movement
history (step 601); a quantitative analysis (step 602); heu-
ristics (step 603); and a fraud shield (step 604).

System 200 may perform steps 601604 1n any particular
order to generate the cumulative fraud ranking, and may
perform fewer steps to generate 1t or perform more steps
based upon additional criteria. In each of the steps 601604,
empirical evidence may be used to determine the particular
number of points to add to the cumulative fraud ranking for
cach type of analysis. The number of points added may be
changed 1n order to fine-tune the system as additional
empirical evidence, for example, indicates that certain infor-
mation or factors have more importance than others for
detecting and preventing attempted fraud. In addition, for
highly critical information used to detect and prevent fraud,
the system may be configured to add suflicient points so that
the cumulative fraud ranking i1s slightly less than the thresh-
old used i1n step 505 to determine whether to decline the
order. If anything else 1 the order tends to indicate
attempted fraud, any additional points added to the cumu-
lative fraud order will increase it beyond the threshold.
Other such techniques may be used to fine-tune the system
by manipulating fraud points assigned.

Upon completion of generating the cumulative fraud
ranking, system 200 optionally normalizes 1t, 11 necessary or
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desired, 1n order to generate the final fraud ranking (step
605) for use 1n the comparison of step 505. The final fraud
ranking 1s generated from any additional processing after
completion of the cumulative fraud ranking. For example, 1n
generating the cumulative fraud ranking, system 200 may
use a scale of zero to nine hundred and normalize the
cumulative fraud ranking by dividing it by one hundred for
use on a zero to nine scale. I no additional processing 1s
required, the final fraud ranking may be the same as the
generated cumulative fraud ranking. Finally, system 200
processes snapshots (step 606), which as explained below
are used to provide an indication of a user attempting a
fraudulent transaction by timing of particular events. The
term snapshot refers to information 1dentifying contents of a
page at a particular time. The snapshots involve saving page
information including an order form at various points in the
transaction process and comparing later pages with the
stored page information to determine 11 the user has changed
anything in the order form.

FIG. 7 1s a tlow chart of process 601 for generating the
cumulative fraud ranking by analyzing page/order move-
ment/history of an electronic commerce transaction. This
processing generally involves recording how a user pro-
gressed through the transaction, such as the sequence of
pages accessed as shown in FIG. 5A, and comparing that
progression with known profiles indicating fraudulent trans-
actions and known profiles indicating normal (non-fraudu-
lent) transactions. System 200 stores the known profiles for
use 1n the comparison, and the known profiles may be
updated as system 200 records additional profiles and asso-
ciates them with attempted fraudulent or normal transac-
tions. For example, a progression of pages for a normal
transaction may include a user accessing welcome page 510,
search page 311, product information page 513, and then
check out page 515. A progression ol pages for attempted
fraudulent transaction may include, for example, a user
repeatedly accessing shopping basket page 514 and then
check out page 515 several times 1 a row. In addition,
system 200 may include files, known and referred to as
“cookies,” written to a user’s machine to identify the
machine in order to detect particular events from the same
machine such as, for example, repeated submission of orders
from the same machine with potentially different names or
other information.

System 200 compares the user’s progression of pages
against known proper profiles (step 700). A proper profile 1s
one which 1t has been determined tends to indicate a normal
transaction. System 200 determines 11 the user’s progression
of pages matches the known proper profiles (step 701); 11 so,
it subtracts points to the cumulative fraud ranking (step 702).
System 200 also compares the user’s progression of pages
against known improper profiles (step 703). An improper
profile 1s one which 1t has been determined tends to indicate
a fraudulent transaction. System 200 determines if the user’s
progression of pages matches the known proper profiles
(step 704); 11 not, 1t adds points to the cumulative fraud
ranking (step 705).

System 200 also analyzes order history. It determines the
number of orders requested per day for this user (step 706)
and whether the number of orders passes a particular thresh-
old value (step 707); 11 so, 1t adds points to the cumulative
fraud ranking (step 708). For example, 1t may permit a
certain number of orders per day without adding fraud points
and beyond that number adds points for each additional
order. System 200 also compares the size (dollar amount)
and number of orders per day for this user against known
profiles tending to indicate an attempted fraudulent transac-
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tion (step 709), and 1t determines 1f the size and number of
orders per day matches the known profiles (step 710); 11 so,
it adds points to the cumulative fraud ranking (step 711). For
example, very large orders 1n terms of dollar amount or other
currency amount may receive a certain number of fraud
points, since large orders may tend to result in more
attempted fraud than small orders.

Finally, system 200 compares particular main information
on the same order against known profiles indicating
attempted fraudulent transactions (step 712), and 1t deter-
mines 1 the main information matches the known profiles
(step 713); 11 so, it adds points to the cumulative fraud
ranking (step 714). For example, 1t may check to determine
if the same order 1s being repeatedly submitted with difierent
IP addresses or e-mail address and, if so, add a certain
number of fraud points to the cumulative fraud ranking.

FIG. 8 1s a flow chart of process 602 for performing
quantitative analysis of an electronic commerce transaction.
The quantitative analysis mnvolves the use of daily and
historical counters for particular pieces of information. Sys-
tem 200 saves information for use on a daily basis, such as
how many orders have been submitted using the same name
today (meaning the date when an order 1s submitted and
processed), and saves the same type of information histori-
cally, such as how many orders have been submitted using
the same name any time before today, both illustrated in
records 550 and 560 1in FIG. 5C. System 200 typically
performs the quantitative analysis for all pieces of informa-
tion 1n an order, or may alternatively perform the analysis for
a sub-set of the pieces of information 1n the order. A piece
of information typically includes the information in any of
the sections of an order form such as those shown 1n FIG. 5B
and may include any particular information used in con-
junction with an order.

When determining whether to add fraud points, system
200 may use various weighting to add more points 1 the
information 1s more critical in detecting and preventing
fraud. For example, it may determine that of the submitted
information for orders the following are less significant and
have less or no weighting: the TIP address of the user’s
¢-mail address; the city, state, zip code, and country of the
user’s address; and any company identified by the user’s
¢-mail address. The other information, 1n this example, may
be deemed more significant and given a particular weighting
to increase Iraud points added to the cumulative fraud
ranking.

In process 602 as shown in FIG. 8, system 200 retrieves
a piece of information from the user’s submitted order (step
800). System 200 checks a daily bad uses counter by
determining the number of times this piece of information
appeared on an order that was declined today (step 801).
System 200 may make this determination by using the
cross-referencing of tables in the database, as explained with
respect to FIG. 5C. System 200 generates the cumulative
fraud ranking based upon the daily bad uses counter (step
802). In particular, system 200 adds points to the cumulative
fraud ranking when the daily bad uses counter for this piece
of mformation passes a particular threshold. The term
counter refers to a number of uses of a particular piece of
information based upon particular criteria as identified by
the corresponding steps.

System 200 also checks an historical bad uses counter by
using a database look up to determine the number of times
this piece of information appeared on an order that was
declined historically, meaning at all times before this order
(step 803). System 200 generates the cumulative fraud
ranking based upon the historical bad uses counter (step
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804). In particular, system 200 adds points to the cumulative
fraud ranking when the historical bad uses counter for this
piece ol information passes a particular threshold. For both
the daily and historical bad uses counters, system 200 may
be configured to add the same number of fraud points for
cach occurrence beyond the threshold, or add amounts, such
as increasing amounts, for each occurrence beyond the
threshold.

System 200 also checks this piece of information against
daily and historical possible fraud counters. These counters
are used to indicate how many times a particular piece of
information was used after 1t was associated with a declined
order, meaning how many times it appeared on a submitted
order after it appeared on an order that was declined. System
200 may determine these counters by using database look
ups cross-referencing information on the order with associ-
ated 1information. In particular, system 200 checks a daily
possible fraud counter by determining how many times this
piece of information was used after it was associated with a
declined order today (step 8035). Based upon the daily
possible fraud counter, system 200 generates the cumulative
fraud ranking by adding points to it if the counter passes a
particular threshold (step 806). System 200 also checks an
historical possible fraud counter by determining how many
times this piece of information was used after 1t was asso-
ciated with a declined order historically (step 807). Based
upon the daily possible fraud counter, system 200 generates
the cumulative fraud ranking by adding points to it if the
counter passes a particular threshold (step 808). For the both
the daily and historical possible fraud counters, system 200
may be configured to add the same number of fraud points
for each occurrence beyond the threshold, or add amounts,
such as increasing amounts, for each occurrence beyond the
threshold.

System 200 may also perform other quantitative analysis
in potentially adding points to the cumulative fraud ranking.
For example, system 200 determines the number of times a
bank declined an order containing this piece of information,
meaning 1t did not provide credit card authorization (step
809). System 200 generates the cumulative fraud ranking
based upon the bank declines by adding points to the
cumulative fraud ranking i1f the number of bank declines
passes a particular threshold (step 810).

System 200 also determines, for example, 1f a manual
fraud ranking exists for this piece of information (step 811).
Certain types of mformation may have such a high prob-
ability of being used on an attempted fraudulent order that
having a manual fraud setting provides useful for adding a
certain number of points to the cumulative fraud ranking or
even adding enough points so that system 200 will decline
the order based solely on this piece of information. If a
manual fraud ranking exists for this piece of information,
system 200 generates the cumulative fraud ranking based
upon the manual fraud ranking by adding the number of
predetermined points to the cumulative fraud ranking for
this piece of information (step 812).

System 200 then determines if more pieces of information
to process exist on the order (step 813). If so, system 200
repeats steps 800-813 to perform quantitative analysis for
the next piece of information. System 200 typically knows
the various sections on an order form used to submit an
order, such as order form 520, and may be configured to
process the pieces of information in the sections 1 a
predetermined sequence.

FIG. 9 1s a flow chart of process 603 for analyzing
heuristics related to information on an order being pro-
cessed. The heuristics are generally performed, for example,
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on a daily basis using information in the associated data-
bases recording daily information, as illustrated 1n records
550 in FIG. 5C. As shown in FIG. 9, system 200 retrieves a
piece of information from the order (step 900) and deter-
mines 1f this piece of mmformation matches iformation or
criteria having predefined fraud points on a daily basis (steps
901 and 902). If 1t matches, system 200 adds predefined
fraud points to the cumulative fraud ranking (step 903).
System 200 determines 1 more pieces of mmformation for
processing exists on the order (step 904) and, i1 so, 1t repeats
steps 900-904.

Information and criteria having predefined fraud points
may be based on information or circumstances surrounding
an order that would tend to indicate attempted {fraud.
Examples of information or criteria that may have pre-
defined fraud points include the following: unusual names or
names that appear fictitious; a high dollar amount on the
order; a particular time of day when the order 1s submitted;
a particular requested product; use of a post oflice box 1n a
large city; a credit card number 1ssuing bank not located 1n
the country listed on the order; and use of a credit card that
1s not from a location of the user’s service provider as
determined by the user’s entered e-mail address. System 200
may save such information in the databases for comparison
with information in the submitted order to determine 1f a
match exists. As another example, certain web sites permit
a user to look up a post oflice address assigned to a particular
name; 1f the user’s name does not match the address listed
on the order, system 200 may add a certain number of fraud
points to the cumulative fraud ranking.

FIG. 10 1s a flow chart of process 604 for performing a
fraud shield (adaptive learning) for information in an order
being processed. The fraud shield involves cross-referencing
information associated with a credit card number on the
order and checking that information for past use tending to
indicate attempts at fraud. System 200 retrieves a piece of
information associated with the credit card number in the
order (step 1000), which may be accomplished by accessing
tables 1 the database cross-referencing the credit card
number with any information that has appeared with that
credit card number on an order. System 200 determines
whether this piece of mformation appeared on an order
declined today (step 1001); if so, 1t adds points to the
cumulative fraud ranking (step 1002). System 200 also
determines 11 this piece of information appeared on an order
declined historically (step 1003); 11 so, 1t adds points to the
cumulative fraud ranking (step 1004). System 200 deter-
mines if the order contains more information to process
associated with the credit card number (step 1005) and, if so,
it repeats steps 1000-1004 to process additional pieces of
information associated with the credit card number in the
order. System 200 typically knows the various sections on an
order form used to submit an order, such as order form 520,
and may be configured to process the pieces of information
in the sections in a predetermined sequence.

Another aspect of the fraud shield involves determining
the number of disparate pieces of information associated
with a particular piece of information. For example, system
200 checks how many different names have been used with
an e-mail address on an order. If the number of names
exceeds a particular threshold and the e-mail address has
appeared on a declined order, system 200 adds points to the
cumulative fraud ranking. System 200 {irst retrieves a piece
of information associated with the credit card number used
in the order (step 1006). System 200 determines 11 this piece
of mformation has appeared on an order declined either
today or historically (step 1007), which may be accom-
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plished using the cross-referencing of tables and database
look ups illustrated 1n FIG. 5C. It this piece of information
has not appeared on a declined order, system 200 permits an
unlimited number of disparate pieces ol information asso-
ciated with this piece of mnformation without adding points
to the cumulative fraud ranking.

Otherwise, 11 this piece of information has appeared on a
declined order, system 200 determines the number of dis-
parate pieces ol information associated with this piece of
information (step 1008), which may be determined by
performing a database look up. System 200 determines 11 the
number of disparate pieces of information exceeds a thresh-
old value (step 1009); 11 so, system 200 adds points to the
cumulative fraud ranking based upon daily and historical
data (step 1010). For example, system 200 may add a certain
number of points 1 the threshold was exceeded today and
add a different number of points 1f 1t was exceeded histori-
cally. In addition, system 200 may add points based upon
how much the number of disparate pieces of information
exceeds the threshold. For example, 11 system 200 permits
four names per e-mail before adding points, 1t may add a
certain number of points for each additional name used
beyond four. System 200 then determines 1f the more pieces
of information to process are associated with the credit card
number 1n the order (step 1011) and, 1t so, it repeats steps
10061010 to process that information. System 200 typi-
cally knows the various sections on an order form used to
submit an order, such as order form 520, and may be
configured to process the pieces of information in the
sections 1n a predetermined sequence.

After the processing shown in the flow charts of FIGS.
7-10, system 200 has completed determining the cumulative
fraud ranking for a particular order submitted by a user. It
may then, 1 necessary, normalize the cumulative fraud
ranking and compare 1t with a particular predetermined scale
to determine a likelithood that this order 1s being used in
attempted fraud (step 505 shown in FIG. 5D). Empirical
evidence may be used to determine the particular numbers of
fraud points to add for each of the various steps in the tlow
charts of FIGS. 7-10 that involve adding fraud points to the
cumulative fraud ranking. In addition, system 200 may be
fine-tuned by modifying the particular numbers of fraud
points as more orders are processing and the resulting saved
information provides additional empirical evidence.

In addition to generating the cumulative fraud ranking
when processing orders, system 200 also detects attempts at
fraud by analyzing whether information in the order has
changed during processing of 1t. This procedure, shown as
process 606 1 FIG. 11, 1s referred to as snapshots. System
200 records snapshots of pages containing the order form
and compares those pages during order processing. If any
information in the order changes during processing of it,
system 200 declines the order. Once a user submits an order,
the user should not change any information 1n 1t. Some users,
in an attempt to circumvent system 200, may repeatedly
submit the same order while changing a dollar amount 1n an
attempt to receive the benefit of a higher dollar amount than
what was charged to the user’s credit card.

In process 606, system 200 detects a submit order event
(step 1100), which occurs when a user selects or “clicks on”
a submit section of an electronic order, such as submit
section 528 in order form 520. Upon detecting that event,
system 200 saves a first snapshot of the order page along
with a time stamp (step 1101). System 200 next detects
completion of the fraud processing used to generate the
cumulative fraud ranking, such as the processing in step 504
and related steps (step 1102). Upon completion of the fraud
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processing, system 200 saves a second snapshot of the order
page with a time stamp (step 1103). System 200 compares
the first and second snapshots to determine 1f any informa-
tion 1n 1t has changed during order processing (steps 1104
and 1105). If they do not match, system 200 declines the
order and typically presents a message to the user that the
order 1s declined (step 1110).

Otherwise, 11 the first and second snapshots match, system
200 detects completion of bank authorization of the order,
such as the processing 1 step 502 (step 1106). Upon
receiving bank authorization, system 200 saves a third
snapshot of the order page (step 1107). System 200 com-
pares the third snapshot with the first and second snapshots
to determine 1f they match (steps 1107 and 1108). I they do
not match, system 200 declines the order (step 1110). If all
the snapshots match, system 200 proceeds with order pro-
cessing. The sequence of steps 1100-1104 and 1106-1109
may be performed 1n either order, depending whether fraud
processing 1s performed before or after the system attempts
to obtain bank authorization. For example, if the system
attempts to obtain bank authorization before performing
fraud processing, as shown in FIG. 5D, steps 11061109
may be performed before steps 1100-1104. Also, snapshots
may be taken at other points 1n the process and compared
with previous or subsequent snapshots. In addition, by using
time stamps, system 200 may determine a rate at which
information potentially changes within the same order or, for
example, a rate at which a user submits a particular piece of
information such as a credit card number. The rate informa-
tion may further be used to detect and prevent fraud. For
example, system 200 may determine that the same user 1s
repeatedly submitting orders having different credit card
numbers 1n a short time frame requesting purchase of the
same product, which may indicate attempted fraud, particu-
larly given a short time frame.

Global Web Site Management

This feature of electronic commerce system 200 involves
providing centralized management of host sites, managing
all host sites through a central database. It may include, for
example, extending a look and feel of a particular web site
into another web site. For example, when an intermediate
server transiers an end user’s connection to a commerce
network server, as described with respect to FIG. 1, the
commerce network server may transmit a page having the
same look and feel as the page on the imntermediate server,
thus providing an apparent seamless transition to the end
user.

This feature also may include making local changes to a
large number of managed web sites. Therefore, instead of
making similar changes to each individual web site, system
200 may broadcast those particular changes and make the
corresponding changes to the managed web sites. It thus
provides an advantage, for example, of easily making
changes to a large number of web sites. For example, 1t may
automatically broadcast a few particular features every week
to the managed web sites in order to regularly update the
sites.

Security Area

The feature of electronic commerce system 200 provides
for securely storing clients’ products and providing a secure
download process, typically without the use of wrappers or
passwords. This feature generally involving the series of
modules shown 1 FIG. 2. It includes a database type of
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security intended at least to simplify the purchase process
for a user. A user typically need only enter a credit card
number and 1n response receives a requested product.

Cache Management for Dynamic Web Pages

This feature of electronic commerce system 200 concerns
a dynamic cache providing for a fast page response and
dynamic pages, typically guaranteeing that pages contain
current information. It generally involves caches 216, 217
and 218 shown 1n FIG. 2, providing cache processing for
three areas: product searching; GUI implementation (par-
ticular features on a web page); and static page building (a
web page as a whole).

The complexity of product searching often aflects speed
of a response. Providing caching of information means that
the same information need not be repeatedly retrieved from
an external database and constructed into a responsive web
page. Rather, the mformation may be cached locally and
quickly retrieved in response to the same or a similar
request. This feature maintains up-to-date information by
knowing to create and destroy information interactively for
the caches.

Intelligent Agent

An mtelligent agent includes an application that resides
locally on a client machine 1n order to perform processing
specific to a user of the machine, generally involving agent
module 203 and agent transaction server 219 shown 1n FIG.
2. It includes at least two aspects, a pull side and a push side.
The pull side involves the agent obtaining information and
knowing how to link to a server and provide the information
to the user 1 a personal way, customized for that user. It
shields the user from the order process, for example, 1n order
to simplify 1t. The agent may also perform system manage-
ment, for example, performing a background process that
scans the user’s system i1n order to manage licensed soit-
ware, perform archival control, and perform other such
processing.

The push side 1nvolves making special information avail-
able to the user through the agent. For example, 11 the user
already ordered a particular product, the agent may inform
the user of any bugs 1n the product, product upgrades, or
related products. That information 1s “pushed” to the agent
from the server. The server may provide mitial filtering of
information given to the agents, and the agents perform
additional filtering in order to present the information in a
specific way to the user.

While the present invention has been described 1n con-
nection with an exemplary embodiment, 1t will be under-
stood that many modifications will be readily apparent to
those skilled in the art, and this application 1s 1ntended to
cover any adaptations or variations thereof. For example,
different labels for the various modules and databases, and
various hardware embodiments for the servers and
machines, may be used without departing from the scope of
the invention. This mvention should be limited only by the
claims and equivalents thereof.

What 1s claimed 1s:

1. An electronic commerce system having a server and an
end user machine interacting through a network during an
clectronic commerce transaction, the server comprising;:

a software module configured to receive user-entered
information via the network including an electronic
purchase order for a product within the electronic
commerce system; and
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a fraud detection mechanism active during electronic
commerce transactions configured to determine a fraud
ranking that indicates a likelithood that the electronic
purchase order 1s attempted fraud based upon a user’s
real-time 1nteraction with the server during a transac-
tion to process the electronic purchase order selected
from a group consisting of: (1) an attempt to change
information 1n the electronic purchase order detected
by a comparison of a snapshot of information about the
clectronic purchase order taken after the purchase order
has been submitted for processing by the system, and
(11) a user’s path of progression through web pages
associated with submitting the electronic purchase
order.

2. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to also determine the fraud ranking based upon a
number of times user-entered information was included in
an electronic purchase order that was declined.

3. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to also determine the fraud ranking based upon a
number of times user-entered mmformation was included in
an electronic purchase order that failed to obtain credit card
authorization.

4. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to also determine the fraud ranking based upon
comparing a number of disparate pieces ol information
related to user-entered information with particular criteria.

5. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to compare the fraud ranking against a particular
fraud scale.

6. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to (1) save snapshots of information in the
clectronic purchase order at first and second times after the
clectronic purchase order has been submitted and (11) com-
pare the snapshot of information 1n the electronic purchase
order saved at the first time with the snapshot of information
in the electronic purchase order saved at the second time.

7. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to also determine the fraud ranking based upon
an amount of each of a number of electronic purchase orders
requested within a particular time frame associated with a
particular user.

8. The electronic commerce system of claim 1 wherein the
fraud detection mechanism includes a software module
configured to also determine the fraud ranking based upon a
number of electronic purchase orders requested within a
particular time frame associated with a particular user.

9. The electronic commerce system of claim 1 further
comprising a fraud prevention mechanism that declines an
clectronic purchase order based on the fraud ranking deter-
mined by the fraud detection mechanism.

10. A method performed by an electronic commerce
system having a server and an end user machine interacting
through a network during an electronic commerce transac-
tion, the method comprising steps of:

recerving user-entered information wvia the network
including an electronic purchase order for a product
within the electronic commerce system; and

determining a fraud ranking that indicates a likelihood
that the electronic purchase order 1s attempted fraud
based upon a user’s real-time interaction with the
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clectronic commerce system during a transaction to
process the electronic purchase order selected from a
group consisting of: (1) an attempt to change informa-
tion in the electronic purchase order detected by a
comparison of a snapshot of information about the
clectronic purchase order taken after the purchase order
has been submitted for processing by the system, and
(11) a user’s path of progression through web pages
associated with submitting the electronic purchase
order.

11. The method of claim 10 wherein the determining step
turther comprises determining the fraud ranking based upon
a number of times the user-entered information was included
in an electronic purchase order that was declined.

12. The method of claim 10 wherein the determining step
turther comprises determining the fraud ranking based upon
a number of times the user-entered information was included
in an electronic purchase order that failed to obtain credit
card authorization.

13. The method of claim 10 wherein the determining step
turther comprises determining the fraud ranking based upon
comparing a number of disparate pieces ol information
related to the user-entered information with particular cri-
teria.

14. The method of claim 10 further comprising a step of
comparing the fraud ranking against a particular fraud scale.

15. The method of claim 10 further comprising steps of:

saving snapshots of information 1n the electronic purchase

order at first and second times aifter the electronic
purchase order has been submitted; and

comparing the snapshot of information 1n the electronic

purchase order saved at the first time with the snapshot
of information in the electronic purchase order saved at
the second time.

16. The method of claim 10 wherein the determining step
turther comprises determining the fraud ranking based upon
an amount of each of a number of electronic purchase orders
requested within a particular time frame associated with a
particular user.

17. The method of claim 10 wherein the determining step
turther comprises determining the fraud ranking based upon
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a number of electronic purchase orders requested within a
particular time frame associated with a particular user.

18. The method of claim 10 further comprising a step of
preventing {fraud by declining an electronic purchase order
based on the fraud ranking determined by the determiming
step.

19. An article of manufacture including instructions
stored on a medium for controlling an electronic commerce
system having a server and an end user machine interacting,
through a network during an electronic commerce transac-
tion, the medium comprising soitware modules configured
to control the electronic commerce system to perform the
steps of claim 10.

20. An article of manufacture including instructions
stored on a medium for controlling an electronic commerce
system having a server and an end user machine interacting,
through a network during an electronic commerce transac-
tion, the medium comprising:

a solftware module configured to receive user-entered

information via the network including an electronic

purchase order for a product within the electronic
commerce system; and

a Traud detection software module configured to be active
during electronic commerce transactions and further
configured to determine a fraud ranking that indicates
a likelihood that the electronic purchase order is
attempted fraud based upon a user’s real-time interac-
tion with the electronic commerce system during a
transaction to process the electronic purchase order
selected from a group consisting of: (1) an attempt to
change information in the electronic purchase order
detected by a comparison of a snapshot of information
about the electronic purchase order taken after the
purchase order has been submitted for processing by
the system, and (11) a user’s path of progression through
web pages associated with submitting the electronic
purchase order.
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