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(57) ABSTRACT

A pattern recognition method and apparatus decrease the
amount of computation for pattern recognition and adapts
flexibly to an increase and a change 1n learning samples.
Learning 1s made beforehand on base vectors in a subspace
of each category and a kernel function. Pattern data to be
recognized 1s mput, and projection of an 1nput pattern to a
nonlinear subspace of each category 1s decided. Based on the
decided projection, a Fuclidean distance or an evaluation
value related to each category 1s calculated from the prop-
erty of the kernel function, and 1s compared with a threshold
value. If a category for which the evaluation value 1s below

the threshold value exists, a category for which the evalu-
ation value 1s the smallest 1s output as a recognition result.
It there 1s no category for which the evaluation value 1s
below the threshold value, a teaching signal i1s mput for
additional learning.

17 Claims, 5 Drawing Sheets

NOT PRESENT

S104 CATEGORY EQUAL TO \
OR LESS THAN
THRESHOLD VALUE ? /
lPHESENT

5106

P C

S$105 OUTPUT

EVALUATION VALUE RESULT

INPUT
TEACHING SIGNAL

|

{ GO TO S204 FOR
( END ) \ADDITIONAL LEARNING




U.S. Patent Jan. 9, 2007 Sheet 1 of 5 US 7,162,085 B2

FIG. 1

START OF RECOGNITION

S10T~U \NPUT UNKNOWN PATTERN

CALCULATE PROJECTION

>102 TO NONLINEAR SPACE
FOR EACH CATEGORY
5103 COMPARE
EVALUATION VALUE OF
EACH CATEGORY
5104 CATEGORY EQUAL TO

NOT PRESENT

OR LESS THAN
THRESHOLD VALUE ?

' PRESENT S106

OUTPUT
EVALUATION VALUE RESULT
GO TO S204 FOR

END ADDITIONAL LEARNING

S105

INPUT
TEACHING SIGNAL




U.S. Patent Jan. 9, 2007 Sheet 2 of 5 US 7,162,085 B2

FIG. 2

START OF LEARNING FROM S106
5201 INPUT LEARNING PATTERN
5202 SELECT CATEGORY

8203 CALCULATE PROJECTION
TO NONLINEAR SUBSPACE
So04— | UPDATE BASE VECTORS OF |
NONLINEAR SUBSPACE
S205~| UPDATE KERNEL FUNCTION




U.S. Patent Jan. 9, 2007 Sheet 3 of 5 US 7,162,085 B2

LUl ] -E
-l
_,!‘h"‘ L] -

L

I:-u:;.-'

LT
. J- .
il

et | [

l!'- .,'.-.-I -"i:.-h. ‘:_ 'iﬂ ,

L L

v

4 '
L

.

i _“rl‘ -.-,wr[::i?ﬁ-.; i3 .'
Sh

O, e r oy L

LT [ LR VO - IR - el C e eme - e e P T Ty
DT IR o T T
SO E T (K 3 n, i
. "h-l}‘l 22 o 7 Y3 : ;) :tl L _ : *}}I}&ﬂ

1, l;i.: .

o
4

]

5 ;} !

R

E'ri: ",

iz

-
KA,
TRy Ti

""':.F‘L [ )

" o ":"" 1
'I-.'..l -
- A
lﬁ'."'—.
A

ATEGORY 3



US 7,162,085 B2

Sheet 4 of 5

Jan. 9, 2007

U.S. Patent

FIG. 4

KRN RENALREANAI AR
IS DNEOEN "
I I

. oelele >
M e M K )

SOOI X IR .

L e b N e
D S OSSR R S S S SRR AA
AP AL ICRICHMISIC 0L S at o ta o L b N b

.
a¥a%%

ﬂﬁﬁﬁﬁﬂ OSOOOD

elelvlelee

Pt ettt e e e e b 0% 00 %%
et O 0t it e e e ta 2 0 e e et e 4

; **i..l_l..l_'i.l_..f.’.i.i..f.'..'_***********i**f****ff
P RS X R SRS H KX R IKICIUAHI AR KKK
" SIS M NN R S S W S R K R
RIS SIS INICHIICHLHSS
R P N S T F TR IC I XM I A R RSSO RN E 84

.f

LA

oy
b %+
[P #f.-..tf.t-_. ¥ *#.Jf* #.-.H.ﬁ.f.t_#-_.# M *#iﬁ##iﬁiﬁ##ff*if*iﬁi&

et o et et e el

| A A A K AR A AR B A A A I I AT B AR N TN N N T W, 1{11**1*‘_*“‘-.‘.“‘.
e R K R LR
?&4++33&?.£#€E&?+* S A 00 S 0 N b

o A £

b S G T S M 3 S D e NG I N L X K R R R A M
e e e e et Tkt e te b0 e e te tatete e 20 020 2 220 Te?
il el el +._..+1i #.-,_._.-.ii.it..iiiiiiiiifiti.f#i +» it....-.i M)
#ii*iiiiiiiifﬂ?ﬂﬂﬁ.

{ ;

oK
¥y
Py
e
S
.

009
O GGPRICIC IS

R R I I R A R M I R P A s o an e e e g i B R W R A R AN A
P PO N A X LA K X X

R M S R i e R K K KK
ORI KK KA
wepielelrieels
ool
P P TR R R ) N M ]
._._..‘..... i Wi, .r.'.}i.i.l..lr_l_ur,l..l.‘i..i_.l.‘_.l, hf'ff’i‘.l‘"*”.’”.‘i‘lf“‘ H‘"

S ;ﬁ3§

s
ﬂFﬂi#*i

i

>
RN
SO
Neelee’ele
Nttty

v ele e

CATEGORY1 CATEGORY2 CATEGORY3

FIG. 5

| _a— PRESENT INVENTION

—— KERNEL SUBSPACE METHOD

ToRE S o B
< o

10
Nl

—

>
-

-

(SANOD3S) INIL NOILYINdINOD

6000

4000
NUMBER OF LEARNING SAMPLES

2000

O



US 7,162,085 B2

Sheet 5 of 5

Jan. 9, 2007

U.S. Patent

1IN
NOILVY1NdINOD

11NS3Y
NOILVMIVAS

OLE

LINA NOILLV1NdNOD

LINMA DNILVAdN

T NOILLYIHYA NOILOIrOdd 0708 NOILLONNA TINY 3N U-608
NOILYLNdWNOD |
INIvYA | 1INN NOILY LNdNOD LINN ONILYAdN | |
NOILYNTYA NOILDIrOHd I0VdSdnS ey HOLO3A ISV |
U-90¢ LINA NOLLY.LNAINOD NOILDAroYd LINA DNINYY3I | 80¢
30VdS HVANIINON ;o 3OVdS HYANIINON | -
U AHODALYO u AHoOaL1yo | “U-E0E |
1INN NOILYLNdINOD 1INN ONILYAdN
T NOLLVIHYA NOILO3rOHd /06 NOILLONNA TINHIN - 606
NOILYLNdWNOD _
INTIYA LINA NOLLY LNdWNOD 1INN ONILYAdN |
NOILYNIVAS NOILD3rOdd 30VdSans HOLO3A ISVS |
2-08 2-80€
2.908 LINA NOLLYLNAINOD NOILDArOHd 1INN ONINYYI T
30VdS HYINIINON | POE 30V dS HYANITNON >.008 |
2 AHODILYD 2 AHODIALYD
1INN NOILYLNdINOD 1INN ONILYadN
NOILYIHVYA NOILD3rOHd NOILLONNA TINY3IN
1INN | .. - = TN -
NOILYLAdWOD =208 =00t
INIYA - LINN NOILY LNdWOD LINNONILYAdNn | |_ .
NOLLYN VA NOILD3rOYdd 32vdsdans | f«— HOl03A 3sve ||
-908 LINN NOILY.LNJWOD NOILDArOHd H-508 1INN ONINGVIT H-80E
30VdS HYANIINON | o 30VdS HYANIINON || oy
L AHODILYD L AHODALYD 3
20e- LINN LNdNI NH3LLYd 9 'O1.] 10~ LINN LNdNI TYNDIS ONIHOVAL




US 7,162,085 B2

1

PATTERN RECOGNITION METHOD AND
APPARATUS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a pattern recognition
technique that uses a computer to judge to which of plural
categories an mmput 1image and other data belong.

2. Description of the Related Art

Conventionally, pattern recognition methods by use of a
computer have been proposed. For example, the following
research 1s conducted. The image of a human face captured
by an 1mage sensor 1s analyzed to judge which portions of
the 1image correspond to an eye, a nose, and other features,
to categorize the portions/features and to determine to whose
tace the 1mage corresponds by comparing the image with
categorized 1images stored 1n advance.

A subspace method 1s well known as a pattern recognition
method. According to the subspace method, a subspace 1s
defined for each of plural categories, and by determining
with which subspace an unknown pattern has the highest
degree of relation, a category to which the unknown pattern
belongs 1s determined. In the subspace method, where there
are many categories, recognition accuracy becomes low, and
it also becomes low for nonlinear pattern distributions.

Another well-known recognition method 1s the support
vector machine (SVM) method. In the SVM method, by
introducing a kernel function, low-dimension patterns are
turned into high-dimension patterns, and nonlinear pattern
distributions can also be recognized. However, the number
of categories to which the method 1s applied 1s no more than
two and an enormous amount of computation 1s required.

Recently, the kernel nonlinear subspace method has been
proposed, which combines the advantages of the subspace
method and the advantages of the SVM method (Japanese
Published Unexamined Patent Application No. 2000-
90274). In the kernel nonlinear subspace method, patterns to
be recogmized are mapped to a high-dimension nonlinear
space using nonlinear conversion definable by a kernel
function to create high-dimension patterns, as in the SVM
method, and pattern recognition 1s performed by applying
the subspace method on the high-dimension nonlinear space.

The kernel nonlinear subspace method, to define a sub-
space ol a category “1” creates base vectors by linear
combination of mappings ol all learning samples to a
nonlinear space. Herein, as a method of calculating an
evaluation value for judging whether an unknown 1nput
pattern belongs to a category, a method 1s disclosed which
utilizes projection components produced when a pattern to
be recognized 1s projected to subspaces on a high-dimension
liner space that correspond to categories. Since the sub-
spaces are defined by linearly combining base vectors pro-
duced using learning samples, which are low-dimension
vectors, the projection components to be obtained to recog-
nize input patterns can be calculated simply by calculating
the low-dimension vectors by use of a kernel function.

However, since the computation includes kernel opera-
tions between the pattern to be recognized and all learning
samples, and mnner product operations with the number of all
learning sample as a dimension count, when the number of
learning samples increases, the amount of computation
would increase in proportion to the number of learming
samples. Moreover, since all learning samples must be saved
for kernel computation, there has been a problem in that a
large storage area 1s required.
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Since a learning process 1s performed by singular value
decomposition of a kernel matrix with the results of kernel
operations between learning samples as components, there 1s
a problem 1n that, when a learning sample 1s newly added,
learning must be performed again using existing learning
samples to recalculate the weight of linear combination of
base vectors constituting a subspace.

A kernel function must have been selected beforehand for
recognition targets and cannot be adaptively changed
depending on learning, posing the problem that recognition
accuracy does not increase.

SUMMARY OF THE INVENTION

The present invention intends to provide a pattern tech-
nique that decreases the amount of computation for pattern
recognition or can flexibly adapt to an increase and a change
in learning samples.

According to one aspect of the present invention, a pattern
recognition method includes: an evaluation value calculat-
ing step for using a set of vectors obtained by mapping a set
ol vectors conformed to at least one learning sample 1n an
input space respectively to a nonlinear space defined by a
kernel function as a set of base vectors constituting a
subspace 1n the nonlinear space, defined for each of catego-
ries 1nto which a pattern 1s classified, to calculate an evalu-
ation value representative of a relation between the plural
subspaces represented by linear combination of correspond-
ing sets of the base vectors, and mapping of an unknown
input pattern to the nonlinear space; and a category recog-
nition step for recognizing a category to which the unknown
input pattern belongs, based on the evaluation value.

In this configuration, vectors obtained by mapping vectors
(hereinafter referred to as preimage vectors or preimages)
conforming to learning samples in an input space to non-
linecar spaces defined in kernel spaces are used as base
vectors constituting the nonlinear spaces. Therefore, when
calculating an evaluation value showing a relation between
the unknown pattern and subspaces can be calculated using
the preimage vectors, preventing the amount of computation
from 1increasing because of an increase in the number of
learning samples.

The term “conforming” also implies the meaning of
“approximating” or “representing’.

According to another aspect of the present invention, a
method of learning base vectors constituting subspaces used
for pattern recognition includes: a projection decision step
that, for each mapping of a learning pattern to a nonlinear
space defined by a kernel function, decides projection to a
subspace that corresponds to a category into which the
learning pattern 1s classified, and 1s represented by linear
combination of a set of base vectors respectively created by
a mapping ol a set of vectors 1 an mput space to the
nonlinear space; and a vector updating step that updates the
vectors 1n the input space i which the base vectors are
created, to 1ncrease a relation between the mapping of the
learning pattern obtained by the decided projection to the
nonlinear space and the subspace corresponding to the
category into which the learning pattern 1s classified.

In this configuration, the base vectors constituting the
subspace can be updated according to a new learning pattern
without having to hold previous learning patterns.

According to another aspect of the present invention, a
method of deforming a kernel function includes the steps of:
setting a kernel function for defining the mapping of a
pattern 1n an 1mput space to a nonlinear space which includes
subspaces each defined for each of categories to which the
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pattern 1s classified; calculating a relation between the
mapping ol a learning pattern in the input space to the
nonlinear space and the subspaces; and deforming the kernel
function according to the result of the calculation of the
relation.

In this configuration, variations 1n projection components
to base vectors are calculated using a learning pattern, and
a kernel function can be adaptively changed based on the
calculation result.

The present invention can be implemented as a method,
apparatus, or system, or can be implemented as a storage
medium storing a program 1n at least a part thereof.

The above-described aspects and other aspects of the
present invention will be described 1n claims and described
below 1n detail using the accompanying drawings.

BRIEF DESCRIPTION OF THE

DRAWINGS

Preferred embodiments of the present invention will be
described 1n detail based on the followings, wherein:

FIG. 1 1s a flowchart of recognition processing in an
embodiment of the present invention;

FIG. 2 1s a flowchart of learning 1n an embodiment of the
present mvention;

FIG. 3 1s an example of a learning sample 1n an embodi-
ment of the present invention;

FIG. 4 1s an example of recognition results 1n an embodi-
ment of the present invention;

FIG. 3§ illustrates comparison of computation time
between an embodiment of the present invention and a
conventional example; and

FIG. 6 1s a block diagram showing a variation of an
embodiment of the present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[Pattern Recognition]

The principle of pattern recognition by the present inven-
tion will be described using a specific example. An arbltrary
d-dimensional mput pattern x and nonlinear conversion @
that projects the input pattern x to a dg-dimensional high-
dimension characteristic space are deﬁned, and pattern rec-
ognition 1s performed 1n the d-dimensional high-dimension
characteristic space.

The mapping of the d-dimensional input pattern x by the
nonlinear conversion @ that 1s in relation with a kernel
function

dop (1)
K, y) =) Migixi(y)
i=1

with
P1(X), - - - Pgy, (X)
as eigenfunctions 1s represented as
X=Xy, - .-, X 2>P@X)=(VA 9, (x), . . ., YAz Paa(X)) (2)

using the kernel eigentunctions, where A, 1s an eigenvalue
for an eigenfunction ¢,(x).

Next, for a subspace £2 of a high-dimension characteristic
space represented by linear combination of nonlinear con-
version 1mages ®(x,), . . ., ©(x,) of n vectors x,, . .., X

Fi
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4

of d-dimension 1nput space, a subspace of the high-dimen-
s10n characteristic space 1s provided for a category to which
the pattern belongs. The nonlinear conversion images
D(x, ), , O(x, ) are referred to as base vectors of the
subspace €2, and n vectors X,, . .., X, 1n an mput space are
referred to as preimages of the base vectors.

The preimages x,, . . . , X, are vectors that have been
learned by a learning method described later, and have the
characteristics of plural learning patterns, and each of the
vectors 1s an approximation of plural learning patterns or 1s
representative of plural learning patterns. The base vectors
of the subspace €2 do not necessarily need to have an
orthogonal relation with each other. The number of preim-
ages, that 1s, the number n of base vectors of the subspace
(2 1s a preset parameter that influences recognition capabil-
ty.

Projection of a nonlinear conversion image ®(x) of the
input pattern x to the subspace @ 1s represented by a vector,

D(x)

which 1s the vector within the subspace Q with minimal

Fuclidean distance from the nonlinear conversion image
D(x).

D(x)

1s decided by finding a coetlicient a, which minimizes

: (3)

E = [®(x) - dx)| = |dx)

= i a; P(x;)
=1

The expression (3) 1s represented as

4
E=K(x, x)— zzaf{(x x)+7ya K(xi, X)) (4)

=1 ;71

using the property (1) expression of the kernel function. a,
1s obtained by serially changing it by a value obtained by the
following expression from 1ts initial value by the steepest
descent method.

dF ( 7 (9)
ﬂ.{l; = 6_&11 = 24?{ K(}:, }.ig) —; .{ZIJK(I;, Xj)
& 1s a small positive constant.

E obtained by assigning a, finally obtained to the expres-
s1ion (4) denotes the distance between the nonlinear conver-
sion 1mage P(x) of the mput pattern x and the subspace £2.
Specifically, E for a subspace corresponding to each cat-
cgory 1s computed, and 1t 1s judged that the mput pattern
belongs to the category where E 1s minimum.

The amount of computation depends on the number n of
(preimage) vectors 1n an put space characterizing sub-
spaces and the number d of dimensions, and will not
increase 1n proportion to the number of learning samples.
Since K(x;,x;) in the expressions (4) and (5) 1s unchanged
alter learning 1s completed, 1t has to be computed only once.
Learning samples do not need to be saved, contributing to
reduction in storage capacity.
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The amount of computation required for pattern recogni-
tion 1s very small because computation 1n a high dimen-
sional non-linear space 1s not required. Since the steepest
descent method also permits operations on base vectors 1n a
subspace having no orthogonal relation with each other, 1t 1s
particularly eflective to changes of vectors (preimages) for
creating base vectors constituting a subspace, as in the
present mvention.

[Preimage Learning]

Learning of preimage X, ol a base vector 1n a subspace 1s
performed as follows. Where, e.g., the steepest descent
method 1s used for learning samples, a,, . . . , a,  are
computed using the expression (5). After the obtained
a,, ...,a are assigned to the expression (3), a change of
base vector ®(X,) 1s found as follows by the steepest descent
method.

(6)
Ab(x;) =

JE r &
T30 = 2100~ 2, ‘ﬂi‘b(x—f)}

A change of preimage x; corresponding to the change of
®d(x,) 1s represented by

(7)

Ax, = (5‘13’(%5)

—1
. ] AD(x;)

where

dP(x;)
E‘ij-

1s a matrix with dg rows and d columns, and

Ap(x;) Y !
( OXx; ]

1s an mverse matrix thereol. Generally, since the nonlinear
mapping P i1s an n-to-1 mapping, an 1mverse matrix

AP(x;)\
( 6%?5 ]

does not exist, but if the inverse matrix 1s approximated by
a pseudo 1verse matrix,

[afﬁ’(xf)]l

0¢(x)" D)\ (39(x)Y (et ®)
0x; E{ ] ( ] = (gap(Xi)) ( ]

ﬁxj E’fo ﬁxf 6.1:1-

1s obtained, where a matrix g _,(x,) with d rows and d
columns 1s a metric tensor and represented as

/ ()
5 o

gab(-xi) —
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6

using a kernel function. If the expressions (6) and (8) are
assigned to the expression (7), the following expression 1s
obtained.

¥ b
H

e, 2,
a—)ﬁﬂ% Xi) — Z ay EK(XE, Xi)¢

z =1 ¥,

(10)
Ax; = 2na;(gap(x;)) <

Learning 1s performed by serially updating preimage x, of
base vector using the expression (10).

Since computation for the above learning 1s performed by
updating preimages of base vectors, the amount of the
computation 1s very small in comparison with conventional
cases where all learning samples are required. Even in the
case where learning samples are added after the learning 1s
completed, since the learning may be performed for the
added learming samples, additional learning 1s easy. The
amount of computation for the above learning 1s very small
because operations 1n a high dimensional non-linear space
are not required.

|[Updating Kernel Function]

A description will be made of a method of learning a
kernel function. Before learning 1s started, well-known
functions such as Gauss function kernels and polynominal
kernels are set. During learning, a kernel function 1s
deformed by a conformal mapping

K, y)=Cx)Cy)Kx, y) (11)

C(x) 1s changed so that variations of coellicient a, for
learning samples become uniform for any coeflicient a,.
Specifically, where variations of coeflicient a, are larger than
a preset value, the value of C(x) regarding the vicinity of
preimage X, of a base vector of a subspace corresponding to
the coeflicient a, 1s increased. This enlarges a space 1n the
vicinity of X, 1n a nonlinear characteristic space by

de(x) de(x)
dx? dxb

12
+ (%)% gap () 12

Eab(x) =

Accordingly, the number of learning samples having coel-
ficient a, of a large value decreases relatively, and vanations
for a learning sample of coellicient a, decrease. Conversely,
where variations of coelflicient a, are smaller than a preset
value, the value of C(x) regarding the vicimity of preimage
X, of a base vector of a subspace corresponding to the
coetflicient a, 1s decreased.

C(x) regarding preimage vicinity
decreased by, e.g., an expression (14).

By a variation of a kernel function as described above, a
kernel function adapted to learning samples 1s obtained, so
that base vectors ®(X,) 1n a subspace represent an approxi-
mately equal number of learning samples. This increases
recognition capability. As implied from the expression (10),
smaller g _,.(x) makes variations of coeflicient a, smaller
because changes of input space vector X, characterizing
subspaces by learning are larger, that 1s, X, less responsive to
learning samples speeds up learming. On the other hand, x,
more responsive to learning samples makes changes of input
space vector X, smaller and brings about a stable condition.
This vyields the eflect of short-time learning period and
excellent convergence.

Although the above method produces only the values of
C(x,) 1n the vicinity of preimages, the values of C(x) 1n other

1s 1ncreased or
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locations can be obtained through extrapolation from these
values by the following expression

(13)

|[Recognition Processing Procedure]

Next, a detailed procedure for pattern recognition pro-
cessing according to the present invention will be described
using a flowchart of FIG. 1. Assume that base vectors ®(x,)
ol a subspace of each category and a kernel function have
been learned according to a procedure described later. In
S101, pattern data to be recognized 1s mput. The data 1s
multidimensional data input from various sensors, such as
image or sound data, or multidimensional pattern data
obtained by converting the data. As learning patterns and
unknown patterns, files stored on computer storage media
and files obtained from networks can be used, and an
interface with equipment for the files can be used as a pattern
input device. In S102, projection a, to a nonlinear subspace
of each category of an input pattern 1s calculated. To do this,
a. 1s set to an 1mtial value by, e.g.,

_ Kix, x;)
YT K )

(14)

and serially updated by the expression (5). Each time a; 1s
updated, an evaluation value E 1s calculated by the expres-
sion (4), and a, 1s updated until changes of E become below
1% or a predetermined number of times 1s reached. In S103,
an evaluation value E calculated for each category 1s com-
pared with a threshold value, and 11, 1n S104, a category for
which the evaluation value E 1s below the threshold value
exists, control proceeds to S105. In S1035, a category for
which the evaluation value E 1s the smallest 1s output as a
recognition result. If there 1s no category for which the
evaluation value E i1s below the threshold value, recognition
becomes unsuccessiul and control proceeds to S106. In
5106, a teaching signal indicative of a category of the input
pattern 1s input. The teaching may be manually given or
created analogically from other information. After the teach-
ing signal 1s input, control proceeds to S204 1 FIG. 2 for
additional learning described later.

Using a flowchart of FIG. 2, a description will be made of
a procedure for learning base vectors ®(x,) of a nonlinear
subspace ol each category and a kernel function in the
present invention. The number of base vectors ®(x;) of a
nonlinear subspace 1s specified beforehand. Initial value of
base vectors ®©(X,) 1s given by a random number. The kernel
function 1s set beforehand to a known kernel such as a
Gaussian kernel or polynominal kernel. In S201, a learning
sample 1s mput. The learning sample 1s the similar pattern
data used 1n the recognition processing. In S202, the cat-
cegory to which the learning sample belongs 1s mput as a
teaching signal to select a nonlinear subspace of the category
to be learned. In S203, projection a, of the learning pattern
to the selected nonlinear subspace 1s calculated according to
the procedure as 1n the recognition processing. In S204, the
base vectors of the nonlinear subspace are updated accord-
ing to the expression (10). In S205, the kernel function 1s
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deformed based on the expression (11). C(X) of the expres-
sion (11) 1s updated based on

o

f )GC(x) (15)

CORY

Clx) = (

so that variation o, of projection a, to all learning samples
converges to a given value o___ .. o 15 a positive constant.
o__,...may be set beforehand, or autonomously changed to an
average value of o, of each base. Since the above method
gives C(x) only to pretmages of bases of nonlinear subspace,
C(x) for a given 1nput X 1s obtained through extrapolation
from the value of C(x) at preimage. The above learning
continues until an evaluation value E for the learning sample

becomes significantly small.

The additional learning may start from S204 because a
teaching signal has been obtained the recognition processing
in FIG. 1 and projection a, to a nonlinear subspace has been
calculated.

FIG. 4 1s a drawing showing a result of recognizing an
image pattern by the present invention. An nput pattern 1s
an 1mage ol 27 by 27 pixels belonging to one of three
categories shown 1 FIG. 3. FIG. 4 shows an evaluation
value E for a nonlinear subspace in which learning was
performed with learning samples of category 1. An evalu-
ation value E for mput of the category 1 1s about one
hundredth of evaluation values E for mput of other catego-
ries, mdicating that the pattern can be recognized. FIG. 35
shows computation time required for recognition processing,

by the present invention along with comparison with the
conventional kernel nonlinear subspace method. The hori-
zontal axis indicates the number of patterns used for learning
and the vertical axis indicates computation time required for
recognition processing. It will be understood that the present
pattern recognition method enables recognition with com-
putation time of about one hundredth 1n comparison with the
conventional method.

FIG. 6 shows an example of configuring hardware so that
parallel processing can be performed on a category basis to
increase computation speed. A pattern mput unit 301 nputs
a pattern signal. A teachung signal input unit 302 mnputs a
teaching signal. For each category, nonlinear space learning
units 303-1 to 303-n, and nonlinear projection computation
units 304-1 to 304-n are provided. The nonlinear projection
computation units 304-1 to 304-n are respectively provided
with subspace projection computation unmts 305-1 to 305-n
to which a pattern signal input from the pattern mput unit
301 1s input, and evaluation value computation unit 306-1 to
306-n to which projection computation results are input and
which determine a relation with the category, and projection
variation computation units 307-1 to 307-n to which pro-
jection computation results are input. The nonlinear space
learning units 303-1 to 303-n are respectively provided with
base vector updating umts 308-1 to 308-n that update base
vectors, based on the projection of the input learning pattern
and a teaching signal, and kernel function updating units
309-1 to 309-n that update a kernel function according to the
degree of projection variations. The base vector updating
units 308-1 to 308-n have an iternal storing part for storing,
¢.g., preimage data. Of course, the preimage data may also
be stored 1n other storing units. The kernel function updating
units 309-1 to 309-n also have an internal storing unit for
storing data on a kernel function. Of course, the data on a
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kernel function may also be stored in other storing units.
Evaluation results judged for each category are input to an
evaluation result comparing unit 310, which determines to
which category the input pattern belongs, and outputs the
result.

It will be easily understood that this configuration also
permits the same processing described using FIGS. 1 and 2
to be performed.

As has been described above, the present invention 1s
provided as a computer program for executing the above-
described algorithm, and also may be configured on dedi-
cated hardware as described above.

As has been described above, according to a specific
configuration of the present invention, not all learning
samples need to be used to recognize complicated patterns,
recognition 1s enabled with a small amount of computation,
and a memory for storing learming samples 1s not required.
Also, additional learning in which learning samples are
newly added i1s easy. Moreover, a kernel function can be
adaptively changed, offering the eflects of increased recog-
nition accuracy and speeding up learning.

As has been described above, the present invention can
decrease the amount of computation for pattern recognition
and adapt flexibly to an increase and change in learning
samples.

The entire disclosure of Japanese Patent Application No.
2000-390459 filed on Dec. 22, 2001 including specification,
claims, drawings and abstract 1s incorporated herein by
reference in 1ts entirety.

What 1s claimed 1s:

1. A pattern recognition method, comprising:

a step for calculating an evaluation value by using a set of
vectors obtained by mapping a set of pre-image vectors
conformed to plural learning samples 1n an 1nput space
respectively to a nonlinear space defined by a kernel
function as a set of base vectors constituting each of
plural subspaces in the nonlinear space, defined for
cach of plural categories into which a pattern 1s clas-
sified, and the pre-image vectors are obtained by a
predetermined learming method before calculating the
evaluation value so that the pre-image vectors approxi-
mate characteristics of the plural learning samples, the
cvaluation value representing a relation between the
plural subspaces represented by a linear combination of
corresponding sets of the base vectors and mapping of
an unknown input pattern to the nonlinear space; and

a step for recognizing a category to which the unknown
input pattern belongs, based on the evaluation value.

2. A pattern recognition method, comprising:

calculating an evaluation value by using a set of vectors
obtained by mapping a set of pre-image vectors con-
formed to plural learming samples 1n an input space
respectively to a nonlinear space defined by a kernel
function as a set of base vectors constituting each of
plural subspaces in the nonlinear space, defined for
cach of plural categories into which a pattern 1s clas-
sified, and the pre-image vectors are obtained by a
predetermined learming method before calculating the
evaluation value so that the pre-image vectors approxi-
mate characteristics of the plural learning samples, the
evaluation value representing a relation between the
plural subspaces represented by a linear combination of
corresponding sets of the base vectors and mapping of
an unknown input pattern to the nonlinear space; and

recognizing a category to which the unknown input
pattern belongs, based on the evaluation value,
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wherein:
calculating the evaluation value includes:

obtaining projection of the mapping of the unknown
input pattern to the nonlinear space to a subspace of
cach of the categories by making serial computations
by a steepest descent method on a distance between
the mapping of the input pattern to the nonlinear
space and the subspaces; and

calculating the distance from the obtained projection,
and recognizing a category includes:

determining that the input pattern belongs to a category
where the distance from the subspace 1s minimum.

3. A pattern recognition method comprising:

a step for learning base vectors constituting subspaces

used for pattern recognition, comprising;:

a step for deciding, for each mapping of a learning pattern

to a nonlinear space defined by a kernel function,
projection to a subspace that corresponds to a category
into which the learning pattern 1s classified, the sub-
space being represented by a linear combination of a set
of base vectors created by a mapping of a set of vectors,
respectively, 1n an input space to the nonlinear space;
and

a step for updating the vectors in the input space 1n which

the base vectors are created, and increasing a relation
between the mapping of the learning pattern obtained
by the decided projection to the nonlinear space and the
subspace corresponding to the category into which the
learning pattern 1s classified; and

a step for recognizing a category to which an unknown

input pattern belongs, based on vectors updated 1n said
learning step.

4. A pattern recognition method comprising:
learning base vectors constituting subspaces used for

pattern recognition, comprising;:

deciding, for each mapping of a learning pattern to a

nonlinear space defined by a kernel function, projection
to a subspace that corresponds to a category into which
the learning pattern 1s classified, the subspace being
represented by a linear combination of a set of base
vectors created by a mapping of a set of vectors,
respectively, 1n an nput space to the nonlinear space;
and

updating the vectors in the mput space 1n which the base

vectors are created, and increasing a relation between
the mapping of the learning pattern obtained by the
decided projection to the nonlinear space and the
subspace corresponding to the category into which the
learning pattern 1s classified; and

recognizing a category to which an unknown input pattern

belongs, based on vectors updated 1n said learning,

wherein 1n learning base vectors constituting subspaces

used for pattern recognition, a distance of a mapping of
the learning pattern to the nonlinear space from the
subspace 1s serially calculated by a steepest descent
method to decide the projection, and the vectors are
updated so as to decrease a distance between the
mapping of the learning pattern obtained by the decided
projection to the nonlinear space and the subspace
corresponding to the category into which the learning
pattern 1s classified.

5. A pattern recognition comprising;:
deforming a kernel function, including:

setting a kernel function for defining a mapping of a
pattern 1n an mput space to a nonlinear space which
comprises subspaces each defined for each of cat-
egories to which the pattern 1s classified;
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calculating a relation between the mapping of a learn-
ing pattern 1n the input space to the nonlinear space

and the subspaces; and

deforming the kernel function according to the result of

the calculation of the relation; and
recognizing a category to which an unknown inp

ut

pattern belongs, based on a kernel function deformed

in said deforming.
6. The pattern recognition method according to claim
wherein in deforming the kernel function, the relation

calculated based on vanations of projection components of

the mapping of the learning pattern in the mnput space to t

d,
1S

1C

nonlinear space to base vectors of the subspaces, and t

1C

kernel function 1s deformed based on the calculation result

and a predetermined threshold value.
7. The pattern recognition method according to claim
wherein deforming the kernel function comprises:

S,

obtaining the base vectors by mapping a set ol vectors
conformed to at least one learning sample 1 an 1nput
space respectively to a nonlinear space by the kernel
function;

obtaining a relation between the mapping of the learming
pattern to the nonlinear space and the subspaces as
variations of projection components of the mapping to
the base vectors of the subspaces; and

deforming the kernel function to increase a scale of the
kernel function in the vicimity of the mput space 1n
which the base vectors are created, for base vectors

large 1n variation, and to decrease the scale of the kernel

function in the vicinity of the input space in which the

base vectors are created, for base vectors small 1n
variation.

8. The pattern recognition method according to claim 6,

wherein 1n deforming the kernel function, a scale conversion
1s subjected to the function form of a pre-learning kernel
function, based on the variations of projection components
of the base vectors, to deform the kernel function.

9. A pattern recognition method comprising:

learming base vectors constituting subspaces used for
pattern recognition, comprising:

deciding, for each mapping of a learning pattern to a
nonlinear space defined by a kernel function, projection
to a subspace that corresponds to a category into which
the learning pattern 1s classified, the subspace being
represented by a linear combination of a set of base
vectors created by a mapping of a set ol vectors,
respectively, 1n an input space to the nonlinear space;
and

updating the vectors in the input space 1n which the base
vectors are created, and increasing a relation between
the mapping of the learning pattern obtained by the
decided projection to the nonlinear space and the
subspace corresponding to the category into which the
learning pattern 1s classified; and

recognizing a category to which an unknown input pattern
belongs, based on vectors updated 1n said learning,

wherein learning base vectors constituting subspaces used
for pattern recognition further comprises:

obtaining a relation between the mapping of an input
pattern to the nonlinear space and a subspace of each of
the categories; and

if relations between the mapping of the input pattern to the
nonlinear space and all the subspaces are lower than a
predetermined value, presenting a teaching signal
indicative of a category to which the input pattern
belongs and learning base vectors of a subspace cor-
responding to the category.
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medium storing a program of 1nstructions executable by the
computer to perform a function for pattern recognition, the
function comprising:

12

10. A pattern recognition method comprising;

learning base vectors constituting subspaces used for
pattern recognition, comprising;:

deciding, for each mapping of a learning pattern to a
nonlinear space defined by a kernel function, projection
to a subspace that corresponds to a category 1into which
the learning pattern 1s classified, the subspace being
represented by a linear combination of a set of base
vectors created by a mapping of a set ol vectors,
respectively, 1n an input space to the nonlinear space;
and

updating the vectors in the mput space in which the base
vectors are created, and increasing a relation between
the mapping of the learning pattern obtained by the
decided projection to the nonlinear space and the
subspace corresponding to the category into which the
learning pattern 1s classified; and

recognizing a category to which an unknown input pattern
belongs, based on vectors updated 1n said learning,

wherein learning base vectors constituting subspaces used
for pattern recognition further comprises:

obtaining projection of the mapping of an input pattern to
the nonlinear space to a subspace of each of the
categories by making serial computations by the steep-
est descent method on a distance between the mapping
of the iput pattern to the nonlinear space and the
subspaces; and

11 distances between the mapping of the input pattern to
the nonlinear space and all the subspaces are larger than
a desired value, presenting a teaching signal indicative
of a category to which the iput pattern belongs, and
learning base vectors ol a subspace corresponding to
the category.

11. A storage medium readable by a computer, the storage

a step for calculating an evaluation value by using a set of
vectors obtained by mapping a set of pre-image vectors
conformed to plural learning samples 1n an input space
respectively to a nonlinear space defined by a kernel
function as a set of base vectors constituting each of
plural subspaces 1n the nonlinear space, defined for
cach of plural categories into which a pattern 1s clas-
sified, and the set of pre-1mage vectors are obtained by
a predetermined learning method before calculating the
evaluation value so that the pre-image vectors approxi-
mate characteristics of the plural learning samples, the
evaluation value representing a relation between the
plural subspaces represented by a linear combination of
corresponding sets of the base vectors and mapping of
an unknown input pattern to the nonlinear space; and

a step for recogmzing a category to which the unknown
input pattern belongs, based on the evaluation value.

12. A pattern recognition apparatus, comprising:

means for inputting patterns;

means for calculating an evaluation value that uses a set
of vectors obtained by mapping a set of pre-image
vectors conformed to plural learning samples 1n an
input space respectively to a nonlinear space defined by
a kernel function as a set of base vectors constituting a
subspace 1n the nonlinear space, defined for each of
plural categories into which a pattern 1s classified, and
the pre-image vectors are obtained by a predetermined
learning method before calculating the evaluation value
so that the pre-image vectors approximate characteris-
tics of the plural learnming samples, to calculate an
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16. A pattern recognition apparatus, comprising:
an input part that inputs patterns;
an evaluation value calculating part that uses a set of

13

evaluation value representative of a relation between
the plural subspaces represented by a linear combina-
tion of corresponding sets of the base vectors, and

mapping of an unknown input pattern to the nonlinear
space; and

means for recognizing a category to which the unknown

input pattern belongs, based on the evaluation value.

vectors obtained by mapping a set of pre-image vectors
conformed to plural learning samples in an 1nput space
respectively to a nonlinear space defined by a kernel
function as a set of base vectors constituting a subspace

in the nonlinear space, defined for each of plural
categories mto which a pattern 1s classified, and the
pre-image vectors are obtained by a predetermined
learning method before calculating the evaluation value
so that the pre-image vectors approximate characteris-
tics of the plural learning samples, to calculate an
evaluation value representative of a relation between

13. The pattern recognition apparatus according to claim
12, further comprising:
a dedicated processing device that performs parallel pro- 10
cessing for each of the categories.
14. The pattern recognition apparatus according to claim
12, further comprising:
a base vector updating part that decides projection of

mapping of a learning pattern input from the input part
to the nonlinear space to a subspace corresponding to a
category mnto which the learning pattern is classified,
and updates the base vectors to increase a relation

15

the plural subspaces represented by a linear combina-
tion of corresponding sets of the base vectors, and
mapping of an unknown input pattern to the nonlinear
space;

a category recognition part that recognizes a category to
which the unknown 1nput pattern belongs, based on the
evaluation value; and

a kernel function deforming part that calculates a relation
between mapping of at least one learning pattern 1n the
input space to the nonlinear space and the subspaces by
using the kernel function, and deforms the kernel

between the mapping of the learning pattern obtained
by the decided projection to the nonlinear space and the 20
subspace corresponding to the category into which the
learning pattern 1s classified.

15. A pattern recognition apparatus, comprising:

an 1put part that inputs patterns;

an evaluation value calculating part that uses a set of 25

vectors obtained by mapping a set of pre-image vectors
conformed to plural learning samples 1n an 1nput space
respectively to a nonlinear space defined by a kernel
function as a set of base vectors constituting a subspace

the category into which the learning pattern 1s classi-
fied.

function according to the result of calculation of the
relation.

17. A pattern recognition apparatus, comprising:

an input part that inputs patterns;

in the nonlinear space, defined for each of plural 30  an evaluation value calculating part that uses a set of
categories into which a pattern 1s classified, and the vectors obtained by mapping a set of pre-image vectors
pre-image vectors are obtained by a predetermined conformed to plural learning samples in an 1nput space
learning method before calculating the evaluation value respectively to a nonlinear space defined by a kernel
so that the pre-image vectors approximate characteris- function as a set of base vectors constituting a subspace
tics of the plural learning samples, to calculate an 35 in the nonlinear space, defined for each of plural
cvaluation value representative of a relation between categories mto which a pattern 1s classified, and the
the plural subspaces represented by a linear combina- pre-image vectors are obtained by a predetermined
tion of corresponding sets of the base vectors, and learning method before calculating the evaluation value
mapping of an unknown input pattern to the nonlinear so that the pre-image vectors approximate characteris-
space; 40 tics of the plural learning samples, to calculate an
a category recognition part that recognizes a category to evaluation value representative of a relation between
which the unknown input pattern belongs, based on the the plural subspaces represented by a linear combina-
evaluation value; and tion of corresponding sets of the base vectors, and
a vector updating part that decides projection of mapping mapping of an unknown input pattern to the nonlinear
of a learning pattern mput from the input part to the 45 space;
nonlinear space to a subspace corresponding to a cat- a category recognition part that recognizes a category to
cgory 1mto which the learning pattern 1s classified, by which the unknown 1nput pattern belongs, based on the
serial computations by a steepest descent method on a evaluation value; and
distance between the mapping of the learning pattern to a kernel function deforming part that calculates variations
the nonlinear space and the subspaces, and updates, by 50 of projection components of mapping of at least one
the steepest descent method, the vectors of the input learning pattern 1n the mmput space to the nonlinear
space 1n which the base vectors are created, so as to space to base vectors of the subspaces by the kernel
decrease a distance between the mapping of the leamn- function, and deforms the kernel function so that the
ing pattern to the nonlinear space obtained by the calculation of the variations results i a predetermined
decided projection and the subspace corresponding to 55 value.
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