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METHOD AND SYSTEM FOR RESETTING
NODES IN COMMUNICATION SYSTEMS

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 60/378,931 filed May 10, 2002,

the contents of which 1s expressly incorporated by reference
herein.

BACKGROUND

1. Field of the Invention

This mvention relates to network systems, and more
specifically to resetting nodes in communication systems.

2. Description of the Related Art

Signalling compression 1s used in the networks to
decrease the size of application (such as SIP) messages.
Signaling compression 1s explained in Internet Engineering
Task Force (IETF) document “Signaling Compression”,
draft-1efl-rohc-sigcomp-06.txt, by Richard Price et al., dated
May 6, 2002, and a later version of the same document,
“Signaling Compression”, RFC 3320, by Richard Price et
al., dated January, 2003, the contents both of which are
herein incorporated by reference in their entirety. It 1s
possible that decompression failure occurs due to various
reasons such as corrupted dictionaries, reset of network
entity, memory leaks or invalid S1igComp messages, etc. The
IETF specifications do not address decompression failure,
1.€., there 1s no indication from the decompression failure
endpoint or network node to the endpoint or network node
sending the compressed message. Since the uncompressed
messages are not exposed (1.e., the identification of the
sender, contained 1n the compressed message, may not be
retrievable), valid SIP responses cannot be generated. There-
fore, there 1s a need for a solution to recover from decom-
pression failures that could result in continuous retransmis-
sions and failures of all subsequent transactions.

SUMMARY OF THE INVENTION

A method and system for resetting nodes 1n a communi-
cation system that include at least a first node and a second
node. The establishment for communication settings 1s 1ni-
tiated between the first node and the second node. At least
part of communications settings i1s stored in the first node.
An indication 1s sent from the second node to the first node
to reset the stored communication settings in the first node.
The communication settings are reset 1n the first node.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention 1s further described in the detailed
description which follows 1n reference to the noted plurality
of drawings by way of non-limiting examples ol embodi-
ments of the present mmvention i which like reference
numerals represent similar parts throughout the several
views of the drawings and wherein:

FIG. 1 1s a diagram of a system for resetting of nodes
according to an example embodiment of the present inven-
tion;

FI1G. 2 15 a flowchart of a process for resetting of nodes in

an unreliable transport according to an example embodiment
of the present invention;

FI1G. 3 15 a tlowchart of a process for resetting of nodes in
a reliable transport according to an example embodiment of
the present invention;
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2

FIG. 4 1s a diagram of a format for requested feedback
data according to an example embodiment of the present
invention;

FIG. 5 1s a flowchart of a process for resetting of nodes
where a proxy network device imitiates a reset message
according to an example embodiment of the present inven-
tion; and

FIG. 6 1s a tlowchart of a process for resetting of nodes
where a mobile device mitiates a reset message according to
an example embodiment of the present invention.

DETAILED DESCRIPTION

The particulars shown herein are by way of example and
for purposes of illustrative discussion of the embodiments of
the present invention. The description taken with the draw-
ings make 1t apparent to those skilled 1n the art how the
present invention may be embodied 1n practice.

Further, arrangements may be shown in block diagram
form 1n order to avoid obscuring the mvention, and also 1n
view ol the fact that specifics with respect to implementation
of such block diagram arrangements 1s highly dependent
upon the platform within which the present invention 1s to be
implemented, 1.e., specifics should be well within purview of
one skilled 1n the art. Where specific details (e.g., circuits,
flowcharts) are set forth in order to describe example
embodiments of the invention, it should be apparent to one
skilled 1n the art that the invention can be practiced without
these specific details. Finally, it should be apparent that any
combination of hard-wired circuitry and software instruc-
tions can be used to implement embodiments of the present
invention, 1.e., the present invention 1s not limited to any

specific combination of hardware circuitry and software
instructions.

Although example embodiments of the present invention
may be described using an example system block diagram in
an example host unit environment, practice of the imnvention
1s not limited thereto, 1.e., the mvention may be able to be
practiced with other types of systems, and 1n other types of
environments.

Retference 1n the specification to “one embodiment™ or
“an embodiment” means that a particular feature, structure,
or characteristic described in connection with the embodi-
ment 1s included 1n at least one embodiment of the invention.
The appearances of the phrase “in one embodiment” 1n
various places 1n the specification are not necessarily all
referring to the same embodiment.

The embodiments of the present invention relate to reset-
ting nodes 1n communication systems. This 1s particularly
usetul for recovery from Signaling Compression (SigComp)
message decompression failures. To illustrate the present
invention, embodiments will be discussed that related to use
of the present invention for recovery from Signaling Com-
pression (S1gComp) message decompression failures, how-
ever, the present invention 1s not limited to these embodi-
ments or the solving of just these type situations. The present
invention may be applied in any type system or network
involving two or more network nodes or devices, where one
network node desires to imitiate the resetting of itself and/or
another network node.

Embodiments of the present invention handle SigComp
messages sent over reliable transport (e.g., Transmission
Control Protocol (TCP)) and unreliable transport (e.g., Uni-
versal Data Protocol (UDP)) mechamisms. Moreover, some
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embodiments of the present invention include the sending of
a reset signal m a SigComp feedback message to recover
from a decompression failure.

FIG. 1 shows a diagram of a system for resetting of nodes
according to an example embodiment of the present inven-
tion. Two endpoints 10, 12 are shown that may send and
receive S1igComp messages between them. The endpoints
may also be referred to as network nodes, network devices,
first network device and second network device, or first node
and second node. The endpoints may be interconnected via
a communications network. Each endpoint may include a
compressor 14, 15 for encoding application messages to be
transmitted using a selected compression algorithm, a state
handler 16, 17 for accessing and storing state information,
and a Umversal Decompressor Virtual Machine (UDVM)
18, 19 for decompressing SigComp messages. The compres-
sor 14, 15 may also keep track of state that can be used for
compression and may also 1nsure that SigComp messages
generated can be decompressed by the UDVM at the recerv-
ing endpoint. Fach network node may also include storage
20, 21 for storing information and data such as states,
communications settings, etc. Although only two endpoints
are shown here, the present invention 1s not limited to two
as there may be many endpoints in a system for resetting of
nodes according to the present mvention.

The endpoints may be network nodes that may include,
¢.g., servers, proxies, and mobile devices. To illustrate the
present invention, it will be assumed that one network
node/device 1s a Proxy Call State (or Session) Control
Function (P-CSCF) and the other network node 1s a mobile
device, where SigComp messages are transferred between
the two, possibly using the Session Initiation Protocol (SIP).
However, the present invention 1s not limited to these type
endpoints/network devices or the use of this protocol.

Each network device may also include a local application
22, 23 and a transport layer 24, 25. The application 22, 23
generates and receives messages to be transmitted and
received to/from another application at another network
device. The messages from the application may be sent to
the compressor 14, 15 for encoding before transmission.
Similarly, received encoded messages are decompressed by
the UDVM 18, 19 before being sent to the application 22,
23. Application-specific groupings of messages that relate to
two specific network devices or endpoints (peers) form a
S1igComp compartment. Fach compartment may have a
compartment 1dentifier that accompanies the messages for
identification and authorization use by each application. The
transport layer facilitates the transmission and receipt of
S1gComp messages and data between network devices. Any
of many type transports may be used to implement the
present invention, for example, Transmission Control Pro-
tocol (TCP), User Datagram Protocol (UDP), etc.

During transmission ol messages, feedback data may be
requested and/or included mm a SigComp message. The
teedback data may include information related to the capa-
bilities of a network device, states saved at the network
device, acknowledgments, etc. The feedback data may also
be used to include a bit that when set requests a reset of the
S1gComp compartment. According to embodiments of the
present invention, this bit may be set by a network device to
signal a decompression failure at the network device to the
network device that sent the compressed message.

The establishment for commumnication settings may be
initiated between a first node 10 and a second node 12. At
least part of the communications settings may be stored 1n
the first node 10. An indication may be sent from the second
node 12 to the first node 10 to reset the stored communica-
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tion settings in the first node. The communication settings
may then be reset in the first node 10.

Regarding decompression failures in unreliable trans-
ports, retransmission timers may trigger the resetting of the
S1igComp compartment. The endpoint may re-announce its
capabilities, may not rely on any previously saved states,
and may act as 1f no messages were sent in that compart-
ment. Loss of the original message may not be handled
differently, because the lack of response could occur due to
many reasons (e.g., message 1s lost or delayed). If the first
retransmission remains un-responded, the compartment may
be reset. It still no response 1s recerved after resetting the
compartment, all subsequent messages may be sent uncom-
pressed. In unreliable transports, Session Imitiation Protocol
(SIP) may handle the loss of messages and retransmission.
The following 1s an example message sequence for trans-
mission of a SigComp message over an unreliable transport,
and the occurrence of a decompression failure, according to
the present mnvention.

Message sequence:
Original message:
Retransmission #1:

<RESET SigComp>
Retransmission #2:

During retransmissions, SigComp parameters may be
changed to help facilitate successtul decompression. For
example, different decompression algorithms may be used,
different states used, etc. If the retransmissions of com-
pressed messages are still unsuccessiul, uncompressed mes-
sages may then be retransmitted.

FIG. 2 shows a flowchart of a process for resetting of
nodes 1 an unreliable transport according to an example
embodiment of the present invention. A compressed mes-
sage 1s transmitted S1. It 1s determined 11 a response has been
received S2, and if not, the compressed message 1s retrans-
mitted S3. It 1s determined 1f a response has been recerved
to the retransmitted compressed message S4, and if not, the
S1igComp compartment may be reset S5. A compressed
message 1s retransmitted S6. It 1s determined 1 a response
has been recetved S7, and 11 not, an uncompressed message
1s transmitted containing the original message S8. It 1s
determined if a response has been received to the uncom-
pressed message S9, and 11 not, 1t 1s determined 11 a timer has
expired S10. If the timer has expired, retransmissions are
terminated S11, otherwise, the uncompressed message 1s
retransmitted S8. If a response has been received at any time
S2, S4, 87, 89, normal SigComp compartment actions are
continued S12. During retransmissions, SigComp param-
cters may be changed to help facilitate successiul decom-
pression. For example, diflerent decompression algorithms
may be used, different states used, etc.

Regarding decompression failures in reliable transports,
TCP retransmissions are handled by the transport layer, thus
the SIP layer may not perform any actions for 64*T1 time.
After that a CANCEL message may be 1ssued. According to
embodiments of the present invention, a reset signal may be
generated and sent to reset the compartment before CAN-
CEL 1s sent. According to the present invention, the occur-
rence ol a decompression failure 1n a reliable transport, may
cause the resetting of the compartment. This may involve
deleting all states saved by that compressor and restarting
compressor. The compressor may not rely on any previously
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saved state at the decompressor side, and must behave like
no messages were exchanged in that compartment.

FIG. 3 shows a flowchart of a process for resetting of

nodes 1 a reliable transport according to an example
embodiment of the present invention. A compressed mes-
sage may be transmitted over a reliable transport S20. A
decompression failure message may be received at the
compressed message sender from the receiver S21. The
sender may reset the SigComp compartment S22. A new
timer may be defined at the sender for retransmission of the
compressed message to the receiver S23. The compressed
message may then be retransmitted to the receiver S24.
During retransmissions, SigComp parameters may be
changed to help facilitate successiul decompression. For
example, different decompression algorithms may be used,
different states used, etc.
In another embodiment of the present mvention, a net-
work node sending a compressed message may be informed
of a decompression failure at the receiving network node by
the recerving network node sending the other network nodes
a RESET signal in a SigComp message. The SigComp
message may be a standalone message (1f allowed) or a
regular message that carries a compressed SIP message. The
RESET signal may be sent in response to unsuccessiul
decompression, e.g., due to corrupted dictionaries, reset of
network entity or user equipment, memory leaks, etc. The
RESET signal may be carried in a SigComp message that
generates requested feedback data with one of the currently
reserved bits set to 1. This message may be referred to as a
RESET message. Moreover, preferably, the RESET message
must also announce capability information of the sender
endpoint via the returned SigComp parameters, must not
contain references to any states other than the mandatory
states 1n that environment (such as the static SIP dictionary),
and must not contain state acknowledgments (1.e., the T-bit
must be set to 0 to idicate there 1s no returned feedback
item). The RESET message may be sent in both directions
independently. Specifically, a RESET message sent 1n one
direction may have no eflect on the opposite direction.
Further, 1n SigComp, requested feedback data may be gen-
erated using the END_MESSAGE instruction.

FIG. 4 shows a diagram of a format for requested feed-
back data according to an example embodiment of the
present invention. A requested feedback location field con-
tains eight bits, five of which, bits 0-4, are normally
reserved. According to embodiments of the present inven-
tion, one of the reserved bits 1n this field, bit 4 in this
example embodiment, may be used as a reset request bit,
“R” that when set, causes the receiver of the feedback data
to reset this S1igComp compartment. Therefore, the R bit
may be set to “1” by the sender to 1ssue a RESET request.
Further note that the “Q” bit 1s equal “0” denoting that any
requested feedback 1tem 1s not imncluded.

The “S” bit and the “I” bit fields represent other bits set
by the compressor. The compressor may set the “S” bit to
“1” 11 1t does not wish (or no longer wishes) to save state
information at the receiving endpoint and also does not wish
to access state information that i1t has previously saved.
Similarly, the compressor may set the “I” bit to “1” 1f 1t does
not wish (or no longer wishes) to access any of the locally
available state items offered by the receiving endpoint. Since
the “R” bit being set causes the SigComp compartment to be
reset, (that may include deleting all previous states), the “S™
bit and “I” bit may not be important when the “R” bit 1s set.

FIG. 5 shows a flowchart of a process for resetting of
nodes where a proxy network device initiates a reset mes-
sage according to an example embodiment of the present
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6

invention. A compressed message may be sent from a first
network node to a second network node S30. A decompres-
sion failure indication may be received from the second
node at the first node S31. Upon decompression failure, the
user 1dentity (network node 1dentity) may be detected and
verified by analyzing the security association S32. A Sig-
Comp message may be generated that contains the RESET
signal and send from the first network node to the second
network node S33.

The security association may be used to send this mes-
sage. Note that this SigComp message may contain a com-
pressed SIP message sent to the second network node. All
states belonging to second network node at first network
node may be deleted S34. The reset signal 1s received at the
second network node and the security association may be
checked to verily that the reset can be performed S35. The
state handler may not wait for the endpoint identifier 11 the
R bit was set in the announcement. The second network node
may check the security association where the message was
sent from to insure that 1t belongs to an appropriate network
node, thus allowing performance of the reset. The compres-
sor at the second network node may be reset and all previous
states deleted S36. UE Theretfore, the second network node
restarts the compressor, and behaves like no SigComp
messages were exchanged previously. The second network
node may not use any state that was previously saved at the
first network node. The announcement of the first network
node capability made by the RESET message may be passed
to the compressor at the second network node.

FIG. 6 shows a flowchart of a process for resetting of
nodes where a mobile device initiates a reset message
according to an example embodiment of the present inven-
tion. A decompression failure occurs at a second network
node S40. The security association in which the compressed
message was sent must be verified against the appropnate
network node (1.e., the sending first network node) S41. A
SigComp message may be generated that contains the
RESET signal and sent from the second network node to the
first network node S42. The first network node receives the
reset signal and identifies the second network node by
checking the security association S43. The state handler at
the first network node does not wait for the compartment
identifier 1f the R bit was set in the requested feedback data.
In particular, this 1s true for the case of a standalone
S1gComp message. The compressor at first network node
may be restarted S44. All states related to second network
node at first network node may be deleted S45. The first
network node behaves like no SigComp messages were
exchanged previously. The first network node may not use
any state that it saved at the second network node. The
announcement of user (1.e., second network node) capability
made by the RESET message may passed to the compressor
at the first network node 546.

It 1s noted that the foregoing examples have been pro-
vided merely for the purpose of explanation and are 1n no
way to be construed as limiting of the present invention.
While the present invention has been described with refer-
ence to a preferred embodiment, 1t 1s understood that the
words that have been used herein are words of description
and 1llustration, rather than words of limitation. Changes
may be made within the purview of the appended claims, as
presently stated and as amended, without departing from the
scope and spirit of the present invention 1n 1ts aspects.
Although the present invention has been described herein
with reference to particular methods, materials, and embodi-
ments, the present invention 1s not intended to be limited to
the particulars disclosed herein, rather, the present invention
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extends to all functionally equivalent structures, methods
and uses, such as are within the scope of the appended
claims.

What 1s claimed 1s:

1. A method for resetting information in nodes in a system
that includes at least a first node and a second node, the
method comprising:

initiating the establishment for communication settings

between the first node and the second node;

storing at least part of communications settings in the first 1©

node;

checking a security association of the first node to verily

that a reset 1s performable;

sending an indication from the second node to the first

node to reset the stored communication settings in the 1°

first node;
identifying the second node by checking a security asso-
ciation at the first node; and
resetting the communication settings 1n the first node,
wherein the resetting causes the first node to delete all 29
states belonging to the second node,
wherein at least one of the first node or the second node
comprises a mobile node.
2. The method according to claim 1, comprising:
storing the at least part of the communication settings in 2°
the second node; and
resetting the communication settings in the second node.
3. The method according to claim 2, comprising sending
an idication from the first node to the second node to reset
the stored communication settings i1n the second node.
4. The method according to claim 1, wherein the indica-

tion 1s a RESET signal.

5. The method according to claim 1, wherein the first node
1s the mobile node and the second node 1s a Proxy-CSCF.

6. The method according to claim 1, wherein the first node
1s a P-CSCF and the second node 1s a mobile node.

7. The method according to claim 1, wherein the 1ndica-
tion 1s sent 1 a SigComp message.

8. The method according to claim 1, wherein the indica-
tion 1s sent 1n response to unsuccessiul decompression.

9. The method according to claim 1, wherein the com-
munication settings are settings related to compression of
the communication between the first node and the second
node.

10. The method according to claim 1, further comprising:

announcing a capability of the second to a compressor at
the first node.

11. The method according to claim 10, wherein the
announcing takes place after a restart of the compressor at
the first node and after deletion of all states related to the
second node at the first node.

12. The method according to claim 10, wherein the
compressor encodes application messages to be transmitted
using a selected compression algorithm. 55

13. A system for resetting information in nodes 1n a
network, the system comprising:

a first node, the first node operatively connected to the

network;

a second node, the second node operatively connected to ¢

the network;

means for imtiating the establishment for communication

settings between the first node and the second node;
means for storing at least part of communications settings

in the first node; 65
means for checking a security association of the first node

to verily that a reset 1s performable;
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means for sending an indication from the second node to
the first node to reset the stored communication settings

in the first node;

means for identifying the second node by checking a
security association at the first node; and

means for resetting the communication setting in the first
node,

wherein the resetting causes the first node to delete all
states belonging to the second node,

wherein at least one of the first node or the second node
comprises a mobile node.

14. The system according to claim 13, comprising:

means for storing the at least part of the communication
settings 1n the second node; and

means for resetting the communication settings in the
second node.

15. The system according to claim 13 wherein the indi-
cation 1s a RESFET signal.

16. The method according to claam 1, wherein the first
node 1s the mobile node and the second node 1s a Proxy-

CSCF.

17. The method according to claam 1, wherein the first
node 1s a P-CSCF and the second node 1s the mobile node.

18. The system according to claim 13, wherein the indi-
cation 1s sent 1n a S1igComp message.

19. The system according to claim 13, wherein the indi-
cation 1s sent 1n response to unsuccessiul decompression.

20. The system according to claim 13, wherein the com-
munication settings are settings related to compression of
the communication between the first node and the second
node.

21. The system according to claim 13, further comprising:

means for announcing a capability of the second node to
a compressor at the first node.

22. A network node operatively connected to a network
comprising;
means for imtiating the establishment for communication

settings between the network node and a second net-
work node;

means for storing at least part of the communications
settings;
means for permitting a security association of the network

node to be checked by the second network node to
verity that a reset 1s performable;

means for recerving an indication from the second net-
work node to reset the stored communication settings;

means for identifying the second node by checking a
security association at the network node; and

means for resetting the communication settings,

wherein the resetting causes the network node to delete all
states belonging to the second network node,

wherein at least one of the first node or the second node
comprises a mobile node.

23. The network node according to claim 22, wherein the
indication 1s a RESET signal.

24. The method according to claim 1, wherein the first
node 1s the mobile node and the second node 1s Proxy-CSCF.

25. The method according to claim 1, wherein the first
node 1s a P-CSCF and the second node 1s the mobile node.

26. The network node according to claim 22, wherein the
indication 1s sent 1 a SigComp message.
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277. The network node according to claim 22, wherein the 29. The network node according to claim 22, further
indication 1s sent 1n response to unsuccessiul decompres- comprising;
S1011. . ..

28. The network node according to claim 22, wherein the means for announcing a capability of the second node to
communication settings are settings related to compression 5 a compressor at the first node.

of the communication between the network node and the
second network node. £ % % % %
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