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INFORMATION PROCESSING METHOD
AND SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims priority upon Japanese
Patent Application No. 2002-174945 filed Jun. 14, 2002,
which 1s herein incorporated by reference.

BACKGROUND OF THE INVENTION

The present invention relates to an information processing,
method, an information processing device, a storage device,
and a storage medium having a program recorded thereon.

Some host computers use a plurality of storages, for
example, disk-array devices, and RAID (Redundant Array of
Inexpensive Disks) devices, which comprise a plurality of
disks, as storage devices in running application programs.
More specifically, a host computer 1s connected to storages
via a network such as a SAN (Storage Area Network), and
the host computer stores data in logical volumes, which are
logically created 1n the plurality of disk devices, distributing
the data among the disk devices.

In such a data-distributed system, 11 the system specifies
the storage for storing data from a certain host computer
based merely on the logical classification of the data, there
1s a possibility that frequently-accessed data 1s stored 1n a
storage that takes a long time to access. Therefore, to
construct an eflicient system, there 1s a need to select a
storage area (storage device area) for each data based on
information such as actual access time and access frequency.

Japanese Patent Application Laid-open Publication No.
2001-350707 discloses a technique for assigming data to
storages (storage devices) and storage areas (logical vol-
umes) based on collected evaluation values. According to
this technique, storage devices and storage areas are
assigned to respective applications (programs) according not
only to access speed and other evaluation values collected
by hosts (computers), but also according to users’ priority
(or policy), such as access frequency, backup frequency, and
reliability.

This technique makes 1t possible to construct a system
having high efliciency since storages and storage areas can
be assigned according to the users’ assignment policy.

In the technique mentioned above, the host determines
which storage or logical unit (logical volume) to be accessed
when running an application program, based on the evalu-
ation data collected by the host 1tsellf.

However, the assignable storages and storage areas are
limited to those devices that the host can use and evaluate.
Theretfore, the system efliciency i1s still not suflicient since
storages and storage areas that the host 1s not using cannot
be assigned.

SUMMARY OF THE INVENTION

It will be possible to construct a system having higher
elliciency 1 a management server (information processing
device) that manages the configuration of the whole system
comprising a plurality of hosts and storages connected to a
network can assign storage areas having higher access
elliciency, such as storage areas that are closer to the host or
that can be accessed more quickly from the host.

The present invention has been made 1n view of such a
background and provides an information processing method,
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2

an information processing device, a storage device, and a
storage medium having a program recorded thereon.

An aspect of the present invention enables management of
a plurality of storage devices connected to at least one host
computer via a network, and performs the processes of:
referring to access information about accesses from the host
computer to each of the storage devices; determining a
storage area i1n the storage device that has low access
elliciency based on the access information; determining a
host computer having low access elliciency 1n view of the
storage area having low access elliciency based on the
access 1nformation; determining a storage area having high
access efliciency at least from the host computer having low
access elliciency; and transierring data that 1s stored 1n the
storage area having low access efliciency and used by the
host computer having low access efliciency to the storage
area having high access efliciency.

The foregoing and other features and advantages of the
present invention will be apparent from the following
description of the embodiments of the mmvention and from
the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a concept of the present invention;

FIG. 2 1s a block diagram showing an example of a system
configuration according to an embodiment of the present
invention;

FIG. 3 shows an example of information on correspon-
dence between virtual devices and devices according to an
embodiment of the present invention;

FIG. 4 1s a block diagram that shows the functions of a
management server according to an embodiment of the
present 1nvention;

FIG. 5§ shows an example of statistical information
recorded by a storage according to an embodiment of the
present invention;

FIG. 6 shows an example of statistical information
recorded by the management server according to an embodi-
ment of the present invention;

FIG. 7 shows an example of results of a benchmark test
in an embodiment of the present invention;

FIG. 8 1s a flowchart of an optimum area determination
process according to an embodiment of the present inven-
tion;

FIG. 9 1s a flowchart of a data transfer process according
to an embodiment of the present invention; and

FIG. 10 1s a diagram of a management server according,
to an embodiment of the present invention.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

L1

<Example of System Configuration>

FIG. 1 shows a broad outline of the present invention. A
management server (information processing device) 10
reads out access mnformation recorded in each of the storages
20 (e.g., storage devices, disk array devices and RAID
devices) to collect access information about accesses from
the hosts 30 to data stored 1n the storages 20. Then, 1n order
to optimize access eiliciency, the management server 10
determines an “optimum location™ for storing data (e.g.,
storage o), and transfers (or performs “migration” of) data
from an original location (e.g., storage {3) to the optimum
area (e.g., storage o).
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FIG. 2 shows an example of an overall configuration of an
embodiment of the present invention. A plurality of hosts 30
are connected to a plurality of storages 20 via a SAN
(Storage Area Network) 40 using FC (Fibre Channel, Fab-
ric) switches. An application program 31 1s 1nstalled to each
of the hosts 30 by a user. Each of the hosts 30 shares the
plurality of storages 20 as external storage devices to store
data necessary for executing the application programs 31.
The application programs 31 may also be installed to the
storages 20; it 1s to be noted that the technical scope of the
present invention 1s not limited according to where the
application program 31 1s installed. Further, although a SAN
40 1s adopted as the network for connecting the hosts 30 and
the storages 20 1n the present embodiment, a LAN, a private
line, or any other type of network can be used. For example,
an 1SCSI network using IP routers or the like may be used.
In the present embodiment, the management server (infor-
mation processing device) 10 1s connected to the plurality of
hosts 30 and storages 20 via a management network 50, such
as a LAN or the Internet, that 1s independent of the SAN 40.
The management server 10 may instead be directly con-
nected to the SAN 40.

Each host 30 has a management client program 32, as well
as the application program 31, installed thereto. The man-
agement client 32 1s started when, for example, a system
administrator requests optimization of data by operating the
management server 10. For example, the system adminis-
trator may enter a data optimization request to the manage-
ment server 10.

Each of the hosts 30 stores information on the correspon-
dence between devices (dev) and storage areas to be used by
the application programs 31 (these storage areas are here-
mafter referred to as virtual devices (vdev)). A “device
(dev)” 1s defined by a combination of a logical device
(LDEV) 21 formed 1n a storage 20 and the access path to that
logical device (LDEV) 21. For example, 1n the configuration
shown 1n FIG. 2, devl accesses LDEV1 1n storage 1 via
pathl of the FC switch 1, while dev2 accesses the same
LDEV1 1n the storage 1 via path2 of the FC switch 1.
Similarly, dev3 accesses LDEV3 1n the storage 2 via path3
of the FC switch 2. FIG. 3 shows an example of the
correspondence between the virtual devices (vdev) and the
devices (dev). Each of the hosts 30 may store this corre-
spondence. FIG. 3 also shows which storage 20, logical
device (LDEV) 21, and logical unit (LU) are associated with
cach device. In the example of FIG. 3, vdevl 1s associated
with devl. This means that if a host application program 31
1ssues an /O to vdevl, the I/O will be sent to LDEV1 1n the
storage 1 via pathl of the FC switch 1.

Note that each logical device (LDEV) 21 1s made up from
a plurality of logical units (LUSs), and the logical unit to be
accessed 1s determined according to the path for accessing
cach logical device. In the example of FIG. 3, devl, dev2,
and dev3 access LU8 in LDEV1, LU10 1n LDEV1, and LUS
in LDEV3, respectively.

Also note that in this embodiment, pathl 1s a path for
accessing the FC port 1 of the storage 1 via the FC switch
1 and consists of a low speed line (1 Gbps: Not guaranteed),
whereas path2 1s a path for accessing the FC port 2 of the
storage 1 via the FC switch 1 and consists of a low speed line
(1 Gbps: Guaranteed). Further, in this embodiment, path3 1s
a path for accessing the FC port 3 of the storage 2 via the FC
switch 2 and consists of a high speed line (2 Gbps: Guar-
anteed).

Each storage 20 comprises a disk controller (control
section) 22 and has a management agent program 23 and a
copy program 221 installed therein. Each storage 20 1is
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4

controlled by a microprogram that 1s run on a processor
(CPU) mounted on the disk controller 22. Incoming I/O
from any host 30 can be detected by this microprogram,
making it possible to obtain “access information.” “Access
information” may include information on route or frequency
of access which a host makes to a logical volume. The
management agent 23 stores and manages the access nfor-
mation as “statistical information”. When the copy program
221 1s notified, by the disk controller 22, of copy-source data
(which 1s data to be copied) and a target device (to which the
data 1s copied) in the host 30, the copy program 221 transiers
the source data to the copy target.

The management server 10 1s a computer system to which
a management program 101 1s 1nstalled. FIG. 10 1s a block
diagram that shows the configuration of the management
server 10. The management server 10 comprises a CPU
(Central Processing Unit) 204, a memory 205, a storage
device 210, a storage-medium reader 209, an mput device
206, an output device 208, and a port 201.

The CPU 204 takes charge of the overall control of the
management server 10 and realizes various functions
according to the present embodiment by executing various
programs stored in the memory 205. The storage device 210
can store various programs and data. For example, hard disk
devices and the like may be used as the storage device 210.
In the present example, the storage device 210 stores pro-
grams, such as the management program 101, that realize
the functions shown in FIG. 4 which will be explained in
detail below. Note that the storage device 210 may be build
into the management server 10, or 1t may be mounted
externally. The storage-medium reader 209 1s a device for
reading various programs and/or data recorded on a storage
medium 203. The various programs and/or data that have
been read are stored in the storage device 210. Flexible
disks, CD-ROMS, semiconductor memories and the like can
be used as the storage medium 203. The storage-medium
reader 209 may be build into the management server 10, or
it may be mounted externally. The mput device 206 1s used
for an operator to mput data to the management server 10.
For example, a keyboard, a mouse or the like may be used
as the mput device 206. The output device 208 1s used as a
display device for expressing various information. For
example, a display, a printer or the like may be used as the
output device 208. The port 201 1s used for communication
with, for example, the management network 50.

FIG. 4 1s a block diagram showing the functions of the
management server 10. The management server 10 has a
user management layer 11, an object management layer 12,
an agent management layer 13, and an interface layer 14.
The object management layer 12 1s provided with a database
that stores information about the configuration of each
storage 20. The interface layer 14 is provided with a sub-
system 1nterface 141 and a host interface 142.

The management server 10 1s connected to a plurality of
user terminals A through C via the user management layer
11. The management server 10 1s also connected to the
storages 20 via the subsystem interface 141. Further, the
management server 10 1s connected to the hosts 30 via the
host interface 142.

The user management layer 11 manages the user terminals
A through C, although a system administrator may use the
user terminals A through C. The object management layer 12
obtains information about each host 30 and storage 20, such
as configuration, performance, failures, and errors, and other
event mnformation. The obtained information 1s stored 1n the
database. More specifically, the stored information may
include the following: the IP addresses and port addresses of
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the hosts 30 and the storages 20; the internal access paths in
cach storage 20; logical volumes configured 1n each storage
20; the capacity of each logical volume; access protection
level of each logical volume; rules employed for copying or
transferring data; settings for copying data between the
storages 20; settings ol the performance/control of each
storage 20; rules employed for obtaining performance data
from each storage 20; settings for maintenance of each
storage 20; information on abnormal conditions (failure,
etc.); and information about events that occur due to user
operations. Further, system configuration-related informa-
tion about the FC switches or IP routers may be stored.

In the system configured as above, the management
program 101 of the management server 10 performs “opti-
mization ol data” (or, determines the optimum area for
storing data) that 1s used by the application program 31,
based on the access information (1.e., statistical information

about the accesses from hosts 30) recorded in each storage
20 as described below.

<Recording Access Information>

First, the statistical information recorded 1n each storage
20 as to the accesses from the hosts 30 will be explained
below. When the application program 31 of the host 30
1ssues an I/0 to a virtual device (vdev), the host 30 refers to
the above-mentioned correspondence between the virtual
devices (vdev) and the devices (dev) and accesses the device
(dev) corresponding to the virtual device (vdev) to which the
[/O has been 1ssued. In the case of FIG. 2 and FIG. 3, if an
I/O 1s 1ssued to vdevl 1n the host 1, the I/O 1s sent to LUS8
of LDEV1 1n the storage 1 via a port (FC port X) of the host
1 and pathl of the FC switch 1. Likewise, 11 an I/0O 1s 1ssued
to vdev2 1n the host 1, the I/O 1s sent to LU10 of LDEV1 1n
the storage 1 via the port (FC port X) of the host 1 and path2
of the FC switch 1; 11 an I/O 1s 1ssued to vdev2 1n the host
2, the I/O 1s sent to LU10 of LDEV1 1n the storage 1 via a
port (FC port Y) of the host 2 and path2 of the FC switch 1;
and 11 an I/O 1s 1ssued to vdev3 1n the host 2, the 1/0 1s sent
to LUS of LDEV3 1n the storage 2 via the port (FC port Y)
of the host 2 and path3 of the FC switch 2. The route of each
access can be specified by, for example, the address of the
port of the host 30 (defined by a WWN), the address of the
port of the storage 20, the ID (number) of the logical volume
21, and so on.

Receiving an 1/0 1n the storage 20, the disk controller 22
detects information on the access route and the access
frequency, and the management agent 23 records the
detected information as statistical information for every
access route. FIG. 5 shows an example of the statistical
information that may be recorded in the storage 1. In this
figure, statistical information 1s summarized as a table, and
cach row indicates information about one access route. In
this example, the access frequency 1s recorded for each port
of the host 30. IT 1SCSI 15 used, the access frequency may be
recorded according to the IP address of each host. The first
row 501 just below the title row 500 indicates accesses from
the host 1 to LU8 of LDEV1 1n the storage 1 via the pathl
of the FC switch 1. The values indicate the product number
of the storage 1, the LDEV number (1) of LDEV1, the LU
number (8) of LUS8, the address of the pathl port of the FC
switch 1, the address of the FC port X of the host 1, and the
frequency (i.e., the number of times (per week)) at which
access was made through this route.

The management server 10 makes an inquiry to each
storage 20 periodically, for example, once a week, to gather
statistical information recorded 1n each of the storages 20 as
mentioned above. First, the management program 101 on the
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6

management server 10 sends a request to the management
agent 23 in each storage 20 via the LAN (management
network) 50. Receiving this, the management agent 23 in
cach storage 20 sends back the statistical information
recorded 1n its storage 20 to the management server 10.
Then, the management server 10 gathers the statistical
information sent back from the storages 20 and manages the
statistical information 1n an integrated manner as shown 1n
FIG. 6. In this figure, each row indicates statistical infor-
mation about one access route, alike the statistical informa-
tion recorded 1n each of the storages 20 as shown 1n FIG. 5.
FIG. 6 1s diflerent from FIG. 5 1n that there are plural storage
product numbers.

Note that the system may also be configured 1n such a
manner that each host 30 accesses data via the management
server 10, and statistical information mentioned above 1is
recorded in the management server 10. Further, the system
may be configured 1n such a manner that statistical infor-
mation recorded in each of the storages 20 1s automatically
sent to the management program 101 on the management
server 10 via the LAN (management network) 50.

In addition to the above-mentioned configuration 1n which
the statistical information 1s gathered 1n a passive manner, 1t
1s also possible to gather network route information, such as

hop count and node IP address, and response time using the
“traceroute” command.

<Benchmark Test>

Next, explanation will be made of the “benchmark test”,
1.¢., how the performance of each access from each of the
hosts 30 to the storages 20 1s evaluated. Periodically, for
example, once a day, the management server 10 measures
the time taken to read/write data upon access from each host
30 to each storage 20. The performance of accesses (access
performance) from a specific host 30 to a specific storage 20
1s evaluated based on the measurement results. The man-
agement program 101 on the management server 10 sends,
to the management client 32 1n each host 30 via the LAN
(management network) 30, a “benchmark test execution
request” 1n an appropriate order. The request includes 1nfor-
mation for designating a specific logical unit 1n a storage 20
(e.g., port addresses of a path for accessing the relevant
storage 20 and the logical unit No.). When the host 30
receives such a request, the management client 32 1n the host
measures the time taken to read/write a data block of a
predetermined size from/to the designated logical unait.
Then, the management client 32 sends the measurement
result back to the management server 10. The management
program 101 in the management server 10 receives and
records the measurement result. What 1s recorded as the
measurement result may include the port address of the
access source host 30, the port address of the accessed
storage 20, the logical unit No. of the accessed logical unit
in the storage 20, the measured read time, and the measured
write time. The management server 10 requests the man-
agement client 32 1 each host 30 to sequentially perform
such a benchmark test from the host side to the logical units
in each of the storages 20. The measurement results are
managed by the management server 10 1 an integrated
manner as shown 1 FIG. 7. Each row 1 FIG. 7 shows the
result of one test. For instance, the first row 701 just below
the title row 700 1ndicates that when LU8 of LDEV1 1n the
storage 1 was accessed from the host 1 port (FC port X), it
took 6 seconds to read data of a predetermined size, and 1t
took 11 seconds to write data of the same size. Likewise, the
third row 703 indicates that when LU10 of LDEV1 1n the

storage 1 was accessed from the host 2 port (FC port Y), 1t
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took 5 seconds to read data of a predetermined size, and it
took 9 seconds to write data of the same size; and the fifth
row 705 indicates that when LUS of LDEV3 1n the storage
2 was accessed from the host 2 port (FC port Y), 1t took 2
seconds to read data of a predetermined size, and 1t took 4
seconds to write data of the same size.

<Determining Optimum Storage Area>

The management server 10 performs optimization of
where to store the data that 1s used by the application
program, for example, when the statistical information
recorded 1n the respective storages 20 has been integrated by
the management server 10, or when the administrator makes
an operation. The procedure of data optimization will be
explained 1n detail below with reference to the process
flowchart 1n FIG. 8. First, the management program 101 1n
the management server 10 checks statistical information,
such as the one shown 1n FIG. 6, and calculates an evalu-
ation value for each logical device (LDEV) 21 of each
storage 20 according to the evaluating procedure described
below (Step 810 in FIG. 8). The evaluation value for a
logical device (LDEV) 21 i1s obtained, for example, accord-
ing to the following procedure:

(1) how many times all access routes to the LDEV 21
were totally used 1s obtained;

(2) a ratio between a number of times of a certain access
route to the LDEV 21 being used and the total number
of times of all routes being used 1s obtained;

(3) the obtained ratio 1s multiplied by the number of times
of the access route to the LDEV 21 being used;

(4) processes (2) and (3) are repeated for each access
route; and

(5) the largest product obtained in process (4) 1s deter-
mined to be the evaluation value for that LDEV 21.

In another example, the evaluation value for an LDEV 21
can be obtained by the following equation:

Evaluation value for an LDEV 21=[(the number of
times of accesses (access frequency) for the
most frequently used access route)/(the total
number of times all access routes to the LDEV
21 were used)|x(the number of times of
accesses (access frequency) for the most fre-
quently used access route)

For example, 1in the case of the statistical iformation
shown 1n FIG. 6, the evaluation value of LDEV1 1s calcu-
lated as below. First, the table in FIG. 6 shows that, among
the access routes to LDEV1, the most frequently used access
route 1s the route shown 1n the third row 603 where LU10 1n
the storage 1 1s accessed from the host 2 port (FC port Y) via
path2 of the FC switch 1. The table in FIG. 6 shows that this
route was used 3000 times a week, and this access frequency
accounts for two thirds of the total number of times LDEV1
was accessed (4500 times a week=(1000 times to LUS8 in the
storage 1 from the host 1 port (FC port X) via pathl of the
FC switch 1 as shown 1n the first row 601)+(500 times to
LU10 1n the storage 1 from the host 1 port (FC port X) via
path2 of the FC switch 1 as shown in the second row
602)+(3000 times through the route shown 1n the third row
603)). Therefore, the evaluation value of LDEV1 i1s 2000
(=3000x2/3). The evaluation value of LDEV3 1s also cal-
culated 1n the same manner. FIG. 6 indicates that LUS 1n the
storage 2 was accessed 10 times a week from the host 1 port
(FC port X) via path3 of the FC switch 2 as shown 1n the
tourth row 604, and LUS 1n the storage 2 was accessed 90
times a week also from the host 2 port (FC port Y) via path3
of the FC switch 2 as shown 1n the fifth row 605. Thus, the
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by 90/100, resulting 1n 81. Then, the logical device 21 that
has the highest evaluation value 1s determined according to
the evaluation values calculated for each of the logical
devices 21 (Step 820). In the case of FIG. 6, LDEV1 1s
determined to be the logical device 21 having the highest
evaluation value.

In addition, when the management program 101 on the
management server 10 refers to the statistical information, 1t
also determines from which host 30 each logical device 21
was accessed most frequently (Step 830). That 1s, by check-
ing the statistical mnformation about the access routes to a
logical device 21 of concern, the management program 101
sums up the number of accesses via each host port address
and compares the obtained numbers to determine (detect)
which host 30 accessed the logical device 21 most 1fre-
quently. In the case of FIG. 6, the host 1 accessed LDEV1
1500 times 1n total, since LDEV1 was accessed from the
host 1 port (FC port X) 1000 times via pathl as shown in the
first row 601 and 500 times via path 2 as shown 1n the second
row 602. LDEV1 was also accessed from the host 2 port (FC
port Y) 3000 times 1n total as shown in the third row 603.
Thus, 1t 1s determined that the host 2 accessed LDEV1 most
frequently. Likewise, since LDEV3 was accessed 10 times
from the host 1 as shown 1n the fourth row 604 and 90 times
from the host 2 as shown in the fifth row 605, 1t 1s
determined that the host 2 accessed LDEV3 most frequently.
The data accessed by such a host 30 will be transferred to a
storage area having a higher access performance according
to a procedure described later.

Then, based on the results of the benchmark test as
mentioned above, the management program 101 calculates
a value for evaluating the performance of access to a logical
device 21 from the host 30 specified to have accessed the
logical device 21 most frequently (hereinafter, this value
will be denoted as “access performance evaluation value™)
(Step 840). The method for calculating this value 1s
described below. First, priorities are assigned to read and
write accesses to the logical device 21 by, for example, an
operational input to the management server 10 by the
administrator. Specifically, the priorities can be assigned 1n
a manner so that a coeflicient A for read access and a
coellicient B for write access meet the equation A+B=1.

Then, the management program 101 refers to the bench-
mark test results as shown 1n FIG. 7, and, for each of the
access routes, picks up the read time and write time taken to
access the logical device 21 from the host 30 specified to
have accessed the logical device 21 most frequently. Then,
the management program 101 multiplies the read time and
write time by A and B, respectively, and sums up the
products. This sum 1s regarded as the access performance
evaluation value to the logical unit of the logical device 21
from the specific host 30. If there 1s a plurality of access
routes from the host 30 to the logical device 21, the smallest
value 1s taken as the access performance evaluation value to
the logical device from the host. With reference to the
examples shown 1n FIGS. 6 and 7, the method for calculat-
ing the access performance evaluation value will be
explained more specifically. If both read and write coetli-
cients A and B are set to 0.5 (1.e., read and write are given
the same priority), the access performance evaluation value
of the access route from the host 2 to LU10 of LDEV1 1s
calculated by adding up the read time (5 sec.) multiplied by
the coellicient A (0.5) and the write time (9 sec.) multiplied
by the coeflicient B (0.5), that 1s, 5x0.549x0.5=7. Likewise,
the access performance evaluation value of the access route
from the host 2 to LUS of LDEV3 1s calculated by adding

up the read time (2 sec.) multiplied by the coethicient A (0.5)
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and the write time (4 sec.) multiplied by the coeflicient B
(0.5), that 15, 2x0.5+4x0.5=3. Then, the management pro-
gram 101 determines which storage area (logical unit in the
logical device 21) shows the smallest access performance
evaluation value (Step 850). This storage area 1s considered
the best 1n access performance for the specific host 30. In the
case of FIGS. 6 and 7, LUS of LDEV3 1s considered as the
storage area having the highest access performance for the
host 2. According to a procedure described later, the data
accessed by the specific host 30 will be transferred to the
storage area determined 1n this step (Step 870). In the case
of FIGS. 6 and 7, it can be said that the data used by the
application program 12 on the host 2 will be transferred from
LDEV1 to LDEV3.

Note that if data of the host 30, specified to be a candidate
for transier, 1s currently stored 1n a storage area having the
smallest access performance value calculated for the specific
host (Step 860), then there will be no need to transtier the
data. If the storage area currently storing data for the host 30,
which has been specified to be a candidate for transfer, and
the storage area having the smallest access performance
evaluation value calculated for the host are determined to be
the same logical device 21, the path for accessing that
storage area may instead be redefined.

In this embodiment, the storage area with the highest
access performance 1s determined and selected as a new
location for storing data, based on the results of the bench-
mark test. However, a storage area in a storage 20 that has
the shortest route to the host 30 or that has the largest free
capacity can be determined to be the “storage area with the
highest access performance”, and this storage area can be
determined as the new location for storing data.

Further, 1n this embodiment, data accessed by the host 30
with the relatively highest frequency 1s selected as data to be
removed. However, the data 1in a storage area 1n a storage 20
that has the longest route from the host 30, the data 1n a
storage area in a storage 20 that has the smallest free
capacity, or the data in a storage area whose access perfor-
mance from the host 30 1s found low according to the results

of the benchmark test can be determined to be the “data to
be transterred”.

<Data Transier Processing>

When data to be removed (data to be transierred) i1s
determined as described above, the data i1s transiferred
according to a procedure as described below. FIG. 9 1s a
process flowchart showing the data transfer processing.
First, the management program 101 on the management
server 10 notifies the management client 32 on each host 30
of the data transfer. Receiving the notification, each man-
agement client 32 sets “read only” to the device (dev)
corresponding to the logical device containing the data to be
transierred (Step 871). In the case of FIGS. 6 and 7, 1f data
1s to be transierred from LDEV1 to LDEV3, “read only™ 1s

set to the devices devl and dev2 that correspond to the
LDEVI.

In addition, the management program 101 on the man-
agement server 10 notifies the management agent 23 1n the
storage 20 from which data is transferred of which logical
device 21 contains the data to be transierred (such a logical
device 1s hereinaiter called “source logical device” or simply
“source”) and which logical device 21 the data i1s to be
transierred to (such a logical device 1s heremafter called
“target logical device” or simply “target”). Receiving the
notification, the management agent 23 passes the notifica-
tion to the copy program 221 in the disk controller 22. Then,
the copy program 221 copies (transfers) the data from the
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source logical device 21 to the target logical device 21 via
the SAN 40 (Step 872). For example, 1n the case of FIGS.

6 and 7, data in LDEV1 1s copied to LDEV3. This process-
ing may be modified so as to perform a data swap by also
copying data from LDEV3 (associated with dev3) to
LDEVI.

Then, the management client 32 on each host 30 updates
the recorded correspondence between the virtual devices
(vdev) and the devices (dev) so as to retlect the data transfer
(Step 873). In the case of FIGS. 6 and 7, the correspondence
recorded 1n the host 2 1s updated so that vdevl is associated
with dev3 and vdev2 i1s also associated with dev3. If data 1s
swapped between the source and the target by transierring
data from LDEV3 to LDEV1 as well as LDEV1 to LDEV3,
the correspondence 1s updated so that vdev3 1s associated
with devl and dev2. In this case, I/O to vdev3 1s equally
distributed to the two paths associated with devl and dev2.

Then, the data 1n the source 1s deleted (Step 874). Further,
the “read only™ setting (set 1n Step 871) 1s cancelled from the
device (dev) associated with the source logical device (Step
875). Then, the process 1s ended.

Note that the data transfer processing may also be ended
without deleting the data from the source device.

After that, according to instructions by the management
program 101 on the management server 10, the statistical
information (as shown in FIG. 5) managed by each storage
20 and the results of the benchmark test among each host 30
and each storage 20 (as shown i FIG. 7) managed by the
management server 10 are mitialized. Then, the processing
for data optimization (Steps 810 through 8735) will be
repeated based on subsequent recording of access informa-
tion.

<Others>

Note that although FIG. 2 shows only one management
server 10, the system may comprise a plurality of manage-
ment servers 10. The management server 10 may be built in
the storage 20. Further, the functions of the management
server 10 may be implemented as an internal management
server section of a storage 20. That 1s, the term “manage-
ment server’ encompasses what 1s meant by the term
“management server section”. On the other hand, the man-
agement server 20 may be provided at a physically remote
place from the storage 20.

While the present invention has been described 1n terms
of i1ts preferred embodiment, 1t should be understood that the
invention 1s not limited to the preferred embodiment, and
that vanations may be made without departure from the
scope and spirit of the invention.

According to the preferred embodiment, the following
ellects can be achieved.

Data used by each host 1s transferred by the management
server to a storage area having high access efliciency, based
on access mnformation obtained from each host. This pro-
vides improved access efliciency among the whole system.

Access efliciency can be determined by the management
server based on access frequency. This results 1n distribution
ol access frequency throughout the whole system, realizing
load distribution among the storage devices and hosts in the
system.

Access efliciency can be determined by the management
server based on the time taken for the access. This results 1n
distribution of access frequency throughout the whole sys-
tem, realizing load distribution among the storage devices
and hosts 1n the system.

Access efliciency can be determined by the management
server based on the free capacity of the storage device. This
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makes 1t possible to eflectively use the storage areas of
storage devices throughout the whole system.

Access efliciency can be determined by the management
server based on the length of the access route. By making
access routes unmiform in length, it becomes possible to
provide improved access efliciency throughout the whole
system.

The management server can measure access performance
from the host to the storage area and determine access
elliciency based on the measured access performance. This
results 1n providing improved access efliciency throughout
the whole system since it becomes possible to flexibly cope
with the situation changing with time.

Data used by each host can be transierred to storage areas
having higher access efliciency.

What 1s claimed 1s:

1. A method for processing information with an informa-
tion processing device for managing a plurality of storage
devices connected to at least one host computer via a
network, said method comprising steps of:

referring to access information obtained from said at least

one host computer, said access information indicative
of time to process I/O requests as measured by said at
least one host computer for each of said storage
devices:

determining a {irst performance measure based on said

access information;

determining a {irst storage area in said storage devices

having the first performance measure;
determining a first host computer from among a plurality
of host computers that access said first storage area,
said first computer having a measure of performance
that 1s lower than others of said host computers as
determined based on said access information;

determining a second storage area 1n said storage devices
that 1s accessed by said first host computer, said second
storage area having a second performance measure
greater than said first performance measure; and

transferring data that 1s stored in said first storage area to
said second storage area.

2. A method for processing information according to
claim 1, wherein

said access information icludes at least access frequency,

and

said access e

frequency.

3. A method for processing information according to
claim 1, wherein

said access information includes at least access time taken

for access, and

said access efliciency 1s determined based on said access

time.

4. A method for processing information according to
claim 1, wherein

said access information 1ncludes at least information on

free capacity of said storage device, and

said access elliciency 1s determined based on said infor-

mation on Iree capacity.

5. A method for processing information according to
claim 1, wherein

said access information includes at least information

about access routes, and

said access efliciency 1s determined based on the lengths

ol said access routes.

6. A method for processing information according to

claim 1, wherein

e

iciency 1s determined based on said access
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performance of accesses from said host computer to each
of said storage areas 1n said storage device 1s measured,
and

said access elliciency 1s determined based on a result of

said measurement.

7. A method for processing information according to
claiam 1, wherein said 1nformation processing device
executes a step of recording said access mformation.

8. A method for processing information according to
claim 1, further comprising:

deleting said data stored in said first storage area after

transferring data from said first storage area to said
second storage area.

9. A method for processing information with a controller
of at least one of a plurality of storage devices connected to
a plurality of host computers via a network, said method
comprising steps of:

referring to access information contained in said host

computers that 1s representative of frequency of 1/O
requests made between each of said host computers and
cach of said storage devices;

determining a first performance measure based on said

access information;

determining a first storage area of said storage devices

having the first performance measure, which indicates
low access efliciency;

determiming a host computer from among plural host

computers which access said first storage area, said
host computer having lower access elfliciency 1n terms
of access to said first storage area relative to others of
said host computers as determined based on said access
information;

determining a second storage area in said storage devices

that 1s accessed by said host computer and has a
measure of performance that 1s higher than said first
performance measure; and

transierring data that i1s stored in said first storage area

used by said host computer to said second storage area.

10. A method for processing mmformation according to
claim 9, further comprising:

deleting said data stored in said first storage area after

transferring data from said first storage area to said
second storage area.
11. An information processing device for managing a
plurality of storage devices connected to at least one host
computer via a network, said information processing device
comprising;
means for referring to access information obtained from
said at least one host computer, said access information
either being indicative of time to process I/O requests
as measured by said at least one host computer for each
of said storage devices or being representative of
frequency of 1/O requests made between said at least
one host computer to each of said storage devices;

means for determining a first performance measure based
on said access information;

means for determining a first storage area 1n said storage

devices having the first performance measure;

means for determining a host computer from among

plural host computers which can access said first stor-
age area, said host computer having lower access
ciliciency relative to the other host computers as deter-
mined based on said access information;
means for determining a second storage area in said
storage devices having a higher measure of perfor-
mance than said first performance measure, said second
storage area being accessed by said host computer; and
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means for transferring data that 1s stored in said first
storage area having low access efliciency and used by
said host computer having low access efliciency to said
second storage area.

12. An mformation processing device according to claim
11, wherein

said access information includes at least access frequency,

and

said access e

frequency.

13. An mnformation processing device according to claim
11, wherein

said access information includes at least access time taken

for access, and

said access efliciency 1s determined based on said access

time.

14. An mformation processing device according to claim
11, wherein

said access information includes at least information on

free capacity of said storage device, and

said access elliciency 1s determined based on said infor-

mation on Iree capacity.

15. An information processing device to claam 11,
wherein

said access information includes at least information

about access routes, and

said access efliciency 1s determined based on the lengths

of said access routes.

16. An mformation processing device according to claim
11, wherein

performance of accesses from said host computer to each

of said storage areas in said storage device 1s measured,
and

said access efliciency 1s determined based on a result of

said measurement.

17. An mformation processing device according to claim
11, further comprising means for recording said access
information.

18. A storage device managed by the information pro-
cessing device according to claim 11, said storage device
comprising:

means for recording access information about accesses

from said host computer;

e

iciency 1s determined based on said access

10

15

20

25

30

35

40

14

means for making said information processing device

refer to said access information; and

means for transferring designated data to a designated

storage area.

19. A method for processing mmformation according to
claim 11, further comprising:

an erasing module configured to delete said data stored 1n

first storage area after transierring data from said first
storage area to said second storage area.

20. A storage medium having a program, said program
executing on an information processing device for managing
a plurality of storage devices connected to at least one host
computer via a network, said information processing device
performing steps of:

referring to access iformation obtained from said at least

one host computer, said access information either being
indicative of time to process 1/0 requests as measured
by said at least one host computer for each of said
storage devices or being representative of frequency of
I/O requests made between from said at least one host
computer to each of said storage devices;

determining a {irst storage area in said storage devices that
has low access efliciency as determined based on said
access mnformation;

determining a host computer having low access efliciency
in view of said first storage area as determined based on
sald access information:

determining a second storage area in said storage devices
having high access efliciency at least from said host
computer; and

transferring data that 1s stored 1n said first storage area
having low access efliciency and used by said host
computer to said second storage areca having high
access elliciency.

21. A storage medium having a program recorded thereon
according to claim 20, wherein

said access information includes at least access frequency,
and

said access efliciency 1s determined based on said access
frequency.
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