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(57) ABSTRACT

Techniques are disclosed for controlling the transmission of
packets over a communication link 1 a network. The
invention in accordance with one aspect thereof determines
a number of packet transmission connections supportable for
a given bufler size 1n a node of the network while main-
taining one or more specified quality of service requirements
for packet transmission. This determination in the case of
homogeneous 1mnput sources utilizes a combined approxima-
tion of a maximum number of supportable connections for
a range ol buller sizes, the combined approximation being
generated as a combination of a first approximation for small
bufler sizes and a second approximation for large bufler
sizes. The invention can also be used to determine an
optimal operating point on a bufler-capacity tradeofl curve
for each of a number of different types of heterogenous 1mnput
sources. Data packets from multiple mput sources may be
admitted to the node of the network, or otherwise processed
within the node, based at least in part on the determined
number of supportable connections.
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FIG. 5A
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FIG. 5C
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METHOD AND APPARATUS FOR
PROCESSING OF REGULATED
CONNECTIONS IN A COMMUNICATION
NETWORK

PRIORITY CLAIM

The present application claims the prionity of U.S. Pro-
visional Application No. 60/244,956, filed Nov. 1, 2000 in

the name of iventors K. Kumaran and M. Mandjes and
entitled “Admission Control for Regulated Connections in a
Communication Network,” which 1s incorporated by refer-
ence herein.

FIELD OF THE INVENTION

The present invention relates generally to communication
networks, and more specifically to admission control and
scheduling techniques for controlling the transfer of data
through such networks.

BACKGROUND OF THE INVENTION

A very important and challenging problem 1n the design
of high-speed communication networks 1s that of providing
Quality of Service (QQoS) guarantees, usually specified 1n
terms of loss probabilities or packet delays in the network.
For example, the control of packet delays 1s often of crucial
importance, particularly for real-time applications such as
video delivery systems, wireless networks, multimedia net-
works, call centers, etc. A basic decision that has to be made
in such contexts 1s that of connection admission control, 1.e.,
one has to determine when a new user can be admitted to the
system, while still fulfilling the QoS requirements of all
users already 1n the system. Moreover, users already in the
system have to be scheduled 1n the most eflicient manner so
as to maximize the number of users that can be admitted.

Exemplary admission control and scheduling techniques
are disclosed 1n U.S. Pat. No. 5,838,663, i1ssued Nov. 17,
1998 1n the name of inventors A. Elwalid, D. Mitra and R.
H. Wentworth and entitled “Method for Admission Control
and Routing by Allocating Network Resources 1n Network
Nodes,” which 1s incorporated by reference herein. For
example, this patent discloses a technique that may be
utilized 1n an admission control element of a router, switch
or other network processing element to determine the maxi-
mum number of connections that can be admitted, for a
grven buller size, without introducing undue amounts of loss
or delay 1n the network trathic. However, 1n certain circums-
stances 1t 1s possible that this technique may substantially
underestimate the maximum number of admissible connec-
tions, €.g., 1n the case of large butler sizes. A need therefore
exists for improved techniques which can provide a better
estimate of the maximum number of admissible connec-
tions.

In addition, with regard to the problem of resource
allocation, it 1s well known that there 1s a tradeofl between
bandwidth and buller space. More particularly, an input that
1s fed to a network link having unlimited bandwidth capacity
requires zero bufler space and vice versa. However, con-
ventional techniques have been unable to determine 1n an
cllicient manner the optimum tradeoil between bandwidth
and bufler space. It would therefore also be desirable 1f
improved techniques were available for determining this
tradeofl. Such techniques could be used, for example, in
network configuration, 1n the above-noted admission con-
trol, as well as 1n the scheduling of users already admuatted
to a network.
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2
SUMMARY OF THE

INVENTION

The mvention provides improved techniques for control-
ling the transmission of packets over a communication link
in a network.

In an i1llustrative embodiment, data packets from multiple
iput sources are admitted to or otherwise processed 1n a
node of the network based at least in part on a determined
number ol supportable connections N. The multiple input
sources may be modeled as deterministic on-ofl sources
subject to dual leaky bucket regulation, such that a given
source has associated therewith a peak rate p, a mean rate r
and a maximum burst period T. The multiple sources may
comprise homogeneous sources, each having the same peak
rate p, mean rate r and maximum burst period T. The
multiple sources may alternatively comprise heterogeneous
sources ol different types 1, 1=1, 2, . . . K, wherein a given
source of type 1 has peak rate p,, mean rate r,, and maximum
burst period T, and N, denotes the number of sources of type
1.

In accordance with one aspect of the mvention, a deter-
mination 1s made regarding the number of supportable
connections N, for a given buller size 1 a node of the
network, that will permit maintenance of one or more
specified quality of service requirements for packet trans-
mission. This determination 1n the case of homogeneous
input sources utilizes a combined approximation of the
maximum number of supportable connections for a range of
bufler sizes, the combined approximation being generated as
a combination of a first approximation for small builer sizes
and a second approximation for large buller sizes. The first
approximation may be a square root approximation config-
ured to retlect positive correlations between the multiple
sources, while the second approximation may be a Browman
bridge approximation configured to reflect negative corre-
lations between the multiple sources. The combined
approximation may be a concave curve combination of first
and second curves corresponding to the respective first and
second approximations.

In accordance with another aspect of the invention, an
optimal operating point on a buller-capacity tradeoil curve 1s
determined for each of a number of different types of
heterogenous 1nput sources. The tradeofl curve specifies the
variation in the bufler size as a function of the capacity of a
link over which the packet transmission connections are
made, and the operating point designates the given bufler
s1ze and corresponding capacity for a particular number of
connections. The determination of the optimal operating
point may involve partitioning a bufler size B and link
capacity C into (B,, C,) for the 1 different types of sources 1n
conjunction with maximizing N for a given connection mix
vector.

In accordance with yet another aspect of the invention, the
optimal operating point may be determined 1n accordance
with a proportional control algorithm. For example, the
proportional control algorithm may reduce a multiplier A 1
an actual bufler utilization 1s higher than an actual band-
width utilization, by an amount proportional to the absolute
difference in the utilizations, and increase A i1f an actual
bufler utilization 1s lower than an actual bandwidth utiliza-
tion, also by an amount proportional to the absolute differ-
ence 1n the utilizations. As a result, the proportional control
algorithm converges at the optimal operating point without
requiring explicit determination of an admissible region.

The techniques of the present mvention may be imple-
mented at least 1 part 1n the form of one or more software
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programs running on a router, switch or other type of
programmable network processing element.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an 1illustrative embodiment of the invention
as 1mplemented 1n a portion of a communication network.

FIG. 2 1s a block diagram of an exemplary communication
network 1n which the mvention may be implemented.

FI1G. 3 shows variance plots for deterministic on-off trathic
and the closest Brownian bridge fit, in an illustrative
embodiment of the invention.

FI1G. 4 1llustrates the replacement of a single deterministic
on-oil source with a superposition of constant rate and
periodic 1mpulse.

FIGS. 5A, 5B, 5C and 5D show plots of the maximum
number of admissible connections N as a function of bufler
size B, as determined in accordance with the invention for
a number of example sets of homogeneous traflic param-
eters.

FIGS. 6 A and 6B are plots 1llustrating the optimal tradeoil

between buller size B and link capacity C 1n an illustrative
embodiment of the invention.

FIGS. 7A and 7B show plots two-class heterogeneous
traflic admissible regions for different bufler sizes B, as
determined 1n accordance with the invention.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

The present invention will be illustrated below 1n con-
junction with exemplary scheduling techniques imple-
mented 1n a node of a communication network. It should be
understood, however, that the invention 1s not limited to use
with any particular type of communication network device
or network configuration. The disclosed techniques are
suitable for use with a wide variety of other systems and 1n
numerous alternative applications. A given network node
may correspond, by way of example and without limitation,
to a router, switch or other network processing element. The
term “node” as used herein should therefore be understood
to encompass any network processing element capable of
utilizing one or more of the techniques of the ivention.

FIG. 1 shows an illustrative embodiment of the invention
as implemented 1n a node 10 of a communication network.
The node 10, also referred to as node A, receives a set of
input data flows 11 from, e.g., other nodes or imnformation
sources of the network. Each of the inputs 11 may corre-
spond to a particular user or other mput data source for
which quality of service ((Q0S) guarantees are to be pro-
vided, e.g., 1 terms of a designated loss probability or
packet delay. The node 10 communicates with another node
12, also referred to as node B, via an A—B communication
link 14. The nodes 10, 12 and communication link 14
represent portions of the communication network, e.g.,
nodes 10, 12 may represent computers or other types of
digital data processing devices, and link 14 may represent a
packet-based transmission medium over which the nodes
communicate.

The term “packet” as used herein 1s mtended to include
any grouping or other arrangement of data suitable for
transmission over a communication network link. A given
“packet” 1n accordance with this definition may therefore
include only a single bit, but more typically will include
multiple bits arranged 1n accordance with a specified packet
format.
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The node 10 includes a bufler 15 that receives packets
associated with the mputs 11. Although only a single bufler
1s shown 1n this example, 1t will be appreciated by those
skilled 1n the art that the node may include multiple such
buffers. Also associated with the node 10 1s an admission
control element 16 and a scheduler 18. The admission
control element 16 controls the admission of connections
within the node 10, e.g., determines which of the inputs 11
are permitted to deliver packets into the butler 15, while the
scheduler 18 retrieves packets from the builer 135 for trans-
mission over the link 14 in accordance with a specified
scheduling policy. One or both of the elements 16 and 18
operate 1n accordance with the techniques of the invention,
to be described 1in greater detail below, but these elements
may otherwise be configured 1n a well-known conventional
manner. For example, such elements may be implemented
using one or more soltware programs stored 1n a memory of
the node and executed by a processor of the node, as will be
illustrated 1n conjunction with FIG. 2.

FIG. 2 shows a portion of an exemplary communication
system 100 which includes the above-described nodes, as
well as other nodes. More particularly, the system 100
includes a plurality of nodes 102 which communicate over
a network 104. The network 104 may 1tself be comprised of
multiple interconnected nodes, and may represent, e.g., the
Internet, a wireless network, a local area network, a wide
area network, an intranet, an extranet, a telephone, cable or
satellite network, as well as combinations or portions of
these and other networks. A given one of the nodes 102,
denoted node A, corresponds generally to node A, 1.¢., node
10, of the FIG. 1 configuration. Node A in this example
includes a processor 110 and a memory 112.

The processor 110 may represent, €.g., a mICroprocessor,
a computer, a central processing unit (CPU), an application-
specific integrated circuit (ASIC), as well as portions or
combinations of these and other suitable processing devices.
The memory 112 may represent, e.g., an electronic memory,
a magnetic or optical disk-based memory, as well as portions
or combinations of these and other memory devices. For
example, the memory 112 may represent a memory associ-
ated on a common integrated circuit with the processor 110,
or a separate electronic memory integrated with the proces-
sor 110 1nto a computer or other device, and may be used to
implement the bufler 15 of FIG. 1. As indicated previously,
the admission control element 16 and scheduler 18 of FIG.
1 may be implemented 1n whole or in part in the form of one
or more software programs stored in the memory 112 and
executed by the processor 110.

The present invention provides techniques for determin-
ing an appropriate number of sources that may be admaitted
by a given network node, such as node 10 described in
conjunction with FIG. 1, while maintaining a designated loss
probability or other QoS criteria, and also for determining an
optimal tradeotl between the capacity or bandwidth C of the
outgoing link and the maximum bufler size B of a given
network node.

The mvention will be illustrated using an example model
in which the inputs 11 of FIG. 1 are assumed without
limitation to comprise determinmistic on-oil sources. As will
be described in greater detail below, multiple deterministic
on-oil sources generally exhibit positive correlation on short
time scales and negative correlation on larger time scales. It
should be emphasized that the particular model used to
illustrate the mmvention 1s not itsellf a requirement of the
invention.

The data traflic from the deterministic on-ofl sources 1s
assumed to be regulated, 1.e., subject to admission control,

™ ™
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in accordance with a well-known dual leaky bucket (DLB)
technique. This technique specifies the following three
parameters for a given source: a peak rate p, a maximum
average or sustainable rate r (also referred to herein as the
mean rate), and a maximum allowed burst period or on-time
T (which 1s defined as the maximum time that the source 1s
allowed to send consecutively at the peak rate p).

The sources may be heterogenous, 1.¢., of diflerent types
1,1=1, 2, ... K. A given source of type 1 has mean rate r,, peak
rate p, and on-time T,, and N, denotes the number of sources
of type 1. The total number of sources 1s given by N, where

N =

]

K
N..
=1

In the case of homogeneous traflic, all of the sources have
the same tratlic descriptor (r, p, T), and the resources B and
C can be rescaled by the number of inputs N as follows:

B=Nb and C=Nc.

It should be understood that the above-noted deterministic
on-oil source assumption, and any other assumptions made
herein, are for purposes of 1illustration only, and should not
be construed as limiting the scope of the mvention 1n any
way. Alternative embodiments of the invention may be
configured 1n which one or more of the described assump-
tions do not apply.

In general, the mvention 1n the illustrative embodiment
involves determining the probability of the actual bufler
content exceeding the maximum buller size B, this prob-
ability being denoted herein as L(B, C), or, equivalently, the
probability that packet delay D exceeds B/C. For further
simplification of the description, 1t will be assumed that

2. N1,<C<2.N.p.,

which excludes certain trivial situations.

With regard to the above-noted case of homogeneous
traflic, we have determined that the loss curve, 1.e., the decay
rate of the loss probability as a function of b, 1s convex at a
specific b, 1f the packet arrivals are negatively correlated on
a time scale related to overflow. Conversely, the loss curve
1s concave at a specific b, 11 the packet arrivals are positively
correlated on the time scale related to overtlow.

As noted above, deterministic on-ofl sources exhibit posi-
tive correlation on short time scales and negative correlation
on larger time scales. These correlations can be visualized by
examining the variance of the traflic A(t). As a preliminary
matter, the distribution of A(t) can be made explicit as
tollows. The period of the source 1s denoted by S:=T+T'. We
assume that T<T', but an analogous reasoning applies to the
case that T=2T'". Because an epoch U of the start of the burst
1s uniformly distributed on the iterval [0, S], the following
three cases can be distinguished:

(r—U  Uel0, 1]

0 Uelr, T']
F<T- X(1)=+ , . ,

U-T UelT,r+T]

{ Uelt+ T, 5]
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-continued
2.
T UelO, r—T]
r—U Uer-T, 1]
TEI{T-X®:40 Uelr, T'1
U-T UdT, 5]
3.
(T UelO, 1 —T]
—U Uet-=T,T]
=T - X(1) =+ ; .
T-T Ue€T,1i]
U-T Uet, S

One can then calculate the variance o°(t):=p~VarX(t), where
VarX(t) 1s given by:

Cr +Tz2 T%r* 0. T
“wt T TS R
° Tr T
VarX(t) =<4 - — + — — —— re|T, T’
D=1+ 5 = ol 1)
f +T2r+ =Ty T T S
35§ s 52 )

Between 0 and S, a plot of the variance o~(t) is first convex,
then concave, and finally convex again. It should be noted
that concavity indicates negative correlations, and, con-
versely, convexity indicates positive correlations.

The first part of the above-noted loss curve 1s concave,
due to the positive correlations on the short time scale,
whereas the second part will be convex, because of the
negative correlations on the somewhat longer time scale.
The present mnvention provides specific approximations for
both of these parts of the loss curve, and a combined
approximation which provides a good {it for a variety of
different types of tratlic over both large and small buller
sizes. For small values of b, we will use a “square root”
small buller approximation, to be described below, 1n which
the positive correlations are exploited. For larger values of
b we will use an approximation, also to be described below,
based on the well-known Brownian bridge, which naturally
incorporates the negative correlations. The combined
approximation 1s formed as a concave curve combination of
the small and large builer approximations.

Small Buflers, Homogeneous Traflic

In this case, the positive correlations between the input
traflic sources are dominant. This observation 1s utilized in
this section to specily an expression defining the maximum
number of sources to be admitted, e.g., 1n the form of a
defined admissible region.

A. Approximation
First define

alc) 1= % lc:g(;) + (l — %) lﬂg(i:i),

and
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-continued

—_ T}'
pT’C)IDg(piC. T)_z(; -

It can be shown that the amount of trathic I(b) generated
by a single one of the homogeneous sources increases
rapidly for small b as vb:

im 1

— logly (b, ¢) = —a(c) = BV b +O(b).

- oo NV

_1(b) =

Notice that this formula reflects the positive correlations:

I(b) 1s concave for small b. This leads to the loss approxi-
mation

L(B, O) =~ exp(—N-a{E] —ﬁ(E]M].

N N

B. Admissible Region

For small values of B 1t 1s expected that the number of
admissible sources grows rapidly. If e_g 1s the required loss
fraction, we have to solve

ol -

Np Np

where N, 1s the Brownian bridge approximation of the
number of admissible flows for a given bufler size B.
Implicit differentiation with respect to B yields

dN[c CVB B
1B ad —q+ E

AR F

I
| =
02| T

where ' denotes derivative with respect to the argument C/N.
This yields vB-dN/dB—K/2 when B |0, with

R Rl

Hence, N, grows quickly for small B, 1.e., as N +KVB; N,
follows from N,-o.(C/N,)=-0

Large Buflers, Homogeneous Traflic

This sections deals with an approximation of the loss
probability for large values of the bufler size B, and a
corresponding expression for the admissible region.

A. Approximation
Let B(t) be Brownian motion with drift EB(t)=ut and
VarB(t)=o"t. It can be verified that, for te[0, S],

10

15

20

25

30

35

40

45

50

55

60

65

E(B(#)IB(S)=uS)=pz, and

Vﬂf(B(I)lB(S) = uS) = o % (S — 1),

where (B(1)IB(S)=uS) denotes the Brownian bridge for te[O,
S].

Now consider trathic generated by a single stream of a
well-known N-D/D/1 queue, 1.e., a queue fed by N iput
sources, each of which emits a packet every, say, S units of
time. Let A(t) be the number of packets generated by such
a stream in the interval [0, t). It can be shown that EA(t)=t/S
and Var A(t)=t(S-t)/S*. In other words, for u=1/S and
0°=1/S, the first two moments of A(t) and the Brownian
bridge coincide. In the central limit regime, 1.e., when the
load of the queue 1s relatively high, the mean and vanance
essentially determine the moment generating function of the
input process:

logE[e” "] =~ Ou + %onl(r) + O(°).

This justifies the use of the Brownian bridge as an approxi-
mation of the N-D/D/1 queue. The probability distribution of
the Brownian bridge 1s explicitly known in the art.

For deterministic on-ofl sources, VarA(t) 1s not propor-
tional to t(S-t), but 1t does have the property that 1t drops to
0 at time S. We can therefore choose n and o° of the
Brownian bridge to {it the mean and to conservatively bound
the variance VarA(t) with a function proportional to t(S—t).
The resulting Brownian bridge can then be applied on the
corresponding process to get a conservative estimate.

By way of example, we can choose u=rS=pT. The con-
servative, i.e., dominating, variance should satisfy o*,.(t)
=o”(t) for all te[0, S]. If 0ST=S/2, this may be done by
choosing 0~ .(t)=c"t(S—t) where

having equality at t=0, S/2, and T, and strict 1nequality
clsewhere. T should be replaced by S-T in the formula
S/2<T=S.

FIG. 3 shows a plot of the above-described example
variance for the assumed deterministic on-ofl, adversarial
and DLB regulated trailic, and a corresponding plot of the
closest Brownian bridge {it.

Let B (*) be a Brownian bridge with parameters w,z(*) and
0°,5(*). Because of the conservative choice of t°, and by
direct application of the overtlow probability formula for the
Brownian bridge, we obtain the following expression for the
loss probability:
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N
L(B, C) = F‘[H 1[0, 5] Z Al > B+ Cr
=1

N
~ P[EI re[0, S7: Z B:(1)> B+ Ct
i=1

2B
N p272

= exp(— (Bb+C5 — NpT)].

B. Admissible Region

For the N-D/D/1 queue with impulses of size pt every S
units of time, the Brownian bridge approximation looks like

2B

E!Xp(— sz T2

(B+ CS — Npt )].

FIG. 4 1llustrates an interpretation of this result. More
particularly, a single deterministic on-oil source having the
rate-time plot shown 1n part (1) of the figure 1s conservatively
replaced by a superposition of a constant rate and periodic
impulse function as shown in part (1) of the figure. The
parameter pt, picked using the tightest variance fit to the
Brownian bridge, determines an instantaneous burst that 1s
generated every S units of time, whereas the diflerence
p(T-t) arrives at a constant rate. This 1s a significant
improvement over replacing the entire square wave profile
with which corresponds to the choice t-T.

For a given loss probability L=e™°, we obtain the maxi-
mum number of admissible sources N, as

2B(B + CS)

Np = :
5T D228+ 2BpT

As will be described below, this expression provides
improved results relative to conventional techniques for
determining the admissible region.

Numerical Examples for Homogeneous Traflic

FIGS. 5A through 5D show plots of the maximum number
of connections N as a function of maximum bufler size B for
four example homogeneous tratlic classes, as determined 1n
accordance with the above-described techniques for homo-
geneous trathic. The traflic parameters for each of the four
classes are shown 1n Table 1 below.

TABLE 1
Class r (Mbps) p (Mbps) T (ms) S (ms) Loss
1 0.15 0.3 353 707 1072
p) 0.15 1.5 70.7 707 107~
3 0.15 6.0 1.77 70.7 10~
4 0.15 20 0.53 70.7 1072

The link rate or capacity C for each of these examples 1s
assumed to be 150 Mbps. As 1s apparent from the above
table, the classes are arranged 1n order of increasing bursti-
ness. The plots in FIGS. 5A, 5B, 5C and 5D correspond to
the classes 1, 2, 3 and 4, respectively.

Each of these figures includes a number of individual
curves, which correspond to (1) the above-described Brown-

10

15

20

25

30

35

40

45

50

55

60

65

10

1an bridge approximation (BB) for large bufler size, (2) an
asymptotically exact but computationally diflicult conven-
tional measure (exact), (3) the conventional approach of A.
Elwalid, D. Mitra and R. H. Wentworth (EMW) as described
in the above-cited U.S. Pat. No. 5,838,663, (4) the above-
described approximation for small bufler size (SmallBui),
and (5) a concave envelope of BB and SmallBuf.

The terms “small” and “large” as used herein with regard
to butler size are intended to include without limitation those
bufler sizes for which the respective SmallBuf and BB
approximations provide a good approximation of the exact
measure.

It can be seen that the conventional EMW approach
generally performs well for small butler sizes, but loses 1ts
clliciency for larger bufller sizes, as was mentioned previ-
ously. The Brownian bridge approximation of the present
ivention, however, 1s close to the exact curve for large
bufler size, e.g, buller sizes greater than about 2.5 Mb, as can
be seen from FIG. 5B. Notice that there are certain parts of
the exact curve, e.g., in FIG. 5C, for which the Brownian
bridge approximation 1s not conservative. Apparently, the
conservative bound on the second moment of A(t) i1s not
suflicient 1n these locations, 1n that higher moments play an
important role (particularly when the load 1s relatively low
such that the above-noted central limit regime does not
apply). In general, though, the differences are not very
significant between the BB curve and the exact curve, for
large butler sizes. Moreover, 1t can be seen that the small
bufler approximation captures the exact curve quite well for
small bufler sizes, e.g., bufler sizes less than about 0.5 Mb,
as can be seen from FIG. 5B.

The concave envelope provides a unified approximation.
The portion of the SmallBuf curve for small buller sizes 1s
merged with the portion of the BB curve for large bufler
s1zes, by joining the two portions with a linear segment such
that a concave envelope 1s formed. It 1s apparent that the
concave envelope curve provides a good fit for all of the
example traflic classes, and 1s nearly always still conserva-
tive.

"y

i

Heterogeneous Trailic

The case of heterogeneous trathic will now be considered.
It 1s assumed that there are multiple classes of regulated
sources sharing common resources C and B. The sources are
homogeneous within each class, but may difler in traflic
parameters, ¢.g., DLB parameters, across classes. The dii-
ference 1n parameters generally implies that the determin-
1stic on-oil profiles for each class may have different period
on-times and amplitudes.

In accordance with the invention, we optimally partition
(B, C) into (B,, C,) among the classes, given a fixed number
N. of sources in each class. The term “optimal” 1n this
context refers to maximizing the size of the admissible
region by maximizing N for a given connection mix vector

Ny NK}

7?:{7?1:. jnK}::{Fj cee s N

Partitioning of resources, which can support diverse QoS
requirements by protecting individual classes, generally
loses the multiplexing advantage obtained by sharing across
classes. However, partitioning 1s still very eflicient in the
practical case of small number of classes K, each with large
number of connections N >>K V1.
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We will matially formulate a general version of the
above-noted partitioming problem, followed by a specialized
solution for the Brownian bridge. We conclude this section
by describing the relevance of the partitions to conventional
generalized processing sharing (GPS) and shared bufler
management.

A. Solution to the General Problem

Consider the admissible region specified by

R(C; B; N;)=0;=-log L,

for each class 1 with distinct tratlic parameters. For a given
N., 0, pair, the above equation defines a convex B, versus C,
tradeoll curve (1.e., a buller-bandwidth tradeofl curve, more
generally referred to herein as a buller-capacity tradeoil
curve), for the concave envelope introduced 1n the previous
section, as well as for the small and large bufler approxi-
mations 1ndividually. To find the admissible region we then
seek to maximize N subject to

R:(C:, B;, Nn;) = 8V i, Z C: < C, and Z B: < B.

At the above-noted optimum, all of the loss constraints in
this formulation would hold with equality, as otherwise it
would be possible to reduce B, and/or C, for the correspond-
ing class and thereby admit more connections. The fact that
N needs to be integral may be 1gnored for simplicity, since
this 1s of minor consequence when N>>1. For fixed N, in
particular the optimal value, the bufler size B can be
determined as a function of the other parameters, 1.e.,
B=B.(C, Nn, 9,). Now consider the intermediate problem:

Minimize E B;(C;, Nni;, 0;) subject to Z =< (.

i

This 1s a standard convex minimization to which well-
known Strong-Lagrangian principles can be applied, which
yields the following Kuhn-Tucker conditions:

OB; OR;[0C;
8C;  OR;/0B;

for some global (class-dependent) non-negative Lagrange
multiplier A. It follows that the maximum value of N retains
teasibility of the following conditions for some A, which
represents the slope of each of the B, versus C, tradeoil
curves at the optimal operating point:

Ri(C;, B;, Nn;) = 6;

dB; OR;[0C;
O0C; OR /OB,
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ZCI-*-_:C, Zﬂfc_:ﬁ.

FIGS. 6A and 6B illustrate the solution to the above
optimization problem. FIG. 6A shows an 1so-loss builer-
capacity tradeofl curve corresponding to the above equation
R,(C,, B,, N.)=0, specitying the admissible region for class 1.
The tradeofl curve 1s plotted as B, versus C,, and 1n con-
junction with the plotted delay constraint B,=D.C, defines an
operating region as shown. The tradeofl curve 1ntersects the
B. axis at the maximum average or mean rate r,, and
intersects the C, axis at the peak rate p,. FIG. 6B illustrates
the optimal operating points within the operating region as
determined by the intersection of the C, versus —dB /dC,
curves with the multiplier A.

As idicated above, the operating region 1 FIG. 6A 1s
defined 1n part by a per-class delay constraint of the form
B.<D.C.. Other jointly semi-concave constraints of the form
f{(B,,C,)=0 could be used, without altering the solution
procedure significantly. When the A condition above cannot
be satisfied for all classes, which may happen when

OB; _ 0 B;
max— — < A or min— — > A

SC; aci

within the operating region for some 1, as occurs for two of
the curves in FIG. 6B, we may replace A by the closest
achieved value for class 1, and choose the corresponding
operating point (B, C)) on the tradeofl curve. This implies
that the optimal operating point for this class corresponds to
either the mean rate (or the maximum delay limit when delay
constramned) or the peak rate. The optimal operating point
for each class 1 1s therelfore uniquely specified for given A
when the equation R (C,, B, N.)=0, defining the admissible
region satisfies the above-described convexity property for
cach class.

The multiclass problem has thus been reduced to a two
variable optimization on N, A, which can be solved using a
simple bisection search procedure on A for fixed N followed
by an outer bisection on N. This general procedure 1s used
to obtain the admissible region for the concave fit, but
further simplification 1s possible 1f the Brownian bridge
approximation 1s adequate, as will be described below.

The general procedure 1s applicable to all traflic types
with convex tradeoll curves, of which leaky bucket regu-
lated traflic 1s just an example. In fact, the procedure holds
tfor all trathic types, since the tradeotil curve has been shown
to be convex for all traflic types, as 1s described in the
above-cited U.S. Provisional Application No. 60/244,956,
and 1n an article by K. Kumaran and M. Mandjes, “The
bufler-bandwidth trade-ofl curve 1s convex,” Queueing Sys-

tems, Vol. 38, No. 4, August 2001, pp. 471483, which 1s
incorporated by reference herein.

Thus, it can be shown that the above-noted convexity
holds under more general circumstances, motivated by the
supposition ol “dimimishing returns” in buller-capacity
tradeofls. This refers to the intuitive observation that, for a
fixed number of connections and specified performance
target, one obtains diminishing savings in bandwidth as
bufler space 1s increased, and vice versa. Note that the
tradeofl curves could be obtained by measurements when
traflic characteristics are not available explicitly.
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The above techniques can also be utilized to provide a
control algorithm to achieve the optimal operating point
without explicitly computing the admissible region. The
per-class (B,, C,) tradeoll curves, along with measurements

of buffer and bandwidth utilizations, are the main drivers of 5

this control. By way of example, the following simple
proportional control converges at the unique optimal value
of A, which necessarily exists 1f the problem 1s at all feasible:

Reduce (Increase)r, 1f the bufler utilization i1s higher
(lower) than the bandwidth utilization, by an amount pro-
portional to the absolute difference 1n the utilizations.
Reducing A would decrease the B, and increase C, for every
class, while increasing A does the opposite. Hence the above
proportional control algorithm efliciently reallocates
resources to achieve balanced bufler and bandwidth usage
overall.

It should be noted that the above-described partitioming,
solution neglects possible inter-class sharing of resources,
which could lead to significant inethiciency when the number
of classes 1s large. Alternative embodiments of the invention
could be configured to take such inter-class sharing or
resources 1nto account.

B. Brownian Bridge

Applying the above-described partitioning technique to
this special case, we seek to maximize N subject to

0B, |
Nre (B; + C;S; — p;NmT)) = 6;¥ |, Z C: < C, and Z B; <B.

: i

It can be shown that the necessary convexity conditions hold
here, and that these equations can be solved nearly 1n closed
form, except for numerically solving for A 1n

)
CfAd) —Bg(A) = mﬁ ,

where the optimum value for N 1s given by

for A satistying this equation, and where

2_2
B i Pi T 0; A
) = ZJ b [ L
_ I | nipitid;
- ZaJ 2

@ = Z T?fEPf

S =2A
VA =)

C. Relation to GPS and Bufler Management

The optimal partitioning results described above may be
used to set GPS weights and to perform builer management
in an integrated fashion. More particularly, given the optimal
(B,, C,) split, the GPS weight @, for each class 1 connection
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(assuming per connection queuing) can be set as ¢=C/
(N.C). If the queuing 1s per-class, the weights would be
® =C./C for class 1. However to guarantee QoS require-
ments, the corresponding buller space generally must be
guaranteed as well. This can be accomplished using the
well-known conventional technique of virtual partitioning,
for which the per-class nominal allocations are given by

from the optimal partition. The techniques of the mvention
can thus be used to itegrate GPS, buller management and
admission control 1n a heterogeneous traflic setting, which
has previously proved a challenge.

Numerical Examples for Heterogeneous Traflic

FIGS. 7A and 7B are plots of admissible regions for
two-class heterogeneous traflic, as determined using the
above-described optimal resource partitioning procedure.
The trailic parameters for the class 1 and class 2 traflic of
FIGS. 7A and 7 are those of classes 2 and 3, respectively, of
Table 1 above, such that the loss requirements are selected
as 107 and 1077 respectively.

Each of these figures includes a number of individual
curves, which correspond to (1) the above-described Brown-
1an bridge approximation, (2) a first bounding line formed by
linear fit to corner points of the “exact” approach referred to
in conjunction with FIGS. SA-5D, (3) a second bounding
line formed by linear fit to corner points of the EMW
approach referred to 1n conjunction with FIGS. SA-5D, and
(4) the above-described concave envelope approximation.

It 1s apparent from the figures that the Brownian bridge
and concave envelope approximations of the present inven-
tion improve on the EMW approach. These approximations
also generally correspond well to the results for the exact
approach, while being computationally much simpler. The
discrepancy between the exact and concave envelope curves
in FIG. 7A 1s mainly due to the fact that the bufler space
assumed 1s not yet “large” for the class 2 connections, as
seen by the improved fit 1n FIG. 7B with a larger bufler. In
particular, the Brownian bridge approximation 1s very fast
and reasonably accurate when the cumulative bufler space 1s
large and the delay constraint for individual classes 1s not too
stringent. There 1s also close agreement between the concave
fit and Brownian bridge approximations in terms of the
optimal operating points (B,, C,). It should be noted, how-
ever, that 1n the mtermediate builer range, the concave {it
approximation diflers significantly from the exact results.

The present invention in the illustrative embodiment

described herein provides improved approximations for con-
trolling trathic from homogeneous regulated sources. As was
described above, these approximations also provide the
basis for techniques to optimally partition resources among
heterogeneous classes 1 accordance with the invention.
Advantageously, the techniques of the invention are fast,
accurate, and simple.
The techniques of the invention are suitable for use 1n a
wide variety of communication network applications,
including wireless networks, high-speed multimedia net-
works, Internet Protocol (IP) networks, etc.

As 1indicated previously, the above-described embodi-
ments of the invention are mtended to be illustrative only.
For example, the invention can be implemented 1n a wide
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variety of different data processing devices, using software,
hardware or combinations of software and hardware. In
addition, the admission region approximations and builer-
capacity tradeoil curve optimizations described herein in
conjunction with the illustrative embodiments may be varied
to accommodate the particular requirements of a given
application. Moreover, the invention may be used 1n con-
junction with many different types of QoS guarantees other
than those specifically described herein. These and numer-
ous other alternative embodiments may be devised by those
skilled 1n the art without departing from the scope of the
following claims.

What 1s claimed 1is:

1. A processor-implemented method for controlling the
transmission of packets over a communication link 1n a
network, the method comprising the steps of:
determining a number of packet transmission connections
supportable for a given buller size 1n a node of the
network while maintaining one or more specified qual-
ity of service requirements for packet transmission; and

processing data packets from multiple input sources in the
node of the network based at least in part on the
determined number of supportable connections;

wherein the multiple mput sources comprise homoge-
neous sources;
wherein the determining step comprises determining at
least a portion of a loss curve specilying a decay rate of
packet loss probability as a function of buller size
allocated to a given one of the homogeneous sources,
the loss curve being determined utilizing a first
approximation for a first portion of the curve corre-
sponding to a relatively small builer size and a second
approximation for a second portion of the curve cor-
responding to a relatively large bufler size; and

wherein the first approximation comprises a square root
approximation configured to reflect positive correla-
tions between the homogeneous sources.

2. The method of claim 1 further including the step of
determining an operating point for the network node on a
tradeotl curve which specifies the variation in the bufler size
as a Tunction of the capacity of a link over which the packet
transmission connections are made, the operating point
designating the given buller size and corresponding capacity
for a particular number of connections.

3. The method of claim 1 wherein the determining step
includes modeling the multiple 1nput sources as determin-
1stic on-ofl sources subject to dual leaky bucket regulation,
such that a given source has associated therewith a peak rate
p, a mean rate r and a maximum burst period T.

4. The method of claiam 1 wherein the homogeneous
sources each have the same peak rate p, mean rate r and
maximum burst period T.

5. The method of claim 1 wherein the multiple sources
comprise heterogeneous sources of different types 1, 1=1,
2, ... K, wherein a given source of type 1 has peak rate p,,
mean rate r1, and maximum burst period T, and N, denotes
the number of sources of type 1, and further wherein the
maximum number of supportable connections 1s given by N,
where

N =

i

K
N..
=1
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6. The method of claim 1 wherein the determiming step
includes the determining at least one of a probability of
actual bufler content exceeding a maximum bufler size and
a probability of a packet delay exceeding a specified amount.

7. The method of claim 1 wherein the first approximation
1s g1ven by:

.0 e o)A

N N

where L denotes the packet loss probability, B denotes the
bufler size, C denotes the capacity of the communication
link, o and [ denote constants, and N denotes the maximum
number of supportable connections.
8. A processor-implemented method for controlling the
transmission ol packets over a communication link 1n a
network, the method comprising the steps of:
determining a number of packet transmission connections
supportable for a given bufler size 1n a node of the
network while maintaining one or more specified qual-
ity of service requirements for packet transmission; and

processing data packets from multiple input sources in the
node of the network based at least in part on the
determined number of supportable connections;

wherein the multiple mput sources comprise homoge-
neous sources;

wherein the determining step comprises determining at

least a portion of a loss curve specitying a decay rate of
packet loss probability as a function of bufler size
allocated to a given one of the homogeneous sources,
the loss curve being determined utilizing a first
approximation for a first portion of the curve corre-
sponding to a relatively small builer size and a second
approximation for a second portion of the curve cor-
responding to a relatively large bufler size; and
wherein the second approximation comprises a Brownian
bridge approximation configured to reflect negative
correlations between the multiple sources.

9. The method of claim 8 wherein the second approxi-

mation 1s given by:

b, C) = exp(— N2 (b + C5 — NpT)],

per?

where L denotes the packet loss probability, B denotes the
bufler size, C denotes the capacity of the communication
link, p denotes peak rate, S and T denote time parameters, T
denotes a Brownian bridge parameter, and N denotes the
maximum number ol supportable connections.
10. A processor-implemented method for controlling the
transmission ol packets over a communication link 1n a
network, the method comprising the steps of:
determining a number of packet transmission connections
supportable for a given bufler size 1n a node of the
network while maintaining one or more specified qual-
ity of service requirements for packet transmission; and

processing data packets from multiple input sources in the
node of the network based at least in part on the
determined number of supportable connections;

wherein the multiple mput sources comprise homoge-
neous sources;

wherein the determining step comprises determining at

least a portion of a loss curve specilying a decay rate of
packet loss probability as a function of buller size
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allocated to a given one of the homogeneous sources,
the loss curve being determined utilizing a first
approximation for a first portion of the curve corre-
sponding to a relatively small builer size and a second
approximation for a second portion of the curve cor-
responding to a relatively large builer size; and

wherein the loss curve 1s determined as a concave curve
combination of curves corresponding to the first and
second approximations.

11. The method of claim 5 further including the step of
partitioning a builer size B and link capacity C into (B, C,)
for the 1 different types of sources i conjunction with
maximizing N for a given connection mix vector.

12. The method of claim 11 further including the step of
determining an admissible region specified by:

RAC,B,N;)=0=log L,

for an 1th type of source, where R, denotes the region for the
ith type of source and L, denotes the packet loss probability
for the 1th type of source, so as to define a convex B, versus
C, tradeofl curve for that type of source.
13. A processor-implemented method for controlling the
transmission of packets over a communication link in a
network, the method comprising the steps of:
determining a number of packet transmission connections
supportable for a given bufler size 1n a node of the
network while maintaining one or more specified qual-
ity of service requirements for packet transmission; and

processing data packets from multiple input sources 1n the
node of the network based at least in part on the
determined number of supportable connections;

wherein the multiple sources comprise heterogeneous
sources of different types 1, 1=1, 2, . . . K, wherein a
given source of type 1 has peak rate p,, mean rate r,, and
maximum burst period T, and N, denotes the number of
sources ol type 1, and further wherein the maximum
number of supportable connections 1s given by N,
where

N =

i

K
Ni;
1

wherein a buller s1ze B and link capacity C are partitioned
into (B,, C)) for the 1 different types of sources 1in
conjunction with maximizing N for a given connection
mix vector; and

wherein N 1s maximized subject to:

R/(C;, B;, Nm;) = 8;V i, Z C; < C, and Z B < B.

14. A processor-implemented method for controlling the
transmission of packets over a communication link 1n a
network, the method comprising the steps of:

determining a number of packet transmission connections
supportable for a given bufler size 1n a node of the
network while maintaining one or more specified qual-
ity of service requirements for packet transmission; and

processing data packets from multiple input sources 1n the
node of the network based at least in part on the
determined number of supportable connections;
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wherein the multiple sources comprise heterogeneous
sources of different types 1, 1=1, 2, . . . K, wherein a
given source of type 1 has peak rate p,, mean rate r,, and
maximum burst period T,, and N. denotes the number of
sources of type 1, and further wherein the maximum
number of supportable connections 1s given by N,
where

K
N:ZNI-;

=1

i

wherein a bufler size B and link capacity C are partitioned
into (B,, C)) for the 1 different types of sources in
conjunction with maximizing N for a given connection
mix vector;

wherein an admissible region 1s determined, the admis-
sible region specified by:

R{(C;,B,N;)=0,-log L,

for an 1th type of source, where R, denotes the region for the
ith type of source and L., denotes the packet loss probability
for the 1th type of source, so as to define a convex B, versus
C, tradeofl curve for that type of source; and

wherein an optimal operating point for the node on a
given one of the convex B, versus C, tradeoll curves 1s
given by one of:

OB OR;[dC;
8C;  OR;/0B;

and a corresponding closest achieved value for traffic type 1,
where A denotes a non-negative Lagrange multiplier.

15. The method of claim 14 wherein the optimal operating
point 1s determined 1n accordance with a proportional con-
trol algorithm.

16. The method of claim 15 wherein the proportional
control algorithm reduces A 11 an actual bufler utilization 1s
higher than an actual bandwidth utilization, by an amount
proportional to the absolute diflerence 1n the utilizations, and
increases A 1f an actual bufler utilization 1s lower than an
actual bandwidth utilization, also by an amount proportional
to the absolute difference in the utilizations, such that the
proportional control algorithm converges at the optimal
operating point without determination of an admissible
region.

17. An apparatus for use 1n controlling the transmission of
packets over a communication link in a network, the appa-
ratus comprising:

a memory for implementing at least a portion of a buifler
for a node of the network; and

a processor associated with the memory and operative to
control the transmission of the packets in accordance

with the method of claim 1.

18. A computer-readeable medium storing one or more
soltware programs for use 1n controlling the transmission of
packets over a communication link in a network, wherein the
one or more programs when executed by a processor 1mple-
ment the method of claim 1.
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