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PERFORMANCE EVALUATION OF A
G.DMT-COMPLIANT DIGITAL SUBSCRIBER
LINE SYSTEM

The present application claims priority to U.S. Provisional

patent application Ser. No. 60/239,811 filed on Oct. 12,
2000, entitled ‘“Performance Ewvaluation of Multicarrier

Channels,” by mventors Vlad Mitlin, Tim Murphy, Richard

G. C. Williams, and A. Joseph Mueller, which 1s icorpo-
rated herein by reference in 1ts entirety.

The present application 1s related to application Ser. No.
09/689,367 filed on Oct. 12, 2000, entitled “Method of
Selecting Initialization Parameters for Multi-channel Data

Communication with Forward Error Correction,” by inven-
tors Vlad Mitlin, Tim Murphy and Richard G. C. Wilhhams,
which 1s 1incorporated herein by reference 1n 1ts entirety.

FIELD OF THE INVENTION

The present invention relates to multi-carrier data com-
munications; and, more particularly, to evaluating the per-
formance of multi-carrier channels to select transmission
parameters comprising forward error correction (FEC)
parameters 1n a G.dmt compliant transmission system.

BACKGROUND OF THE DISCLOSURE

Demand for digital subscriber line (DSL) service across
existing twisted pair copper wires between a central office
and a remote location 1s increasing. Typically, DSL services
operate 1 accordance with DSL standards recommended by
the Telecommunication Standardization Sector of the Inter-
national Telecommunication Union (ITU). A family of DSL

Recommendations from the ITU includes: G.992.1,
(G.992.2, G.991.1, G.996.1, G.994.1, G.997.1 and G.995.1.
Recommendation (G.995.1 provides an overview of these
standards. Recommendations (.991.1, G.992.1, G.992.2
have developed techniques for transmitting a range of bit
rates over the copper wires of the local network including
high bit rates at relatively short distances, and lower bit rates
at longer distances. In particular, the G.992.1 and (G.992.2
recommendations are based on asymmetric digital sub-
scriber line technology that has different data rates 1n each
direction of transmission. The G.992.1 recommendation 1s
referred to as G.dmt and requires a splitter, which filters the
voicegrade signals at the remote location. The (G.992.2
recommendation 1s referred to as G.lite and does not require
a splitter. Recommendations (G.994.1, G.996.1 and G.997.1
support the G.992.1 and G.992.2 recommendations by pro-
viding common handshake, management and testing proce-
dures. These standards allow substantial flexibility 1n 1imple-
mentation.

Reed-Solomon encoding 1s a method of forward error
correction used 1 DSL communications to detect and cor-
rect transmission errors, eflectively increasing the signal-to-
noise ratio of the communications channel. By encoding
information, errors may be reduced without decreasing the
data rate. In Reed-Solomon encoding, redundant symbols
are added to information symbols to allow errors to be
detected and corrected. As the number of redundant symbols
increases, a greater level of noise may be tolerated. Among
the transmission parameters to be selected 1n DSL commu-
nications are FEC parameters for Reed-Solomon encoding.
The FEC parameters determine the amount of information
data 1n an information field, and a number of redundancy
symbols that are associated with the information field.
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To 1nitiate a DSL communication session, Reed-Solomon
encoding parameters for forward error correction (FEC) are
selected. During 1nitialization, the channel i1s analyzed and
FEC parameters are determined and exchanged. While the
ITU recommendations proscribe protocols for mitialization,
the ITU recommendations do not describe how the ATU
equipment at the central oflice (ATU-C) or the remote user
location (ATU-R) should act on data produced by the
channel analysis or how the ATUSs should select FEC param-
eters. The recommendations set a bit error rate standard
(BER) of 1077, but provide no guidance on selection of FEC
parameters to most eflectively achieve that bit error rate.
Therefore, a method and apparatus of selecting FEC param-
cters based on available channel analysis data 1s needed. The
FEC parameters should also yield a target bit error rate. The
method and apparatus should select FEC parameters 1n a
G.dmt compliant transmission system.

SUMMARY OF THE INVENTION

A method and apparatus selects forward error correction
parameters in a channel having a plurality of subchannels in
a multicarrier communications system. A signal-to-noise
ratio representing a subset of the subchannels 1s determined.
A number (s) of discrete multi-tone symbols 1n a forward-
error-correction frame, a number (z) of forward-error-cor-
rection control symbols 1n the discrete multitone symbol
associated with the signal-to-noise ratio, a number of sub-
channels associated with the signal-to-noise ratio, and a net
coding gain for different values of s, z, signal-to-noise ratios
and numbers of subchannels 1s stored 1n a table. Forward
error correction parameters of the channel are selected based
on the net coding gain by applying an approximation to a
subset of values 1n the table.

In particular, the method and apparatus are applied to a
DSL system compliant with the G.dmt standard. A subset of
the tables generated for the G.dmt may be used 1n a DSL
system compliant with the G.lite standard.

In another aspect of the invention, a method and apparatus
select forward error correction parameters while optimizing
the bit load of a subchannel. Various relationships are
presented which may be used to determine the optimum bit
load per subchannel by selecting a maximum number of
errors that can be corrected and a size of the information
field of a frame.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a digital subscriber line
(DSL) modem at a central office, transmission line, and DSL
modem at a remote terminal.

FIG. 2 depicts an eight-point G.992.2 signal constellation.

FIG. 3 depicts the 1/w(b) dependence determined from
numerical simulations.

FIG. 4 depicts the 1/m(b) dependence determined from a
method 1n accordance with an embodiment of a method of

the present mvention.

FIG. 5 1s a flowchart of an imitialization procedure in
accordance with an embodiment of the present invention.

FIG. 6 depicts two possible types of the p_(k) behavior
when the maximum number of transmissions k 1s large.

FIG. 7A illustrates data flows of a communications circuit
in accordance with an embodiment of the present invention.

FIG. 7B illustrates data flows of a “no data upstream-no
acknowledgement downstream™ circuit model of the com-
munications circuit of FIG. 7A.
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FI1G. 7C illustrates data flows of a “no data downstream-
no acknowledgment upstream™ circuit model of the com-
munications circuit of FIG. 7A.

FIGS. 8A and 8B depict a relationship between the
channel throughput values 1n the upstream and downstream
directions.

FIG. 9 1s a flowchart of an nitialization procedure in
accordance with an embodiment of the present invention
that specifies a maximum number of transmissions.

FIGS. 10A and 10B 1illustrate an exemplary 1nitialization
protocol in accordance with the 1999 version of the ITU
(5.992.1 Recommendation.

To facilitate understanding, identical reference numerals
have been used, where possible, to desig ate 1dentical ele-
ments that are common to some of the figures.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

L1

The following description has three sections. In section I,
a method of determining forward error correction param-
cters 1n a discrete multi-tone system 1s described. Section 1
also describes the selection of forward error correction
parameters 1n a discrete multi-tone system that uses ARQ.
Section II describes the role of ARQ 1n further detail. In
section III, optimal FEC parameters for G.dmt compliant
asymmetric digital subscriber line systems (ADSL) are

described.

I. Determining Forward Error Correction Parameters in a
Discrete Multi-Tone System

Referring to FIG. 1, a block diagram of an exemplary
discrete multi-tone (DMT) communications system or chan-
nel 20 1s shown. In one embodiment, the DMT communi-
cations system 20 1s a DSL system. The DMT communica-
tions system 20 connects to a core network 22 at a central
oflice 24. The core network 22 may include functions such
as a concentrator, a switch and interfaces to broadband and
narrowband networks. The DMT communications system
20 has a modem 26 at the central oflice 24 and a modem 28
at a remote terminal 30 that are interconnected by a trans-
mission line 32. The modems 26, 28 implement a multicar-
rier transmission method in accordance with the present
invention. The modem 26 at the central office 24 includes a
processor (CPU) 34, a transmitter/receiver (1x/Rx) 36, and
a memory 38, which are interconnected by a bus 39. The
memory 38 stores a modem driver procedure 40 that 1s
executed by the processor 34, tables 42 1in accordance with
various embodiments of the present invention, a bufler 44 to
store at least one frame of data for retransmission 1n certain
embodiments 1f needed, and a maximum number of trans-
missions (MNT) value 46 when ARQ 1s used. At least a
subset of the tables 42 store FEC parameters. The modem
driver procedure 40 includes an initialization procedure 48
that generates the various tables of the present invention. In
an alternate embodiment, the 1nitialization procedure 48 is
not executed once, but may be executed periodically to
monitor the data, update the tables 42, and adjust the FEC
parameters, 1f needed, during system operation. The
memory 38 may be implemented using RAM or ROM, or a
combination thereof. In an alternate embodiment, the
modem driver procedure 40, and/or portions thereof, may be
implemented 1n hardware, for example, using an applica-
tion-specific mtegrated circuit (ASIC).

The modem 28 at the remote terminal 30 includes the
same components as the modem 26 at the central office 24,
and also 1ncludes an external interface 50 to connect to a
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4

computer system. The external interface 50 may be a PCI,
internet, or USB interface. In an alternate embodiment, the
modem 38 1s internal to the computer system.

The communications channel uses a discrete multitone
(DMT) signal to carry data downstream and upstream on the
transmission line 32. The downstream direction 1s from the
central office 24 to the remote terminal 30; and the upstream
direction 1s from the remote terminal 30 to the central office
24. Typically, higher data rates are supported for transmuit-
ting data in the downstream direction than the upstream
direction. The DMT signal comprises multiple subchannels,
cach of which 1s assigned a frequency belonging to a discrete
frequency band. Because individual subchannels operate at
different frequencies, the subchannels may have difierent
operating characteristics. For instance, more power may be
used at higher frequencies. Diflerent numbers of bits may be
loaded on different subchannels in accordance with their
capacity, which depends on frequency, power, signal-to-
noise ratio and other signal and transmission line character-
1stics.

In one embodiment, a method evaluates the performance
of a DMT system that comprises FEC to select FEC param-
cters. In another embodiment, a method evaluates the per-
formance of a DMT system that comprises both FEC and
ARQ to select the FEC parameters and the maximum
number of transmissions. These methods are based on
general analytical results for quadrature amplitude modula-
tion. More particularly, the signal transported by each sub-
channel 1s produced by a quadrature-amplitude-modulation
(QAM) modem. The signals produced by different QAM
modems are combined to provide the DMT symbol for
transmission. As will be shown below, for not very poor
quality DMT channels, DMT channel performance 1is
equivalent to the performance of a single QAM modem with
characteristics dertved from an average taken over all, or
alternately at least a subset of, subchannels. This reduces the
complexity of evaluating the performance of the DMT
channel.

In another embodiment, the method 1s applied to DSL
systems compliant with the International Telecommunica-
tion Union (ITU) Recommendation .992.2 standard. The
(5.992.2 standard specifies allowable sets of Reed-Solomon
code parameters that are applied equally across all subchan-
nels. The optimal coding parameters are found depending on
the signal-to-noise ratio (SNR) distribution over the chan-
nel’s frequency band and on the number of subchannels
used. In an alternate embodiment, the present invention can
be applied to any multi-carrier system.

In yet another embodiment, a relationship between the
output error rate of the system and the coding parameters
selected for a given channel error rate 1s determined. This
relationship 1s used to determine a maximum number of bits
supported by a DMT symbol. In another embodiment, a
“mean-ficld approximation™ 1s applied to reduce the com-
plexity of selecting coding parameters. In another alternate
embodiment, results for the optimization of a (G.992.2-
compliant modem are presented.

1. Analyzing Channel Performance

The performance of the channel will now be analyzed.
Consider data transmission between two modems where a
Reed-Solomon (RS) code 1s used for FEC 1n combination
with a cyclic redundancy check (CRC). Data 1s transmitted
in 1information frames. Each information frame of length N
has an information field of a length of K RS symbols, a CRC
field of a length of C symbols, and a redundancy field of a
length of R symbols. The length of the redundancy field R
determines a maximum number of symbol errors t that the
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Reed-Solomon code can correct. The channel introduces an
error rate of p_ 1nto the RS symbols.

In this description, an information frame with t or fewer
symbol errors will be corrected by FEC. An information
frame with more than t symbol errors will pass through FEC
with remaining errors. The CRC will then detect those errors
and the frame will be retransmitted.

The probability p of an information frame being accepted
by this scheme 1s:

r (2.1)

. (N
=3 pa-n (")

=0

and 1-p 1s the probability of an information frame being
rejected and retransmitted.

The above definition can be generalized if erasures are
used 1n the decoding procedure. If €, positions of supposedly
unrchiable RS symbols (erasures) are made known to the
decoder then a direct consideration of the Reed-Solomon
decoding procedure, yields the following expression for t,
the maximum number of errors that can be corrected by FEC
with redundancy R:

(2.2)

r—{R+1+EF
B 2

The number of erasures cannot exceed the length of the
redundancy field R, 1.e., e, =R. It follows from Equation
(2.2) that R 1s the maximum number of errors corrected by
introducing erasures (reached at ¢, =R); and R=¢,=0 1n the
uncoded case.

The fraction of erroneous RS symbols in the output
stream after all detection, correction and retransmission 1s
performed, the “(RS) symbol error rate” (SER), can be
estimated using Equations (2.1) and (2.2). An mformation
frame at the recerver has errors only 11 the information frame
has not passed through FEC and CRC, without error, after k
transmissions. An information frame with a number of errors
1 greater than the maximum number of correctable errors t
will be encountered 1n the output stream with probability g1
in accordance with the following equation:

(2.3)

. (N
gi =(1-p) ' p,(l - PE)N_I[ ; ]

Equation (2.3) means that more than t errors were found 1n
the frame 1n each of the first k-1 transmissions, and 1>t
errors were found after the last transmission allowed. The
rest ol the output stream 1s error-free. Thus the SER 1s
determined 1n accordance with the following relationship:

| N (2.4)
SER= = ) ig; =
i=t+1
N M N 1!
Z . (N-1 Z | (N
pij'(]‘ _ PE)N [ ] Pie'(l _ pE)N ( ]
i—1 i
i=t+1 1Li=t+1
In Equation (2.4), the maximum number of correctable

errors t 1s determined by Equation (2.2) which accounts for
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6

the possible use of erasures in the decoding scheme. The
SER tends to zero when the maximum number of transmis-
sions k 1s large. When information frames are transmitted
once, the maximum number of transmissions k 1s equal to 1,
and the SER 1s determined 1n accordance with the following
equation:

N (2.9)

. v N =1
SER = E pit—pe™ |
I_

i=t+1

Another useful parameter 1s the average number of trans-
missions v for a frame to reach the output stream. The
average number of transmissions v can be expressed 1n
accordance with the following relationship:

v=1p+2:p(1-p)+ . . . +k'p(1-p)" ' +k-(1-p)* (2.6)

Equation (2.6) means that a frame either 1s good after FEC
at the first, or the second, or the (k—1)” transmission, or the
frame is acknowledged to be non-correctable at the k”
transmission and 1s still passed to the output stream. Sum-
ming the series of Equation (2.6) yields the following
relationship for the average number of transmissions v.

(2.7)

- 1= (kp+ D1 = p)f I —(1-p)f

V =
p

+k(1-p) =

Using Equation (2.7), the average number of transmissions
v 1s equal to 1 when the maximum number of transmissions
k 1s equal to 1.

2. Determination of the Uncoded SER from the SER After
FEC and ARQ

If € represents a specified BER level for the data at the
output of the receiver after demodulation and applying error
control, then the SER level €, 1s determined 1n accordance
with the following relationship:

oy =1-(1-2f 3.1

p

where ¢ 1s the number of bits per RS symbol, and the
coellicient 3 accounts for the eflect of a descrambler. For a
scrambler polynomial with m__. nonzero coeflicients, the
coellicient 3 1s approximately equal to the number of non-
zero coetlicients m__, (p~m_ ). Typically, the number of bits
per RS symbol a 1s equal to eight, and the specified SER
level €_1s equal to 1077, The SER determined in the previous
section (Equations (2.4) and (2.35)) depends on the channel
symbol error rate, p_. In this section, this dependency will be
inverted, 1.e., the channel symbol error rate p_, will be
presented in the form of a function of the SER after FEC and
ARQ. First the channel symbol error rate p_ 1s determined 1n

the case of no ARQ. At the SER level of €,

SER(tK,p_(1,K))=€ _<<1 (3.2)

Using Equation (2.5), Equation (3.2) can be rewritten as
follows:

(3.3)
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1=1/(1+1)
N -1 ]
i— 1

Applying the Burmann-Lagrange method to Equation
(3.3) vields the following equation for the channel symbol

error rate p,:

(N (3.4)

Z Py - pf)”‘*'[

| i=t+1

w(p,) =

P~ WL K)e, /D0 D), Wit K)=w(0) (3.5)
Since
N=K+C+R (3.6)
Equation (3.4) can be rewritten as follows:
K+C+R-— 1\l (3.7)
Wi, K) = [ ”
I
When ARQ 1s considered, Equation (3.3) has the following
form (compare to Equation (2.4)):
< N-1y|[ N
g = p(ErJrl}k ZPL—I—I(I _ PEJN—E( o ] ' |

| i=t+1

Equation (3.8) can be reduced to the following form:

w(pe) =

The solution of Equation (3.9) 1s:

ﬁ+l—1);z ﬁ‘%ﬁ' (3.11)
pe = W(t, K, k)eg + O] &5 ,
W, K, k) = w(0)
1 el (3.12)
K+C+R—1\|TmE[( K +C+ RV
Wt K. k) = [ ]] ( ]
{ r+ 1

When a frame 1s transmitted once (k=1), Equation (3.12)

reduces to the form of Equation (3.7).
The uncoded bit error rate p, corresponding to the channel

symbol error rate p_ 1s found 1n accordance with the follow-
ing relationship:

p=1-(1-py)" (3.13)

that, when combined with Equation (3.11), yields the fol-
lowing equation:

1 Hle

(3.14)
pp=1-(1—p)'¥=1- [1 —W(z, K, k)el™"
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The average number of transmissions v that was calcu-
lated 1n the previous section could also be evaluated using
the approach presented above. The probability p of an
information frame being accepted, defined 1n Equation (2.1),
can be represented as follows:

, N N vy B19)
10 P= ZPLU - PE)N_I[ f ]= 1 —Piﬂzpi‘f‘l(l - PEJN_{ f ]
1=0 i=t+1
Combining Equation (3.15) with Equations (3.11), (3.12),
> and (3.6) yields:
K R Ly (3.16)
P=1-W"( K, k)gg“‘( ner } 1+0[£§‘+”ff] =
I+ 1
20 ]
K+c+K ;
C k
l_[ [+ 1 ES]
]kl (3.8)
(3.9)
Aol (3.10)

Introducing Equation (3.16) mnto Equation (2.7) vields the
following relationship for the average number of transmis-
10118 V:

(3.17)

K+C+R K+C+R W«
= e - (e
r+1 t+1

The Burmann-Lagrange method allows higher-order
terms 1 Equation (3.5) to be obtained. For instance, in the
case when the maximum number of transmissions k 1s equal
to 1 (k=1), the channel symbol error rate p_, can be repre-
sented as follows:

(3.18)

Pe
K+C+R—-1-1
(7 + 1)*

W, K)ed" — W2, K)ed "™ + 07",

W, K) = w(0)

In simulations, applying the second-order correction of
Equation (3.18) for typical (.992.2 parameters yielded no
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more than a 1% change 1n the channel symbol error rate p_.
Thus, at least the second-order and higher terms can be

neglected when finding the channel symbol error rate p_ in
this embodiment. In an alternate embodiment, the second-
order term 1s not neglected, but higher order terms may be
neglected.

The behavior of the channel symbol error rate p,_ at large
values of the maximum number of transmissions k 1s dis-

cussed 1n more detail below 1n subsection 9 of this section.
3. QAM Symbol Error Versus Bit Error

In multicarrier systems, the digital information 1s trans-
formed by the modem 1into an analog form that 1s a sequence
of DMT symbols. A DMT symbol 1s different from a RS
symbol, and may comprise RS symbols. Generally, a DMT
symbol comprises a number of bits that are loaded on all, or
at least a predefined subset, of the subchannels in one
direction during one transmission interval. One second of a
DMT symbol may include an average of about 4,000 data
carrying DMT symbol transmission intervals. Typically, 1n a
DMT frame, 68 data carrying DM'T symbols are followed by
a synchronization symbol.

Each DMT symbol bears information in the form of an
array ol zeroes and ones, comprising several b.-sized sub-
arrays. In a DMT symbol, each sub-array is associated with
a subchannel, and corresponds to a QAM wavelorm repre-
senting a 2”-point constellation. The DMT symbol wave-
form 1s the superposition of these QAM wavetorms. The
channel 1tself i1s characterized by a set of signal-to-noise
ratios {y,}, where vy, is the signal-to-noise ratio at the i”
carrier frequency, i.e., associated with the i”” subchannel.
Although most DMT implementations constrain each b, to
be an integer, theoretically, there 1s no need for this restric-
tion. However, 1 practice, each DMT symbol carries an
integer number of bits.

Assuming that equal error protection 1s applied, the num-
ber of bits associated with the i’ subchannel b, is determined
as follows: for each subchannel, the bit error rate does not
exceed the BER level prior to decoding and retransmission
p,. However, the standard QAM error determination proce-
dure yields the QAM symbol error rate rather than the bit
error rate required.

An average fraction of erroneous bits 1n an erroneous
b,-sized QAM symbol is represented as w(y,, b,). If py 4,
(v..b.) 1s the QAM symbol error rate, the bit error rate, for
this QAM symbol, 1s equal to pg AY,.b)w(y,b,). In a
multicarrier system, for each subchannel, the following
relationship holds:

pQAM(Yi:bf)m(Yf:bf){::pb: (41)
where p, 1s given by Equation (3.14). To improve perior-
mance, the number of bits associated with the 1” subchannel
b, should maximize the left hand side of Equation (4.1).

An expression for the average fraction of erroneous bits as
a Tunction of the signal-to-noise ratio and the number of bits
per subchannel w(y, b,) will now be determined. The
problem 1s formulated as follows: assuming that a b-sized
subchannel 1s 1n error, determine the average fraction of bits
in error in such a subchannel, w(y, b). In one embodiment,
the average fraction of erroneous bits w(y, b) 1s determined
at a sulliciently large signal-to-noise ratio (1.e., far enough
from the channel capacity value). In this case, the average
fraction of erroneous bits w(y, b) 1s essentially independent
of the signal-to-noise ratio vy, and computing the average
fraction of erroneous bits w(b) 1s geometrical, as described
below.
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Retferring to FIG. 2, an 8-point G.992.2 constellation 1s
shown. Consider an arbitrary 2” signal constellation on a
square lattice, for example, 1n FIG. 2, b 1s equal to three. Let
a, be the binary representation of the label for the i” point of
the constellation. Let i, represent the coordination number
of the i”” point, i.e., the total number of its nearest neighbors
in the constellation. In FIG. 2, the coordination number 1s
equal to 3 for each of the four internal points and 1s equal to
1 for each of the four external points of this constellation.
The average fraction of erroneous bits w(b) 1s determined 1n
accordance with the following relationship:

4.2
dp(a;, a;) (5.2

>

Q.
w(b) = 5. 0b S: )
=1 j#

i

Here d. (¢, *) 1s the Hamming distance between two binary
vectors, and the mnermost summation 1 Equation (4.2) 1s
performed over the nearest neighbors of the point 1.

In one embodiment, for the first few values of b, com-
puting the average fraction of erroneous bits w(b) can be
performed manually. In an alternate embodiment, comput-
ing the average fraction of erroneous bits w(b) 1s performed
by a processor. Table 1, below, shows some values for
constellations used 1n the (5.992.2 standard. Results obtained
using Equation (4.2) are compared with the results of direct
numerical sitmulations of data transmission 1n a single QAM
channel.

TABLE 1

Values of w(b) at b=6.

w(b) w(b) Error between Equation (4.2)

b (Equation (4.2))  (sumulations) and simulations (%)

1 1 1.0000 0

2 0.5 0.5000 0

3 0.528 0.5157 2.3

4 0.323 0.3394 5.0

5 0.358 0.3601 0.8

6 0.256 0.253% 0.9

Referring to FIG. 3, numerical simulations show that for
(.992.2 constellations, 1/m(b) 1s well approximated by a
linear function. Linear regression analysis of the 1/m(b) data
yielded the following relationship:

1/ (h)=0.465+0.83 (4.3)

FIG. 4 shows a graph of 1/m(b) computed using Equation
(4.2) for G992.2 constellations. Linear regression analysis of
1/wb) computed with Equation (4.2) vielded the following
relationship:

U (b)=0.52b+0.64 (4.4)

In both cases the average fraction of erroneous bits w(b) 1s
approximately equal to 2/b at large b. The small difference
between the two cases 1s attributable to the effect of non-
nearest neighbors.

Based on the above consideration, in another embodi-
ment, the following correlation i1s used to approximate

1/m(b):

o(b)=(2b+3)/4

(4.5)

Equation (4.5) provides the asymptotic behavior observed
above (1.e., the average fraction of erroneous bits w(b)~2/b
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at large values of b). The choice of the free term 1n the
numerator on the right hand side of Equation (4.5) vields,
among all 1/m(b) correlations of the kind of Equations (4.3)
or (4.4), the best representation of 1/w(b) simultaneously at
b=1 and b=2.

4. The Bit Load Equation

A relationship for determining the bit load of a subchannel
as a function of at least a subset of forward error correction
parameters will now be described. Considering the DMT
symbol as the superposition of n QAM wavelorms, the size
of a DMT symbol 1n bits B, .+ 1s determined 1n accordance
with the following relationship:

(5.1)

Bpur = ZH: b;
=1

The expression for the QAM symbol error rate, p 4y, 18
determined as follows:

Poand byt y=1-[1-(1-272)erfe(V3- 1071925 1-2)))7 (5.2)
where v, 1s the signal-to-noise ratio of the QAM waveform
in the i” subchannel. The uncoded bit error rate p, is
determined 1n accordance with the following relationship:

Pb:PQAM(bf:Yf)m(bf) =w(b,)(1 —27"erfe
(V3-10Y/10/(25+L_0)) 2~ (1-272)erfe
(V3-10%10/ 2k 2))]

(5.3)

Equating the uncoded bit error rate p,, as defined 1n
Equation (3.3), and the bit error rate found from Equation
(3.14) vields the following equation for determiming the
optimum bit load per subchannel 1n a system with FEC:

1 Nl (5-4)
1—(1—W(r, K)£§+1] —

w(b:(r. K)(1 — z—f’f“ﬁ}f’?)erfc(\/ 3. 1073110 / (2bi KM+ _ 9) ) x

[2 —(1 - Q—bi(“m{z)etfc(\/?) 10710 f(2bi KL _ D) )]

To determine the optimum bit load, Equation (5.4) 1s solved
numerically for values of t and K. Likewise, 1in a system with
ARQ as well as EEC, the optimum bit load per subchannel
1s determined in accordance with the following equation:

1 Nle (5.3)
1 — {1 - W, K, k).gg””*"f} —

w(bi(t, K, k)(1 = 27 bi®K&/2 )Erﬁ:(\/ 3. 10710 j (ki Kkl _ ) ) x

[2 (- Q—bj(r,!{,k}ﬂ)grfc(\/?) 1 QVI10 f (Dbi{eK AL _ ) )]

The net coding gain G, 1n bits/DMT symbol (the excess
information transierred in one DMT symbol due to FEC) 1s
determined 1n accordance with the following relationship:

K K

B (5.6)
K+ Crpoomr(h R) = s

G,(t, K) = Bpur(0, K)
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Equation (5.6) takes the FEC redundancy into account. The
(5.992.2 standard calls for the channel data rate to be
transierred. Therefore the line coding gain G,, that 1s, the
total increase 1n the number of bits to be sent, 1s determined
in accordance with the following relationship:

G, K)=Bpp A L,K)=B ppsr(0.K)

Equations (5.6) and (5.7) are modified when ARQ 1s
applied. When ARQ 1s applied, B, ,{t,K,k) 1s used rather
than B, At,K); and B, {t,K k) 1s divided by the average
number of transmissions v defined 1 Equations (2.7) and
(3.17). The role of ARQ will be discussed below 1n section
I1, together with the quantitative analysis of the performance
of an embodiment of a DMT system with ARQ. In one
embodiment, since the procedure described yields fractional
values for b, an additional adjustment i1s applied. Such
adjustment replaces the obtained b, values by their integer
parts |b,|. Then a re-distribution of excess in b, over all
subchannels 1s performed.

5. ‘Mean-Field Approximation’ for Performance Evalua-
tion of Multicarrier Channels

In another embodiment, a “mean-field approximation™ for
the number of bits of a DMT symbol 1n a channel 1s applied.
The mean-field approximation 1s 1n accordance with Equa-
tion (6.1) as follows:

(5.7)

- (6.1)
Bpuyr = Z D(yi) = Regr O(Yerr ).
i—1

The eftective number ot subchannels is represented by n_
the effective signal-to-noise ratio for the channel 1s repre-
sented by v_4 and the effective number of bits per subchan-
nel 1s represented by b(y_,). The mean-field approximation
reduces the complexity of the channel performance evalu-
ation. In Equation (6.1), the eflective number of subchannels
n,-and the eftective signal-to-noise ratio y,,-are respectively
determined in accordance with the following relationships:

efr = Z 1, and (62)

Viyr

(6.3)

where v* 1s the threshold signal-to-noise ratio below which
no mnformation 1s passed through the channel. Therefore, 1T
the signal-to-noise ratio of a subchannel does not exceed a
predetermined threshold value v* for the channel, that
subchannel 1s not used.

Referring to FIG. §, a flowchart of a method of evaluating
channel performance uses approximations (6.1)(6.3). In
one embodiment, the flowchart of FIG. 5 1s implemented 1n
the imtialization module 48 of the modem driver 40 (FIG. 1).
In step 50, a number of information bits to be supported by
a subchannel for allowable sets of FEC parameters, prede-
termined effective signal-to-noise ratios vy, and associated
effective numbers of subchannels n_g, 1s determined. For
these values of vy, and n_s Equation (5.4) 1s solved at
different allowable values of the maximum number of
correctable errors t and the size of the information field K;
this solution, combined with Equation (6.1), yields the
maximum number of information bits able to be supported
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by a DMT symbol within the system’s constraints. In one
embodiment, this information 1s stored in a table. In an
exemplary table shown 1n Table 2, below, multiple columns
compare different embodiments of determining a number of
information bits to be supported by a DMT symbol. In step
51, measurements of the channel signal-to-noise ratio are
made at different carrier frequencies associated with each
subchannel; and at the same time, a total number of “work-
ing”” subchannels, that 1s, the eflective number of subchan-
nels n_g (Equation (6.2)) 1s determined. To measure the
signal-to-noise ratio, the modem sends a predetermined
signal pattern to 1ts peer modem. In one embodiment, the
predetermined signal pattern 1s a pseudorandom signal hav-
ing a predefined spectrum. In step 352, an eflective signal-
to-noise ratio for the channel 1s determined based on the
measured signal-to-noise ratio and the eflective number of
subchannels n_zusing Equation (6.3). In step 53, a maximum
net coding gain over allowable sets of FEC parameters 1s
determined. In one embodiment, the table generated 1n step
50 1s 1teratively accessed for each allowable set of FEC
parameters based on the value of the effective number of
subchannels and the effective signal-to-noise ratio to retrieve
the associated number of bits per subchannel. The net coding
gain per subchannel for each allowable set of FEC param-
eters 1s determined 1n accordance with Equation 6.4 below:

G, (t, K) K
- K+C+R

(6.4)
b(YEﬁﬂ 0, K).

gﬂ(ra K) = b(?jfﬁa Ia K) -

Refr K+C

In step 54, one or more FEC parameters are selected based
on the maximum net coding gain per subchannel g . The
selected FEC parameters yield the largest, 1.e., the maxi-
mum, value of the net coding gain as determined in accor-
dance with Equation (6.4).

In step S35, the corresponding line coding gain g, i1s
determined based on the forward error correction parameters
that provide the maximum net coding gain g . The line
coding gain per subchannel g, 1s determined 1n accordance
with the following relationship:

Gy(t, K) (6.5)

Hfﬁ

g.‘f(ra K)E :b(?ifﬁa Ia K)_b(YEﬁa 05 K)

In step 56, the line coding gain, and the one or more FEC
selected parameters are transmitted to the peer modem.

Alternately, the signal-to-noise ratio could be an estimate,
directly or indirectly from the measured channel noise
characteristics, or other information that can be correlated to
signal-to-noise information. In another alternate embodi-
ment, rather than using the signal-to-noise ratio, another
characteristic that i1s proportional, either directly or indi-
rectly, to the signal-to-noise ratio 1s measured and converted
to a signal-to-noise ratio. Alternately, the other characteristic
1s used rather than the signal-to-noise ratio.

The validity of the mean-field approximation for multi-
carrier channels with FEC and ARQ 1s not obvious because
the bit load Equation (5.4) (or, more generally, Equation
(5.5)) provides a nonlinear relationship between the number
ol bits per subchannel and the signal-to-noise ratio. As will
be shown 1n the next section, for a typical, not a poor quality,
channel the mean-field approximation 1s valid.
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6. An Approximate Solution of the Bit Load Equation

An approximate solution of the bit load Equation (5.5) for
small values of the target symbol error rate €. will now be
described. Bit load Equation (5.5) can be rewritten 1n the

following form:

___l__ UQ: (71)
1 —[1 — W@, K, k)ag”““"]

L=\ 1-

w(D)
1 — 252

Erfc(\/ 15-10719/(2 - 1) |

At small values of the target symbol error rate €_, Equation
(7.1) can be rewritten as follows:

1 1/ex

1 (7.2)
] — [1 —W(i, K, ke~

E?)fﬂ'(\/ 1.5 IOTHD/(QE? _ 1) ) — 2@(5)(1 . 2—bf2)

Also, at small values of €, (which 1s equivalent to small
values of the right hand side of Equation (7.2)), the follow-
ing asymptotic can be applied:

.2
erfe(x) = \/1; eXpl—Y )[1 + O(x‘z)], as X = oo
which yields:
) _ b2 2 (73)
Xexpx = Sw O —2 ) _2,x:3-10wm/(2’£"—1)

1 1/ex
7|1 —[1 — W, K, kel™"

When the value of the right hand side of Equation (7.3) 1s

large (or small €_), the asymptotic solution of Equation (7.3)
yields:

(7.4)
82 (b)(1 — 2722y

‘ 1 el
7|l - [1 —- W, K, k)ggmk]

82 (b)(1 — 27b/2y*
) 1 l,’-:?r:‘2
7|l — [1 —W(t, K, k)el"

In In

At small values of €_ and at 1<b<b__, where b, 1s the
maximum bit load per subchannel allowed, replacing the

m(b)(1-27"2) term in Equation (7.4) by its mean value,

(7.5)

bﬂlﬂK

(w(b)) = L w(b)(1 =277 db,

bma:a; 1
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yields:
w (7.6)
3. 10710 ., f (BN /7
w_1 1 e |
1 — [1 - W, K, k)gg‘“}k]
H)V'3 “
In In WONBIZ | i
4 '“l—' f&f ;-
] — [1 — Wiz, K, kel
or
10
1 + - > 10ﬂ r w, = 10b]0g2 (77)
a-{wbHV8/m a-{ewbHV8/m
21n¢ 1 — In In¢ — In2
W, K, ksl W, K, kel TR

Applying Equation (3.1) to Equation (7.7) yields an approxi-

mate solution of Equation (5.5) TABLE 2-continued

b=[y+®(y,1,K k,€)]/10 log 2, (7.8) 2° Results of computing the number of bits per subchannel by
SNR v in decibels, and the number of correctable
where symbol errors t when e=10"", p=3,
a=8, C=0, k=1, K=16, e.=0
v, dB b (Equation (5.4)) b (Equation (7.9)) b (Equation (7.11)
Oy, 1, K, k, €) = (7.9) 30
20 3.486503e+000 3.519514e+000 3.387883e+000
25 5.066853e+000 5.091785e+000 5.048847e+000
30 6.711104e+000 6.723528e+000 6.709811e+000
35 R.376005e+000 R.375127e+000 R.370775e+000
) oo W 40 1.004683e+001 1.003312e+001 1.003174e+001
10log| 107710 & S _ 35 45 1.171884e+001 1.169314e+001 1.169270e+001
AU (BHVE /7 50 1.339061e+001 1.335381e+001 1.335367e+001
2log 1 — =1
“ Wz, K, k)as]B)e+Dk #
: : 10 1.442432e+000 1.475946e+000 R.332226e-001
oe 1o Al w(bHVS /7 i g( lﬂgﬁ?] 15 2.674824e+000 2.729902e+000 2.494187e+000
k S 08 . 2 a0 20 4.183037e+000 4.233935e+000 4.155151e+000
W, K, K)(ae/BTE ‘ 25 5.808428e+000 5.841497e+000 5.816115e+000
30 7.473964e+000 7.485154e+000 7.477079e+000
35 9.151482e+000 9.140601e+000 9.138043e+000
: : : 40 1.083170e+001 1.079982e+001 1.079901e+001
To assess the accuracy of this approximation, the values .for 45 19511714001 1 24602 36+001 1 245907e+001
the number of bits per subchannel b found from Equation 50 1.419067e+001 1.412102e+001 1.412094e+001
(7.8) when information frames are transmitted once (k=1) =2
were compared to the results of numerically solving Equa- 1.700372e4000  1.754104e+000 1.246814+000
{10n (54) The length Of ‘[he lllfOI'IllElthll ﬁeld K was Varled 15 3.014947e+000 3 ORK 24 6e+000 2 9077 78e+000
between 8 and 256; the number of correctable symbol errors 20 4.566292e+000 4.628288e+000 4.568742e+000
t was varied between 0 and 8, and the signal-to-noise ratio 25 6.212193e+000 6.248803e+000 6.229706e+000
: _ 50 30 7.889203e+000 7.896737e+000 7.890670e+000
v was varied between 10 and 50 dB,, the number of erasures 25 0 57AR6Rer000 0 55355501000 0 55163401000
e, was set equal to 0 and the maximum number ot bits per 4 1.126188e+001 1.121321e+001 1.121260e+001
subchannel b, __ was set equal to 15. The results for infor- 45 1.294799e+001 1.287375e+001 1.287356e+001
mation field lengths of K=16, 64, and 256 are presented 50 1.463259e+001 1.453459¢+001 1.453453e+001
below; 1n Tables 2, 3 and 4, respectively. =3
55
10 1.882021e+000 1.952292e+000 1.520995e+000
TABLE 2 15 3.246027e+000 3.332763e+000 3.181959e+000
. . 20 4.822975e+000 4.892337e+000 4.842923e+000
Results of computing the number of bits per subchannel by 25 6.481902e+000 6.519697e+000 6.503887e+000
SNR v in decibels, and the number of correctable 30 R.167044e+000 R.169870e+000 8.164851e+000
Symbc’; crrs tkwfeﬁ ?0 =g’=3= 60 35 9.859003¢+000 9.827404e+000 9.825815e+000
A=, =, X, A 0, 6 40 1.155151e+001 1.148728e+001 1.148678e+001
. . . 45 1.324266e+001 1.314790e+001 1.314774e+001
dB b (Equation (5.4 b (Equation (7.9 b (Equation (7.11
I (Bquation (54)) b (Equation (7.9)) (Equation (7.11) 50 1.493198e+001 1.480876e+001 1.480871e+001
t=0 =4
10 1.023323e+000 1.033354e+000 6.595484—-002 65 10 2.019598e+000 2.103366e+000 1.721201e+000
15 2.078584e+000 2.107755e+000 1.726919e+000 15 3.417397e+000 3.514295e+000 3.382165e+000
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TABLE 2-continued TABLE 3-continued

Results of computing the number of bits per subchannel by
SNR v and number of correctable symbol errors t;
. e=10~7, B=3. a=8, C=0, k=1, K=64, =0

Results of computing the number of bits per subchannel by
SNR v in decibels, and the number of correctable

symbol errors t when e=10"", p=3,
a=8, C=0, k=1, K=16, ¢.=0

v, dB b (Equation (5.4)) b (Equation (7.9)) b (Equation (7.11)

b (Equation (7.9)) b (Equation (7.11)

v, dB b (Equation (5.4))

45 1.171884e+001 1.169314e+001 1.169270e+001
20 5.011948e+000 5.086235e+000 5.043129e+000 50 1.339061e+001 1.335381e+001 1.335367e+001
253 6.680380e+000 6.717864e+000 6.704093e+000 10 t=1
30 8.371915e+000 8.369426e+000 8.365057e+000 —
35 1.006908e+001 1.002740e+001 1.002602e+001 10 1.380088e+000 1.409355e+000 7.278630e-001
40 1.176625e+001 1.168742e+001 1.168699e+001 15 2.590019e+000 2.640925e+000 2.388827e+000
45 1.346173e+001 1.334809e+001 1.334795e+001 20 4.086176e+000 4.134372e+000 4.049791e+000
50 1.515514e+001 1.500896e+001 1.500891e+001 25 5.706040e+000 5.738042e+000 5.710755e+000
t=35 15 30 7.368719e+000 7.380404e+000 7.371719e+000
35 9.044357e+000 9.035435¢+000 9.032683¢+000
10 2.128722e+000 2.223564e+000 1.875960e+000 40 1.072307e+001 1.069452e+001 1.069365e+001
15 3.551468e+000 3.656154e+000 3.536924e+000 45 1.240176e+001 1.235489e+001 1.235461e+001
20 5.159179e+000 5.236668e+000 5.197888e+000 50 1.407951e+001 1.401566e+001 1.401558e+001
253 6.835082e+000 6.871229e+000 6.858852e+000 =2
30 8.531920e+000 8.523742e+000 8.519816e+000 —
35 1.023355e+001 1.018202e+001 1.018078e+001 20 10 1.590612e+000 1.635235e+000 1.074767e+000
40 1.193478e+001 1.184214e+001 1.184174e+001 15 2.872149e+000 2.937526e+000 2.735731e+000
45 1.363408e+001 1.350283e+001 1.350271e+001 20 4.406298e+000 4.463611e+000 4.396695e+000
50 1.533110e+001 1.516371e+001 1.516367e+001 25 6.043853e+000 6.079157e+000 6.057660e+000
=6 30 7.716011e+000 7.725457e+000 7.718624e+000
- 35 9.398120e+000 9.381752e+000 9.379588e+000
10 2.218107e+000 2.322096e+000 2.000210e+000 25 40 1.108211e+001 1.104124e+001 1.104055e+001
15 3.660232e+000 3.770930e+000 3.661174e+000 45 1.276549e+001 1.270173e+001 1.270152e+001
20 5.278323e+000 5.357757e+000 5.322138e+000 50 1.444756e+001 1.436255e+001 1.436248e+001
253 6.960372e+000 6.994461e+000 6.983102e+000 t=3
30 8.661754e+000 8.647668e+000 8.644066e+000 —
35 1.036729e+001 1.030617e+001 1.030503e+001 10 1.736960e+000 1.793885e+000 1.303034e+000
40 1.207214e+001 1.196635e+001 1.196599e+001 30 15 3.061986e+000 3.137968e+000 2.963998e+000
45 1.377485e+001 1.362707e+001 1.362696e+001 20 4.618748e+000 4.682277e+000 4.624962e+000
50 1.547513e+001 1.528796e+001 1.528792e+001 25 6.267338e+000 6.304298e+000 6.285926e+000
=7 30 7.945969e+000 7.952726e+000 7.946891e+000
- 35 9.632857¢+000 9.609702¢+000 9.607855€+000
10 2.293082e+000 2 404677e+000 2.102716e+000 40 1.132092e+001 1.126940e+001 1.126882e+001
15 3.750818e+000 3.866169e+000 3.763680e+000 15 45 1.300799e+001 1.292997e+001 1.292978e+001
20 5.377404e+000 5.457848e+000 5.424644e+000 50 1.469349¢+001 1.459081e+001 1.459075e+001
253 7.064667e+000 7.096191e+000 7.085608e+000 t=4
30 8.770026e+000 8.749927e+000 8.746572e+000 —
35 1.047906e+001 1.040860e+001 1.040754e+001 10 1.847831e+000 1.914864e+000 1.470293e+000
40 1.218715e+001 1.206884e+001 1.206850e+001 15 3.202981e+000 3.287174e+000 3.131257e+000
45 1.389295e+001 1.372957e+001 1.372946e+001 4 20 4.775339e+000 4.843372e+000 4.792221e+000
50 1.559619e+001 1.539046e+001 1.539043e+001 25 6.431868e+000 6.469558e+000 6.453185e+000
=8 30 8.115460e+000 8.119347e+000 8.114150e+000
— 35 9.806189¢+000 9.776759+000 9.775114e+000
10 2.357129e+000 2.475092e+000 2.189042e+000 40 1.149761e+001 1.143660e+001 1.143608e+001
15 3.827787e+000 3.946737e+000 3.850006e+000 43 1.318776e+001 1.309721e+001 1.309704e+001
20 5461514e4000  5.542266e+000 5.510970e+000 . 5—05 148761 3e+001 L475806e+001 L.475801e+001
253 7.153296e+000 7.181904e+000 7.171934e+000 =
> 8.802192e+000 8.830059e+000 5.852858e+000 10 1.936416e+000 2.011941e+000 1.600862e-+000
33 L.0574357e+001 1.049486e+001 1.049586e+001 15 3.314121e+000 3.404898e+000 3.261826e+000
40 1.228542e+001 1.215514e+001 1.215483¢+001 20 4.898184e+000 4.969586e-+000 4.922790e-+000
4 1.3924046+001 1.381589e+001 1.381579e+001 25 6.560892¢+000 6.598717e+000 6.583754e-+000
35 0. 9424966+000 0. 907186e+000 9 905682e+000
40 1.163679e+001 1.156712e+001 1.156665e+001
45 1.332960e+001 1.322776e+001 1.322761e+001
TABIE 3 50 1.502047e+001 1.488862e+001 1.488857e+001
t=6
Results of computing the number of bits per subchannel by 55
SNR v and mumber of correctable symbol errors t; 10 2.009799e+000 2.092586e+000 1.707135e+000
e=10""7, B=3, a=8, C=0, k=1, K=64, e =0 15 3.405282e+000 3.501466e+000 3.368099e+000
20 4.998621e+000 5.072585e+000 5.029063e+000
v, dB b (Equation (5.4)) b (Equation (7.9)) b (Equation (7.11) 25 6.666381e+000 6.703933e+000 6.690027e+000
30 8.357451e+000 8.355403e+000 8.350991e+000
t=0 o 33 1.005423e+001 1.001335e+001 1.001196e+001
40 1.175105e+001 1.167336e+001 1.167292e+001
10 1.023323e+000 1.033354e+000 6.595483e-002 45 1.344621e+001 1.333402e+001 1.333388e+001
15 2.078584e+000 2.107755e+000 1.726919e+000 50 1.513931e+001 1.499489¢+001 1.499485e+001
20 3.486503e+000 3.519514e+000 3.387883e+000 t=7
23 5.066853e+000 5.091785e+000 5.048847e+000 -
30 6.711104e+000 6.723528e+000 6.709811e+000 10 2.072198e+000 2.161278e+000 1.796228e+000
35 8.376005e+000 8.375127e+000 8.370775e+000 65 15 3.482210e+000 3.582909e+000 3.457192e+000
40 1.004683e+001 1.003312e+001 1.003174e+001 20 5.083181e+000 5.159108e+000 5.118156e+000



y, dB

25
30
35
40
45
50

t=%

10
15
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vy, dB

t=0
10
15
20
25
30
35
40
45
50
=1
10
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20
25
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35
40
45
50
t=2
10
15
20
25
30
35
40
45
50
=3
10
15
20
25
30
35
40
45
50
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Results of computing the number of bits per subchannel by

SNR v and number of correctable symbol errors t;
e=10"", p=3. a=8., C=0, k=1, K=64, e=0

b (Equation (5.4))

0.755215e+000
8.4492°76e+000
1.014855e+001
1.184763e+001
1.354491e+001
1.524002e+001

2.126311e+000
3.548521e+000
5.155948e+000
0.831685e+000
8.528404e+000
1.022993e+001
1.193107e+001
1.363028e+001
1 532722e+001

b (Equation (7.9))

6.792196e+000
8.444232e+000
1.010236e+001
1.176243e+001
1.342311e+001
1.508398e+001

2.220906e+000
3.653040e+000
5.233375e+000
6.867875e+000
8.5203068e+000
1.017864e+001
1.183876e+001
1.349945e+001
1 516033e+001

TABLE 4

b (Equation (7.11)

6.779120e+000
8.440084e+000
1.010105e+001
1.176201e4+001
1.342298e+001
1.508394e+001

1.872578e+000
3.533542e+000
5.194506e+000
0.855470e+000
8.516434e+000
1.017740e+001
1.183836e+001
1.349933e+001
1 516029e+001

Results of computing the number of bits per subchannel by

SNR v and number of correctable symbol errors t;

e=10"7, p=3, a=8, C=0, k=1

, K=256, e =U

b (Equation (5.4))

1.023323e+000
2.078584e+000
3.486503e+000
5.066853e+000
0.711104e+000
8 376005e+000
1.004683e+001
1.171884e+001
1.339061e+001

1.321766e+000
2.509617e+000
3.993768e+000
5.608182e+000
7.2068129e+000
8 942023e+000
1.061938e+001
1.229688e+001
1.397355e+001

1.489501e+000
2.738121e+000
4.254959e+000
5.884349e+000
7.552008e+000
9.230963e+000
1.091235e+001
1.259339e+001
1.427330e+001

1.603410e+000
2.888938e+000
4.425172e+000
6.063724e+000
7.736449e+000
9 418964e+000
1.110330e+001
1.278698e+001
1.446933e+001

b (Equation (7.9))

1.033354e+000
2.107755e+000
3.519514e+000
5.091785e+000
6.723528e+000
8 375127e+000
1.003312e+001
1.169314e+001
1.335381e+001

1.347296e+000
2.556713e+000
4.039443e+000
5.639132e+000
7.280165e+000
8 934°768e+000
1.059372e+001
1.225404e+001
1.391480e+001

1.526392e+000
2.796415e+000
4.307899e+000
5.918177e+000
7.562735e+000
9 218472e+000
1.087778e+001
1.253822e+001
1.419902e+001

1.649059e+000
2.955228e+000
4.483036e+000
6.099199e+000
7.745701e+000
9 402062e+000
1.106157e+001
1.2772207e+001
1.438289e+001

b (Equation (7.11)

0.595483e-002
1.726919e+000
3.387883e+000
5.048847e+000
6.709811e+000
8 370775e+000
1.003174e+001
1.169270e+001
1.335367e+001

0.269971e-001
2.287961e+000
3.948925e+000
5.609889e+000
7.270853e+000
8 931817e+000
1.0592778e+001
1.225375e4+001
1.391471e+001

9.112276e-001
2.572192e+000
4.233156e+000
5.894120e+000
7.555084e+000
9 216048e+000
1.087701e+001
1.253798e+001
1.419894e+001

1.095108e+000
2.756072e+000
4.417036e+000
6.078000e+000
7.738964e+000
9 399928e+000
1.106089e+001
L.272186e+00_h
1.4382&82e+001

10
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65

y, dB b (Equation (5.4))
t=4

10 1.688664e+000
15 2.999838e+000
20 4.54941 8e+000
25 6.194450e+000
30 7.870942e+000
35 9 556219e+000
40 1.124290e+001
45 1.292871e+001
50 1.461303e+001
t=5

10 1.756376e+000
15 3.086842e¢+000
20 4.646420e+000
25 6.296422e+000
30 7.975916e+000
35 9 663461e+000
40 1.135210e+001
45 1.303969e+001
50 1.472567e+001
t=6

10 1.812352e+000
15 3.158104e+000
20 4.725595e+000
25 6.379614e+000
30 8.061607e+000
35 9 751084¢e+000
40 1.144140e+001
45 1.313054e+001
50 1.481796e+001
t=7

10 1.859971e+000
15 3.218288e+000
20 4.792287e+000
25 6.449669e+000
30 8.133810e+000
35 9 824973e+000
40 1.151678e+001
45 1.320728e+001
50 1.489599e+001
t=8

10 1.901361e+000
15 3.270290e+000
20 4.849793e+000
25 6.510069e+000
30 8.196094e+000
35 9 8EE760e+000
40 1.158190e+001
45 1.327363e+001
50 1.496349e+001

TABLE 4-continued
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Results of computing the number of bits per subchannel by

SNR v and number of correctable symbol errors t;
e=10"", B=3. a=8, C=0, k=1, K=256, e,=0

b (Equation (7.9))

1.741390e+000
3.072282e+000
4.610920e+000
0.230938e+000
7.878709e+000
9 535475e+000
1.119511e+001
1.285565e+001
1.451648e+001

1.815025e+000
3.164254e+000
4.710755e+000
0.333548e+000
7.982228e+000
9 039285e+000
1.129901e+001
1.295958e+001
1.462042e+001

1.876083e+000
3.239660e+000
4.792215e+000
0.417129e+000
8.066503e+000
9 723 783e+000
1.138358e+001
1.304417e+001
1.470502e+001

1.928148e+000
3.303384e+000
4.860795e+000
0.487403e+000
8.137331e+000
9 79478 7e+000
1.145464¢+001
1.311525e+001
1.477611e+001

1.9°73486e+000
3.3584065e+000
4.919893e+000
0.547895e+000
8.198278e+000
9 855879e+000
1.151578e+001
1.317641e+001
1.483726e+001

b (Equation (7.11)

1.228709e+000
2.889674e+000
4.550638e+000
0.211602e+000
7.872566e+000
9 533530e+000
1.119449e+001
1.285546e+001
1.451642e+001

1.332655e+000
2.993619e+000
4.654583e+000
0.315547e+000
7.976511e+000
9 637475e+000
1.129844e+001
1.295940e+001
1.462037e+001

1.417256e+000
3.078220e+000
4.739184e+000
0.400148e+000
8.061112e+000
9 7220°76e+000
1.138304e+001
1.304400e+001
1.470497e+001

1.488342e+000
3.149306e+000
4.8102°70e+000
0.471234e+000
8.132198e+000
9 793162e+000
1.145413e+001
1.311509e+001
1.477605e+001

1.549501e+000
3.210465e+000
4.871429e+000
0.532393e+000
8.193357e+000
9 854321e+000
1.151529e+001
1.317625e+001
1.483721e+001

From the results, 1t was found that the highest approxi-

mation error of about 5%

(a relative error between estimates

for the number of bits per subchannel b obtained from
Equation (5.4) and Equation (7.8)) 1s attained at a lowest
information field length of K~8, lowest signal-to-noise ratio
v~10 dB, and highest number of correctable errors t~8. For
the same number of correctable errors t, larger signal-to-
noise ratio v values yield smaller error values (for K~8 and
t~8 the error was 1.5% at 20 dB, and 0.3% at 30 dB; and the
error decreased, as the length of the information field K
increased). The absolute error 1s even more indicative 1n

showing the reliability of

Equation (7.8). For mstance, for an

information field of length K=8 and a number of correctable
errors =8, the absolute error 1s 0.12 bits/subchannel at 10
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dB, 0.08 bits/subchannel at 20 dB, and 0.03 bits/subchannel
at 30 dB. Therelore, even at a lowest signal-to-noise ratio v,
an absolute error from using Equations (7.8) and (7.9) 1s
~0.1 bits/subchannel, and the absolute error decreases with
increasing signal-to-noise ratio v. Equations (7.8) and (7.9)
provide a means for estimating b, separating different factors
allecting 1ts value (SNR, FEC and ARQ).

In another alternate embodiment, when b=3 the follow-
ing approximate solution can be used:

b=[y+¢(2,K,k,€)]/10 log 2, (7.10)

Ot K J,e)=D(~c0,t K K €) (7.11)
It was found that when the number of bits per subchannel b
was greater than or equal to three (b=£3), the relative error
in using Equations (7.10) and (7.11), rather than using
Equation (35.4), did not exceed 3% when the maximum
number of transmissions k was equal to 1. Results using
these equations for information field lengths K=16, 64, and
256 are presented in Tables 2, 3 and 4, respectively. The
largest error was attained at a lowest value of K which was
approximately equal to eight (K~8) and a lowest value of t
which was approximately equal to O (t~0). For the same
value of t, larger signal-to-noise v values yielded smaller
error values (for K~8 and t~0, the error was 3% at 20 dB,
and 0.1% at 30 dB), and the error decreased as K increased.
At b~3 the absolute error of using Equations (7.10) and
(7.11) was found to be no larger than 0.12 bits/subchannel,
and the absolute error decreased as the signal-to-noise ratio
v 1increased. This means that for a not very poor quality
multicarrier channel, where most of the subchannels may
bear at least 3 bits, the use of Equations (7.10) and (7.11) 1s
justified. In addition, for such a channel, the “mean-field
approximation” of Equation (6.1) 1s valid, since the rela-
tionship of Equation (7.10) between the number of bits per
subchannel b and the signal-to-noise ratio v 1s essentially
linear while all effects of FEC and ARQ) are incorporated 1n
the free term of that linear relationship:

(7.12)

Hfﬂr nfﬁ
_ Yi+ o, K, k,2)
Bpur = 21: b(y;) = ; T0log2 =

|+ @1, K, k, &)

= Heff b(?eﬁ)

The reason why Equation (7.10) 1s only accurate when b=3
becomes especially clear considering that the approxima-
tions of Equations (7.10) and (7.11) are obtained as a result
of replacing (2°~1) in the denominator of the left hand side
of Equation (7.6) by 2”. This replacement yields a substan-
tial error for subchannels with a number of bits per sub-
channel less than or equal to two (b=2), but when the
number of bits per subchannel b 1s greater than or equal to
three (b=3), the error becomes small. Also, as the results
show, the error decreases as the number of bits per subchan-
nel b increases.

In another embodiment, the mean field approximation
may be corrected at low signal-to-noise ratio. For a QAM
channel, using Equation (7.11) and expanding ®(v,t.K.k,¢)
in the Taylor series as follows:

o (Y:I:K; k:E):q)(I,K; k, E)+10g e-10 . —[¢(I,K,k,ej+~,r]f10+
O(10-2V/19)

5

10

15

20

25

30

35

40

45

50

55

60

65

22

yields the following low-signal-to-noise ratio correction to
the mean field approximation for multicarrier channels:

i (7.13)

Bpur = E

=1

y; + (1, K, k, &) + 1017 P6RLEY 110146, -
[0log? -

109K k,e)/10 eff

— (1077310 — 107er/10)

Hfﬁb(?’Eﬁ) +
i=1

Equations (7.10) and (7.11) provide an explanation of why,
at sulliciently low BER and for a not very poor quality of
DMT channel, the relationship between the signal-to-noise
ratio and the number of bits per subchannel 1s approximately
linear. In addition, the same value of the line coding gain per
subchannel g, determined for an eflective signal-to-noise
ratio of a multicarrier channel can be applied to all subchan-

nels. Alternately, the same value of the line coding gain per
subchannel g, determined for an eflective signal-to-noise
ratio of a multicarrier channel can be applied to all subchan-
nels that have a signal-to-noise ratio exceeding a threshold
signal-to-noise ratio.

7. Optimization of FEC Parameters for G.Lite-compliant
Modems

In another embodiment, described in this section, the
general approach described above 1s applied to digital sub-
scriber line (DSL) modems compliant with the G.992.2
standard. In this embodiment for the (5.992.2 standard, there
are restrictions on the size of a DMT symbol, the size of a
FEC frame, and the number of control symbols 1n one FEC
frame. Basically,

SBDMT (81)

=K+C+R
o)
R=zs (8.2)
C=s (8.3)

where s 1s the number of DMT symbols 1n a FEC frame, and
7 1s the number of FEC control symbols in a DMT symbol.

There are 13 possible pairs of (z, s) 1n (.992.2 as shown 1n
Table 5, below.

TABLE 5

The (s, z) pairs 1n G.lite.

Introducing Equations (6.1), (8.2), and (8.3) nto Equation
(8.1) vields:

(8.4)

DY) = (K +5+25)

Sﬂgﬁ



us 7,110,467 B2

23

Combining Equations (2.2), (4.5), (5.4), and (8.4) yields the
following equation to determine the length of the informa-
tion field K:

+1.5 (8-5)

[EH(K+S+ZS)

lfi}:] _
Sﬂfﬁ

[1— (1 - W, K)ed"™

i 3
(K +s+zs)

@ (K+stzs)
2[1—2 e ]erfc\lj-m’ﬂ’fﬁ/l“/[z eff —1] X
\ /

(| Y

(K +5+25)
1.5. 107 /10 /{2

(K +5+725)

2—{1 _Q ey

&M E’ﬁ

}E?)f(?

sz+ 1 +e,
2

where 1 = { and e, < sz

When numerically solving Equation (8.5), the length of
the information field K, a function of y_4 z, s, and n_g 1s
treated as a continuous variable. For that reason, the facto-
rials 1n the W( . . . ) definmition were presented in the
gamma-log form. The value of the length of the information
field K that 1s obtained 1s then used 1n Equation (8.4) to
compute b(y, 278,10, 4).

Equation (8.5) was programmed in MatLab and solved
numerically using dichotomy, tor different values oty n,
and (z, s). The mitial K interval, for the dichotomy proce-
dure, was (0,256—-s-zs). For each y_.and n_g pair, the values
of the net coding gain g, were then determined from Equa-
tions (6.4) and (8.4). These values were compared for all
possible (z, s) pairs, and the (z, s) pair providing the maximal
net coding gain g was found.

In one embodiment, for G.992.2, the only parameter that
1s stored 1s the line coding gain per subchannel g, with the
corresponding (z, s) and (Y4 n_z) pairs. The value of the line
coding gain per subchannel g, 1s determined in accordance
with Equation (6.5) using the parameters that maximize the
net coding gain g . The line coding gain per subchannel gi
together with the corresponding (z, s) and (y_z n_4) pairs,
yields the mmformation needed for the FEC-related margin
adjustment. Specifically, since the “uncoded” number of bits
b(y.#0.1.n_4) 1s known (measured) for a DSL channel,
adding the line coding gain go to the “uncoded” number of
bits b(y,%0,1, n_g) yields b(y s.z,n_4). The integer value of
the length of the information field K can then be determined
from Equation (8.4). Since 1t was shown i1n the previous
subsection that the number of bits per subchannel can
usually be found from Equation (7.10), then

g9 K k,e)—9(0,K 1,6)J/10 log 2 (8.6)

It follows from Equation (8.6) that the line coding gain
per subchannel g, 1s essentially independent of the signal-
to-noise ratio vy, and 1ts value can be determined once for the
effective signal-to-noise ratio v, and then applied to all
subchannels used, regardless of their signal-to-noise ratio
values.

Table 6, below, shows a set of optimum (s, z, g,) triplets
calculated for a G.992.2-compliant modem at different
eflective numbers ot subchannels n_, and efiective signal-
to-noise ratio vy . values.
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TABLE 6

Optimum FEC parameters (s/z/g;) calculated for
G.lite modem at different n_g and y_g values
(number of eflective subchannels n_g ranges from 1 to 96,
the effective SNR vy 4 ranges from
10 to 50, the number of erasures e, = 0).

N g\Weg 10 20 30 40 50

1 1/0/0.00  1/0/0.00  1/0/0.00 1/0/0.00  1/0/0.00

6 1/0/0.00  16/1/1.74 16/1/1.75 16/1/1.71  16/1/1.68
11 16/1/1.22  16/1/1.58 16/1/1.58 16/1/1.55 8/1/1.32
16 16/1/1.14  16/1/1.49  8/1/1.29 8/1/1.27  8/1/1.24
01 16/1/1.08 16/1/1.43  8/1/1.24 8/1/1.22  4/1/0.95
26 16/1/1.04 16/1/1.38  8/2/1.54 4/2/1.30  4/2/1.28
31 16/1/1.01  8/2/1.50  8/2/1.50 4/2/1.27  4/2/1.25
36 16/1/0.99 8/2/1.46  4/2/1.27 4/2/1.24  2/2/0.97
41 16/1/0.96  8/2/1.43  4/2/1.25 4/2/1.22  2/2/0.95
46 16/1/0.95 8/2/1.41  4/4/1.57 4/1/0.87  2/4/1.31
51 16/1/0.93  8/2/1.38  4/4/1.55 2/4/1.31  2/4/1.29
56 16/1/0.91  4/4/1.52  4/4/1.53 2/4/1.29  2/4/1.27
61 16/1/0.90  4/4/1.50  4/4/1.50 2/4/1.27  2/4/1.25
66 16/1/0.80 4/4/1.48  2/4/1.28 2/4/1.26  2/4/1.24
71 8/2/0.99  4/4/1.46  2/4/1.27 2/4/1.25  2/2/0.89
76 8/2/0.98  4/4/1.45  2/4/1.26 2/4/1.23  1/4/0.96
81 8/2/0.97  4/4/1.43  2/4/1.25 2/4/1.22  1/4/0.96
86 8/2/0.96  4/4/1.42  2/4/1.24 2/4/1.21  1/4/0.95
01 8/2/0.95  4/4/1.41  2/4/1.23 2/4/1.20  1/8/1.31
06 8/2/0.94  4/4/1.40  2/8/1.56 1/8/1.32  1/8/1.30

e

The line coding gain as a function of the effective number
of subchannels and the etfective signal-to-noise ratio (g/n,
Yo7)) dependence has discontinuities where the value of the
(s, z) pair changes. This behavior can be explained by the
procedure of determining the line coding gain per subchan-
nel g,. Since, by definition, the optimal net coding gain per
subchannel g, 1s a continuous function of the effective
number ot subchannels n, . and the eftective signal-to-noise
ratio v, the line coding gain per subchannel g, has discon-
tinuities where the net coding gain g maximum 1s attaimned
by two diflerent (s, z) pairs at once.

The results presented in Table 6 are obtained when there
are no erasures, that 1s, when ¢,=0. In another embodiment,
when the parameters that are optimized include a number of
erasures €, the optimization procedure 1s performed over the
range 0=e =sz, for each (s, z) patr.

8. Uncoded SER at Large k

In another embodiment, when the maximum number of
transmissions k 1s large, Equation (3.11) can be presented as
follows:

1
i K+C+RY |u+k (9.1)
| r+1
PE: l —
[K+C+R}m (K+C+R_1]
r+1 - f
1
(K+C+R)£5]ﬁ‘+—m'
r+1
1
[K+C+R]m
r+1

From Equation (9.1), when the maximum number of trans-
missions K 1s large, the channel symbol error rate p_ can be
determined as follows:

l (9.2)

K+C+ RYNHT
Pe*ﬁ?*:l/ :
t+1
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and 1s asymptotically independent of €. As shown m FIG.
6. the channel symbol error rate p_(k) exhibits two kinds of
behavior depending on whether the symbol error rate €_ 1s
larger or smaller than a threshold value €* which 1s deter-
mined 1n accordance with the following relationship:

e*=(t+1)/(K+C+R). (9.3)
In the first case, the channel symbol error rate p_ 1s a
decreasing function of the maximum number of transmis-
sions k; and, in the second case, the channel symbol error
rate p_ 1s an 1ncreasing function of the maximum number of
transmissions k. When no FEC and only CRC 1s applied at
R=t=0, the channel symbol error rate p_ can be determined
in accordance with the following relationship:

[(K + C)eg]l* (9.4)

K+C T O(E?k)=

and p_—p-=1/(K+C) at large k. At t=0 and k=1, the channel
symbol error rate p_ 1s equal to €, (p_=€.).

II. Role of ARQ

In this section, the method of evaluating the performance
of multicarrier systems is further described with respect to
ARQ.

In FIG. 7A, a general model of a communication channel
with ARQ 1s considered. In one embodiment, with some
non-restrictive assumptions, an exact solution to evaluating
the channel performance can be found. A simplified “no data
upstream—no acknowledgement downstream” protocol 1s
described and then applied to a general case. In another
embodiment, a representation of this exact solution allows a
system designer to evaluate different scenarios of channel
performance 1n the upstream and downstream directions.

In one embodiment, for a not very poor quality DMT
channel with FEC and ARQ), performance evaluation 1is
reduced to evaluating the performance of a single QAM
modem with characteristics averaged over all, or 1n an
alternate embodiment at least a subset, of the sub-channels
of the system. In one embodiment of the method, the
approach 1s applied to a hypothetical DSL system compliant
with the (.992.2 standard. The optimal parameters of the
Reed-Solomon code and the optimum value of the maxi-
mum number of transmissions are evaluated depending on
the signal-to-noise ratio distribution over the channel’s
frequency band and on the number of sub-channels used.
This and subsequent sections also use the symbols defined 1n
section 1.

1. A Channel Model with FEC and ARQ

Referring to FIG. 7A, consider a general case of data
transmission between two stations where both upstream and
downstream stations, 62 and 64, respectively, send inform-
nation and acknowledgement frames. The upstream and
downstream stations, 62 and 64, have a transmitter and
receiver, 66 and 68, 70 and 72, respectively. The error-
controlling algorithm may be a combination of forward error
correction and a cyclic redundancy check (CRC). In one
embodiment, a multilevel Reed-Solomon type of code 1s
used for FEC. Each information frame of the length N _,,
code symbols has an mformation field of the length K , ,
code symbols, a CRC field of the length C , , code symbols,
and a control field of the length R ,, code symbols. The
length of the control field R, ; depends on the number of
errors t ,, that FEC can correct. The length of the control
field R ,, increases as the number of errors that can be
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corrected t_, ,increases. The channel introduces an error with
a “raw” symbol error rate of p,,, in the upstream direction
and p, ; in the downstream direction. Each acknowledge-
ment frame has the length of M, code; and M_, <<N_, ..
The channel data rates, in bits per second, are V , in the
upstream direction and V , in the downstream direction.
Forward error correction allows the stations to correct and
accept an information frame with a number of errors less
than or equal to the maximum number of correctable errors
t .. When an information frame has more than the maxi-
mum number of correctable errors t, ,, the CRC field allows
the stations to detect the errors that remain after applying
forward error correction, and a negative acknowledgement
frame 1s sent to the peer station. In addition, a positive
acknowledgement frame 1s sent by the upstream/down-
stream station after m , , information frames were received
with no or correctable errors. The probability p,,, of an
information frame being accepted in this scheme 1s:

'y (12.1)

' (12.2)

| ([ Na
Pd = E pif,d(l_PE,d)Nd [ .i ]

1=0

The above description can be generalized to introduce
erasures 1n the decoding procedure. If e, positions of
supposedly unreliable code symbols (erasures) are made
known to the decoder then the number of errors to be
corrected by FEC t , , with redundancy R, ; 1s:

Rwd + 1+ €ruld
2 e

(12.3)

Lufd = {

and the maximum number of errors corrected by introducing
erasures (reached ate, ,~R  )i1s R , .

In FIG. 7A, the information flows between the transmait-
ters 66, 70 and receivers 68, 72 are shown. An application
executing on the upstream or downstream station, 62 or 64,
respectively, communicates with another application execut-
ing on 1its peer station. The mput intensities (1n frames/sec)
of information frame generation are application-dependent
and denoted by A, ., (@ “u” or “d” in the subscript indicates
an information frame sent upstream or downstream, respec-
tively). Belore the FEC frame 1s sent upstream or down-
stream, control (redundancy) symbols are added to each
information portion. The transmitter intensities in the
upstream/downstream  direction are A, A, M., .
where A, ., and A, ,,; are portions of the transmitter inten-
sities related to sending information and acknowledgement
frames, respectively. In thus description, the terms “ti,u” or
“t1,d” denote an information frame sent to the upstream or
downstream station, respectively; while the terms “ta,u” or
“ta,d” denote an acknowledgement frame sent by the
upstream or downstream station, respectively. Each trans-
mitter tensity A, N, . ath 00 Where A, .. 1s the
intensity of frames to be retransmitted. The frames to be
retransmitted are stored in buflers at the respective down-
stream or upstream stations. The upstream or downstream
station receives an information Iframe and determines

whether the information frame 1s error-free or correctable
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(Apourwa)- For each non-correctable information frame, the
respective upstream or downstream station sends a negative
acknowledgment (A,,,,_ ;) An information frame with errors
that has not reached the transmission limit ol k_, ,1s rejected;
otherwise the information frame 1s accepted by the respec-
tive upstream or downstream station (A, ). Also, for
flow control a positive acknowledgment frame 1s sent from
the upstream/downstream station for every m,_,, good/cor-
rectable information frames (A, ;) that are received. The
intensity of transmitting acknowledgment frames A,,,, ; 18
determined as follows: A, M, .cvitPpac.sa When a
negative acknowledgement 1s received by the downstream
or upstream station’s receiver, the downstream or upstream
station retransmits, with an intensity of A, the corre-
sponding information frame stored in the downstream or
upstream, respectively, station’s bufler if the total number of
transmissions for that information frame has not reached the
maximum number of transmissions k ,,. Otherwise, the
storage buller associated with that information frame 1s
cleared. This section assumes that no frames can be lost
between stations. Since an acknowledgement frame 1s much
shorter than an information frame, this section also assumes
that acknowledgement frames are not corrupted and are not
retransmitted.

This general model can be exactly solved because the
communication circuit of FIG. 7A 1s equivalent to two
separate communication circuits that are superimposed as
shown 1n FIGS. 7B and 7C. In FIG. 7B, a “no data
upstream-no acknowledgement downstream”™ circuit trans-
mits, acknowledges and re-transmits information frames in
the downstream channel. In FIG. 7C, a “no data down-
stream-no acknowledgement upstream” circuit transmits,
acknowledges and re-transmits information frames in the
upstream channel.

Referring to FI1G. 7B, consider the flow of acknowledge-
ments 1n the channel. The downstream station’s receiver
generates a retransmission request for non-correctable
frames (a negative acknowledgment) with intensity ot A,
and the downstream station accepts non-correctable, after k ,
transmissions, information frames at an mtensity of A, 4
respectively, in accordance with the following relationships:

1-p)+ 1 —p)+...+(1—pyra! (12.4)
A-rr,d — A-nac,d > 1 Y
I=p)+U=py)+...+ {1 =pg)d= +(1 - pyg)id
N 1 —(1—pg)a?
T = (- pala
A-nour,d — (12.35)
X (1 - pa) )
L= p)+ (L= p) + ...+ (1= p)fa L+ (1 = py)a
pa(l — pa)e™
ML= (1= poa
and A, 7N +M0.0.q4- Equations (12.4) and (12.5) tollow

from the fact that the probability for an erroneous (after
correction) information frame being transmitted less than the
maximum number of transmissions k ; 1s 1n accordance with
the following relationship:
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I—(1-pg)d?
L= (1= pa)d

gl

and upon receiving an erroneous information frame, the
downstream station sends a negative acknowledgement.

Next, at the upstream transmitter, the mnformation flow 1n
the downstream direction A, ; comprises new frames (A, ;)
and retransmissions (A, ;) as follows:

e g Nin,dt More s OF

1= (1= py)a! (12.6)

As 4 = Aind + Anac :
A B A

Next, at the downstream receiver, the mput 1s divided nto
error-free or correctable frames with probability p . and
non-correctable frames with probability 1-p .. Therefore, the
transmission intensity of error-free and correctable frames

A pour.a 18 10 accordance with the following relationship:

1—(1 =pya? (12.7)

1 —(1—pa)d

Apout,d = PdMid = Pddind + Anacd Pd

Since each non-correctable information frame with a num-
ber of transmissions less than the maximum number of
transmissions kK , generates one negative acknowledgement
frame, the transmission intensity of negative acknowledg-
ment frames A, .., 1S 1n accordance with the tfollowing
relationship:

}\'nac.,..:f:( 1 _pd) }"“n',,d- (1 2. 8)

Combining Equations (12.8) and (12.6) yields the following
relationship for determining the transmission intensity of
negative acknowledgment frames A

nac.d:

1= (1 = pg)a! (12.9)

L= (1~ pa)d

A‘?MC,(ILF — (1 — pd)/]-in,d +A‘?‘1ﬂﬂ,d(l — Pd)

which yields:

(1-pa) (12.10)

Pd

A‘?MC.(ILF — f?t-in,dl_l - (1 — Pd)kdj

The other intensities, defined above, can be expressed 1n
terms of the imtensity of information frames A, ; 1n accor-
dance with the following relationships:

| _ b (12.11)
Aig = Aipal — = pa) :-

Pd

}"pauf,d:}\”]“]-ﬂ:d[1_(1_pd)de: (1212)
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(1= po)ll = (1= pg)d'] (12.13)

Pd

Apd = Aind

hn Duf,d:hin,d(l _pd)kd' (1 2. 14)
Since every m ~th error-free or correctable information
frame yields a positive acknowledgement frame, the trans-
mission intensity of positive acknowledgement frames A, . ;
and acknowledgement frames A,, ;1s in accordance with the

tollowing relationships, respectively:

1 —
N Pd

30

In the above derivation, arbitrary values of the input
intensities of information frame generation A, ., are
assumed. Alternately, 1n practice, there are two upper bounds
of the mnput intensity ot information frame generation A, ,,.;

5 related to the data rates, V, and V ,, 1n the upstream and
downstream directions, respectively. The bounds are derived
from the following inequalities:

ON, A AOM Dy 4=V, and (12.18)

£i. 14

10 aNdhﬁ?ﬁaMuh =V,

fax i —

Applying Equations (12.11), (12.16), and (12.17) to
inequalities (12.18) and (12.19) yields:

(12.19)

Ny 1= (1= py)u (12.20)

][1—(1—pd)ffd]Ad+ - ——

A, =V,

Pd

I 1-p, (12.21)

Aind (12.15)

md

_ Patid
pac,d —

A [1—(1 - pg)d]

i

and

1= p, (12.16)

Pd

1
A = Am,d[— . ][1 _ (1 = pod].
mq

From Equations (12.12) and (12.14), the number of infor-

mation bits sent by the upstream application per unit time,
A, equals the information mput intensity (in bits/sec), as
expected:

Ad:ﬂd(hpaur,ﬁ}\‘n -:Jur,d') :(I‘Kff}\‘fﬂ,d' (1 2.1 7)
In Equation (12.17), a 1s the number of bits per Reed-
Solomon code symbol. When the value of the maximum
number of transmissions k , 1s large, the information 1nput
intensity A , can be represented as follows:

Ain.d
4 ’

Ng = aKyding, Apgea =

1 = pag

Aprd = Aingd y Adid = Aind—> Apourd =0

When the value of the maximum number of transmissions k
1s equal to one (k ~1) and information frames are not
retransmitted, the information mmput intensity A, can be
represented as follows:

Aind Pd
myq

Ng = aKydim g, Apged = , Ag = U,

Aiid = Ainds Apoyr.d = Aing(l — pa).

The derivation for the circuit shown in FIG. 7C 1s the same
as for the circuit of FIG. 7B except that the subscript *d’ 1s
replaced by a ‘u” 1n Equations (12.4) to (12.17). Therefore,
all intensities 1n the communication circuit shown in FIG.
7A are determined.

+ ; ][1—(1—pﬂ)kﬂ]AH£Vd

In one embodiment, one goal 1n designing a communi-
cation system 1s to maximize the throughput H in the
upstream and downstream directions, 1.e., to find H =max
A, H max A, The parameters A _,, are not maximized
independently of each other. Instead, the data rate in the
downstream direction A , 1s chosen and the data rate 1n the
upstream direction A, 1s maximized within the constraints of
Equations (12.20) and (12.21). This procedure relates the
throughput values of the upstream and downstream chan-
nels, as shown 1n FIG. 8A by dashed lines 108 and 109 and
in FIG. 8B by dashed lines 110 and 111.

In one exemplary embodiment, the solution of Equations
(12.20) and (12.21) 1s constructed to determine a “summary”
throughput of the upstream and downstream channels. The
condition imposed equates A /A and V /V | as would be
the case 1f the circuit shown 1n FIG. 7A were error free, 1.e.:

25

30

335
H=max(A +A;)=H +H ; where
40

Ay
TV

Ay (12.22)
V.

45

FIGS. 8A and 8B illustrate possible graphical solutions of
Equations (12.20)-(12.22) 1n the (A, A ;) plane. Depending
on whether the two straight lines, 90 and 92, 94 and 96,
bounding the solution regions 98, 100 1n Equations (12.20)
and (12.21) have a common point mside or outside of the
first quadrant of the (A, A ) plane, the situations shown 1n
FIGS. 8A and 8B result, respectively. In FIG. 8A, when the
restrictions of Equations (12.20) and (12.21)) are concur-
rent, the solution of Equations (12.20)—(12.22) corresponds
to the intersection of a straight line 104 given by Equation
(12.22) and one of the solution boundaries 1 Equation
(12.20) or (12.21), depending on the ratio V /V . In FIG. 8B,
when one of the restrictions of Equations (12.20)—(12.22) 1s
always stronger than the other, the solution of Equations
(12.20)—(12.21) corresponds to the intersection of a straight
line 106 given by Equation (12.22) and one of the solution
boundaries in Equations (12.20) or (12.21), depending on
which restriction 1s stronger.

The throughput H 1n the upstream and downstream direc-
tions, respectively, that 1s generated by the graphical solu-
tion of Equations (12.20)—(12.22), may be presented 1n the
tollowing analytical form:
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H, = maxA, = (12.23)
(o /[Ne, U-paf M Vel 1-p, b |
Vi [ |21 - (= - g |
. _Kd Pd K, Vg\m, Pu g ]
T ‘ 1 1 N, 1-(l Yeu ] |
My Vy — Pd L o+ — Pu)t
Vi 1 —(1 - d
\ / ] Kd V,{.{ (md i Pd ]( ( Pd) ) N K.{-{ Py )
Hd = IIlElXAd = (1224)
( _Nd (I—Pd)kd M, V, 1 1_pH k |
v, [ |=21 - 1 — (1= p,
1 lj/ _Kd Pd T K.H Vd (mu T Pu ]( ( pH) )_’
T ' 1 1 N, 1-(1 Yo | |
Md Vd — Pd L W+ — Pul™
V 1 =(1 - d
X d/_Kd Vﬂ(md i Pd ]( ( Pd) )+ KH Pu J

There was an implicit, albeit trivial, assumption made when
the above equations were derived. Specifically, that the
service intensity of each element of the communication
circuit 1s larger than the corresponding intensity of the data
entering that element. If this assumption 1s not true, there
will be a growing queue of frames 1n front of this element,
and the steady-state solution that was derived will not be
realized. In addition, these data intensities allow a channel
designer to estimate the minimum service intensity of each
clement of the circuit needed for the system to function
reliably without flow congestion.

The code symbol error rate SER values m the respective

20

25

application pair, since the FEC and ARQ parameters can
generally be application-dependent. The 1inequalities of
Equations (12.18) and (12.19) can be rewritten as follows:

(12.29)

"app "app

D DN+ D e(PDMa(Phiaa()) < Vi
4=1 i=1

(12.30)

"app Happ

D PN DAaa(D+ D A PMulDiaa () < Vi,
i=1 s=1

upstream and downstream directions can also be estimated 30 with the subsequent modification of Equations (12.20) to

in accordance with the following relationships:

I NH 1l N.E-{
1 . N, —if Nu ; No—if Nu
SERH — N_ IPE’,H(]‘ — Pe H) “ PE’,H(]‘ _ pE,H) N -
" i i
1=t +1 =t +1 ]
Nd Nd
1 . n,—if Ve ; N i Ne
SER; = R iy 41 = pea) . Peagll = Pea) .
d i i
fzﬁj+l fznj+l

When the maximum number of transmissions k_, , 1s large,
the respective code symbol error rate SER_, ; values tend to
Zero.

The average number of transmissions v for a frame to get
to the output stream are:

1 = (1= p,)ku (12.27)
1I'r,.i-i.’ — E

Pu

- (1 - pold (12.28)

Vg =
Pd

In another embodiment, the present invention can be used
when many n,,, pairs of applications are communicating
across the channel. For example, this situation occurs when
Internet users run several applications at once on the same
machine, such as concurrently browsing the Web, listening
to an Internet radio station, and downloading a file at the
same time. When many pairs of applications are communi-
cating across the channel, all variables in Equations (12.1) to

(12.17) and (12.25) to (12.28) (except for the data rates, V ,
and V) would be indexed by j, the order number of a given
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Ty —1

_.Ilr{d_].

(12.24).

(12.25)

(12.26)

2. FEC/ARQ-Related Performance Gain for DMT Sys-
tems

Referring back to FIG. 7B, 1n another embodiment, with-
out loss of generality, the “no data upstream-no acknowl-
edgement downstream” system will be discussed. Since only
this embodiment will discussed 1n this subsection, the sub-
scripts denoting the direction of data flow are used. In this

case, Equations (12.20) and (12.21) are reduced to the
following form:

M (13.1)

K

1 1-p
__l__
m P

N 1-(1-p)f
L-d-pr

< V.
K p ¢

][1 — (1= pHA < V.

From Equation (13.1) that the channel throughput H can be
expressed as follows:

(13.2)

mpK V,
L=l -p*-[p+m(l-p] M]




us 7,110,467 B2

33

In system design, the data rates, V_ and V , can be chosen
so that the minimum 1n Equation (13.2) would be equal to
the first term on the right hand side of Equation (13.2):

pK V, - (13.3)

mpK v,
l—(l-pt N~ |

H =
[1-(1=pFl-[p+ml-p] M

The mequality of Equation (13.3) holds in practical systems
because the transport of information determines the actual
rate at which the acknowledgement messages are sent. From

Equations (13.3) and (12.27), the channel throughput H can
be determined as follows:

(13.4)

Defiming the total number of bits to be sent as H=HN/K,
yields:

(13.5)

The data rate 1n an ARQ system 1s divided by the average
number of transmissions v to obtain the actual channel
throughput. This result will be applied below to estimate the
FEC/ARQ-related performance gain of a multicarrier chan-
nel with a DMT modulation scheme.

A DMT system, for example, a DSL system, can be
thought of as several QAM modems, and in the simplest
case, just one QAM modem. Each QAM waveform corre-
sponds to a binary array of b, bits, 1=1, . . . n, and 1s carried
in one of the sub-channels. A DMT symbol 1s the superpo-
sition of these n wavetorms. For example, the to superim-
posed wavelorms making up a DMT symbol 1s the basic
wavelorm used 1n DSL communications. The size of a DMT
symbol B, - 1n bits 1s determined 1n accordance with the

following relationship:

L (13.0)
BDMT = Z bf, where
i=1

b, 1s the number of bits per subchannel.

The bit load equation for a single QAM sub-channel with
FEC/ARQ dernived above 1s:

]lfﬂ:

w(b)(1 — z—bffz)mfc(\/ 310710 /(2571 - 2) |

| (13.7)
1—[1—W(r K, ksl

2— (1= 28P)erelyf 3-107710 b1 ~ ) )]
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w(b,) 1s an average fraction of erroneous bits i a b,-sized
erroneous QAM symbol having the following form:

o) = (13.8)

34 2b;°

v; 1s the signal-to-noise ratio at the 1-th subchannel; €, 1s the
SER 1n the system:

(13.9)

ticient

where € 1s the BER level required for the data, the coe
3 accounts for the effect of a descrambler; and

k—1

1 =y
[K+C+R—1 ]](mm [K+C+R] (r+1)k
I

4+ 1

(13.10)
Wi, K, k) =

Equation (13.7) 1s solved numerically.

The net coding gain of a DMT symbol G, (t,K k), that 1s,
the excess information throughput per DMT symbol due to

FEC and ARQ, 1s determined 1n accordance with the fol-
lowing relationship:

K Bpur(t, K, k) K
K+C+R y CK+C

(13.11)

G,(t, K, k) = Bpur(0, K, 1)

The factor K/(K+C+R) 1n Equatlon (13.11) takes the FEC
redundancy into account. One difference between Equatlon
(13.11) and its counterpart, Equation (5.6) of Section 1, 1s the
presence of the average number of transmissions v 1o
account for ARQ 1n the communication scheme. Including
the average number of transmissions v 1n the definition of
the net coding gain for a DMT symbol in a channel with

ARQ follows from Equation (13.4).

The G.992.2 standard calls for the channel data rate to be
transferred. Therefore the line coding gain, 1.e., the total

increase in the number of bits to be sent with one DMT

symbol, G,(t,K k) due to FEC and ARQ 1s the difference
between the number of bits 1n a DMT symbol without FEC
and ARQ (B,,,{0,K,1) in which t=0 and k=1) and the
number of bits m a DMT symbol with FEC and ARQ
(B, A1, K.k)). The total increase 1in the number of bits to be
sent with one DMT symbol, the line coding gain, G,(t,K k)

1s determined 1n accordance with the following relationship:

G(t, K.k)=B pprr{ LK K)-B a0, K 1). (13.12)

3. Mean-field Approximation for a Multicarrier Channel
with ARQ

The following mean-field approximation was 1ntroduced
and shown to be valid above 1n section I

Py (14.1)

Bpyr = Z b(y:) = Regr D(Vep ).
-1
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The eftective number ot subchannels n_, and the ettective

signal-to-noise ratio vy, are respectively determined as fol-
lows:

(14.2)

(14.3)

where v* 1s the threshold signal-to-noise ratio below which
no information can be passed through the subchannel.

Referring to FIG. 9, a flowchart uses approximations
(14.1)-(14.3) to determine the channel performance based
on FEC and ARQ parameters. In one embodiment, the
flowchart of FIG. 9 1s implemented 1n the i1mitialization
module 48 of the modem driver 40 (FIG. 1). In step 120, a
number of information bits to be supported by a subchannel
for allowable sets of FEC and ARQ parameters, predeter-
mined effective signal-to-noise ratios y,. and associated
effective numbers of subchannels n_, 1s determined. For
these values of y_s and n,_, Equation (13.7) 1s solved at
different allowable values of the maximum number of
correctable errors t, the size of the information field K, and
the maximum number of transmissions k; this solution,
combined with Equation (14.1), yields the maximum num-
ber of information bits able to be supported by a DMT
symbol within the system’s constraints. In one embodiment,
this information 1s stored in a table. In an exemplary table
shown 1n Table 7, below, multiple columns compare differ-
ent embodiments of determining a number of information
bits to be supported by a DMT symbol. Steps 122 and 124
are the same as steps 51 and 52 of FIG. 5 and will not be
turther described. In step 126, a maximum net coding gain
over allowable sets of FEC and ARQ parameters 1s deter-
mined. In one embodiment, the table generated 1n step 120
1s 1teratively accessed for each allowable set of FEC and
ARQ parameters based on the value of the eflective number
of subchannels and the effective signal-to-noise ratio to
retrieve the associated number of bits per subchannel. The
net coding gain per subchannel for each allowable set of

FEC parameters 1s determined in accordance with Equation
(14.4) below:

G,(t, K, k) (14.4)

Hfﬁ

gﬂ(ra Ka k) =

K b(yfﬁr, t, K, k) K
K+C+ R V K+C

b(?fﬁ'a 05 Ka 1)

In step 128, one or more FEC parameters and at least one
ARQ parameter 1s selected based on the maximum net
coding gain per subchannel g . The selected FEC and ARQ
parameters yield the largest, that 1s, the maximum value of
the net coding gain as determined in accordance with
Equation (14.4).

In step 130, the corresponding line coding gain g, 1s
determined based on the FEC and ARQ parameters that
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provide the maximum net coding gain g, . The line coding
gain per subchannel g, 1s determined 1n accordance with the
following relationship:

Gy(t, K, k)
Hfﬁ

(14.5)

g.'f(ra Kﬁ k) = — b(?’fﬁa Ia Ka k) _b(YEffa 03 K!‘ 1)

In step 132, the line coding gain, the selected FEC param-
cters and the selected maximum number of transmissions k
are transmitted to the peer modem.

In one embodiment, the corresponding net coding gain
g (t,K,k) and the total increase in the number of bits per
subchannel, the line coding gain, g,(t,K k) are the same for
all working subchannels 1n the approximation. The number
of bits per subchannel 1s adjusted such that all subchannels
receive the same increase 1n bit load. Alternately, number of
bits per subchannel i1s adjusted such that a subset of the
subchannels receive the same increase in bit load

Since Equation (13.7) 1s a nonlinear relation between the
signal-to-noise ratio and the number of bits per subchannel,
the validity of the mean-field approximation 1s not obvious
for multicarrier channels with FEC and ARQ. To demon-
strate the validity of the mean-field approximation, the
following approximate solution of Equation (13.7) was
derived:

b=[y+®((y,1,K, k,€)]/10 log 2, (14.6)

Oy, 1, K, k, &) = (14.7)

3loge 1

a{w(OHVS8/n

2log — | -

W, K, b(as/ Bk |

a{wbHV8/m
1

101Dg!10—?’f’”’ +

loglog]
\ L W(Ia Ka k)(wg/ﬁ)“—l_”k - 4

and

max

(w(b)) = L w(b)1 =27"%)db,

bma:{ 1

where b_ 15 the maximum bit load per subchannel allowed
in the communication protocol.

The accuracy of Equation (14.6) was tested and described
when no retransmissions were used (k=1) 1n section I by
comparing the values of the number of bits per subchannel
b given by Equation (14.6) to the values found from numeri-
cally solving Equation (13.7). Below the results of a similar
study 1n case with at least one retransmission (k=2) i1s
presented. In the study below, the length of the information
field K was varied between 16 and 256, the maximum
number of correctable errors t was varied between 0 and 8,
the signal-to-noise ratio y was varied between 10 and 50 dB,
the maximum number of bits per subchannel b, __, was equal
to 15, and the maximum number of transmissions k was
equal to 2. Tables 7, 8 and 9, below, show the results for
information field lengths K equal to 16, 64, and 236,
respectively.
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TABLE 7 TABLE 7-continued

Results of computing the number of bits per subchannel by
SNR v and t

Results of computing the number of bits per subchannel by
SNR v and t

e=10"", f=3. a=8, C=0. k=2, K=16, e.=0. : e=10~7, p=3, a=8, C=0, k=2, K=16, e,=0.
v, dB b (Equation (13.7)) b (Equation (14.6)) b (Equation (14.8)) v, dB b (Equation (13.7)) b (Equation (14.6)) b (Equation (14.8))
=0_ 35 1.077293e+001 1.067077e+001 1.066989e+001
10 1.442432e+000 1.475946e+000 8.332226e-001 1o 1.249072e+001 ; 23311 3e+001 : 233085e+001
15 2.674824e+000 2.729902e+000 2.494187e+000 43 1.420585e+001 1.399191e+001 .399182e+001
20 4.183037e+000 4.233935e+000 4.155151e+000 S0 1.591812e+001 1.563281¢+001 1.565278¢+001
25 5.808428e+000 5.841497e+000 5.816115e+000 =7
30 7.473964e+000 7.485154e+000 7.477079e+000
35 9 151482e+000 9 140601 e+000 9 13R043e+000 10 2.548939e4000 2.684439e+000 2.440502e+000
40 1.083170e+001 1.079982e+001 1.079901e+001 15 15 4.056380e+000 4.183154e+000 4.101466e+000
45 1.251171e+001 1.246023e+001 1.245997e+001 20 5.711138e+000 5.788766e+000 5.762430e+000
50 1.419067e+001 1.412102e+001 1.412094e+001 25 7.417011e+000 7.431774e+000 7.423394e+000
t=1 30 9.137430e+000 9.087014e+000 0.084358e+000
35 1.086012e+001 1.074616e+001 1.074532e+001
10 1.846585e+000 1.913501e+000 1.4684.38e+000 40 1.258117e+001 1.240655e+001 1.240629e+001
15 3.201409¢+000 3.285509¢+000 3.129402e+000 ) 45 1.429946e+001 1.406733e+001 1.406725e+001
20 4.773598e+000 4.841582e+000 4.720367e+000 50 1.601480e+001 1.572824e+001 1.572821e+001
25 6.430039¢+000 6.467724e+000 6.451331e+000 g
30 8.113574e+000 R.117499e+000 R.112295e+000 -
35 9.804259¢+000 9.774906+000 9.773259+000
40 | 14956464001 | 14347404001 1 14349964001 10 2.598519e+000 2.737974e+000 2.503686e+000
45 1.318575e+001 1.309535e+001 1.309519e+001 15 4.115083e+000 4.242931e+4+000 4.164650e+000
50 1.487409e+001 1.475620e+001 1.475615e+001 25 20 5.775253e+000 5.85083 1e+000 5.825614e+000
t=2 25 7.484948e+000 7.494601e+000 7.486579e+000
30 9.208614e+000 9.150084e+000 0.147543e+000
10 2.071352e+000 2.160346e+000 1.795027e+000 35 1.093433e+001 1.080931e+001 1.080851e+001
ég g-gzég;zggg g-fgégg?:ggg g-ﬁgggézggg 40 1.265830e+001 1.246973e+001 1.246947e+001
253 6.754015e+000 6.7910066+000 6.777919e+000 30 P L437945e+001 LA413052e+001 LAl 3045e+001
30 R.448035e+000 R.443035e+000 R.4388836+000 >0 1.609756e+001 1.579142e+001 1.579140e+001
35 1.014727e+001 1.010116e+001 1.009985e+001
40 1.184633e+001 1.176123e+001 1.176081e+001
45 1.354358e+001 1.342191e+001 1.342178e+001
50 1.523865e+001 1.508278e+001 1.508274e+001 TABIE &
=3 35
Results of computing the number of bits per subchannel by
10 2.222256e+000 2.326668e+000 2.005923e+000 SNR and t
15 3.665259e+000 3.776225e+000 3.666887e+000 e=10"7, =3, a=8, C=0, k=2, K=64, e =0.
20 5.283825e+000 5.363331e+000 5.327851e+000
25 6.966161e+000 7.000129e+000 6.988815e+000 b (Equation (13.7)) b (Equation (14.6)) b (Equation (14.8))
30 8.667758e+000 R.653367e+000 R.649779e+000 A0
35 1.037349e+001 1.031188e+001 1.031074e+001 t=0
40 1.207850e+001 1.197207e+001 1.197171e+001 -
45 1.378138e+001 1.363278e+001 1.363267e+001 10 1.380088e+000 1.409355e+000 7.278630e+001
50 1.548182e+001 1.529367e+001 1.529364e+001 15 2.590019e+000 2.640925e+000 2.388827e+000
t=4 20 4.086176e+000 4.134372e+000 4.049791e+000
— 25 5.706040e+000 5.738042e+000 5.710755e+000
10 2.333510e+000 2.449144e+000 2.157341e+000 45 30 7.368719e+000 7.380404e+000 7.371719e+000
15 3.799445e+000 3.917114e+000 3.818305e+000 35 9.044357e+000 9.035435¢+000 9.032683e+000
20 5.430549e+000 5.511253e+000 5.479269e+000 40 1.072307e+001 1.069452e+001 1.069365e+001
25 7.120656e+000 7.150424e+000 7.140233e+000 45 1.240176e+001 1.235489e+001 1.235461e+001
30 8.828232e+000 R.804428e+000 R.801197e+000 50 1.407951e+001 1.401566e+001 1.401558e+001
35 1.053923e+001 1.046318e+001 1.046216e+001 t=1
40 1.224917e+001 1.212345e+001 1.212313e+001 50
45 1.395673e+001 1.378419e+001 1.378409e+001 10 1.700733e+000 1.754496e+000 1.247372e+000
50 1.566166e+001 1.544509e+001 1.544505e+001 15 3.015413e+000 3.088738e+000 2.908336e+000
t=5 20 4.566812e+000 4.628823e+000 4.569300e+000
— 25 6.212740e+000 6.249354e+000 6.230264e+000
10 2.420272e+000 2.544315e+000 2.273012e+000 30 7.889766e+000 7.897292e+000 7.891228e+000
15 3.903332e+000 4.025408e+000 3.933976e+000 55 35 9.575442€+000 9.554112e+000 9.552192e+000
20 5.544023e+000 5.624485e+000 5.594940e+000 40 1.126247e+001 1.121376e+001 1.121316e+001
25 7.240339e+000 7.265313e+000 7.255904e+000 45 1.294858e+001 1.287431e+001 1.287412e+001
30 8.952863e+000 R.019850e+000 R.916868e-+000 50 1.463319e+001 1.453514e+001 1.453508e+001
35 1.066831e+001 1.057878e+001 1.057783e+001 =2
40 1.238245e+001 1.223910e+001 1.223880e+001 -
45 1.409404e+001 1.389985e+001 1.389976e+001 o 10 1.875161e+000 1.944778e¢+000 1.510854e+000
50 1.580287e+001 1.556075e+001 1.556072e+001 15 3.237406e+000 3.323632e+000 3.171818e+000
t=6 20 4.813440e+000 4.882539e+000 4.832782e+000
- 25 6.471888e+000 6.509667e+000 6.493746e+000
10 2.490517e+000 2.621002e+000 2.365069e+000 30 R.156718e+000 R.159764e+000 R.154710e+000
15 3.987025e+000 4.111977e+000 4.026033e+000 35 9.848428e+000 9.817274e+000 9.815674¢+000
20 5.635407e+000 5.714732e+000 5.686997e+000 40 1.154072e+001 1.147714e+001 1.147664e+001
25 7.336881e+000 7.356789e+000 7.347961e+000 65 45 1.323166e+001 1.313776e+001 1.313760e+001
30 9.053625e+000 9.011723e+000 9.008925e+000 50 1.492079e+001 1.479862e+001 1.479857e+001
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Results of computing the number of bits per subchannel by

e=10"', =3, a=8, C=0, k=2, K=64, e,=0.

b (Equation (13.7))

1.992918e+000
3.384380e+000
4.975615e+000
6.642216e+000
8.332490e+000
1.002861e+001
1.172484e+001
1.341944e+001
1.511202e+001

2.081159e+000
3.493216e+000
5.095266e+000
0.767913e+000
8.462410e+000
1.016205e+001
1.186147e+001
1.355906e+001
1.525446e+001

2.151452e+000
3.579210e+000
5.189591e+000
0.867052e+000
8.565027e+000
1.026762e+001
1.196975e+001
1.366989¢+001
1.536772e+001

2.209727e+000
3.650071e+000
5.267202e+000
0.9486°7/2e+000
8.649619e+000
1.0354°78e+001
1.205927e+001
1.376165e+001
1.546162e+001

2.259406e+000
3.710199e+000
5.332989e+000
7.017902e+000
8.721454e+000
1.042889e+001
1.213550e+001
1.383988e+001
1.554177e+001

2.302638e+000
3.762326e+000
5.389983e+000
7.077916e+000
8.783794e+000
1.049328e+001
1.2201&81e+001
1.390802e+001
1.561165e+001

b (Equation (14.6))

2.074019e+000
3.479327e+000
5.049012e+000
6.679867e+000
8.331177e+000
9.989075e+000
1.164907e+001
1.330972e+001
1.497059e+001

2.171149e+000
3.594555e+000
5.171455e+000
0.804783e+000
8.456897e+000
1.011505e+001
1.177512e+001
1.343581e+001
1.509668e+001

2.248620e+000
3.685464e+000
5.267641e+000
6.902767e+000
8.555403e+000
1.021380e+001
1.187394e+001
1.353464e+001
1.519552e+001

2.312859e+000
3.760224e+000
5.346485e+000
6.982997e+000
8.636142e+000
1.029462e+001
1.195480e+001
1.361552e+001
1.527640e+001

2.367600e+000
3.823511e4+000
5.413059e+000
7.050683e+000
8.704187e+000
1.036278e+001
1.202300e+001
1.368373e+001
1.534461e+001

2.415193e+000
3.878237e+000
5.470507e+000
7.109050e+000
8.762850e+000
1.042154e+001
1.208179e+001
1.374252e+001
1.540341e+001

b (Equation (14.%8))

1.682834e+000
3.343798e+000
5.004762e+000
6.665726e+000
8.326690e+000
9.987654e+000
1.164862e+001
1.330958e+001
1.497055e+001

1.808929e+000
3.469893e+000
5.130857e+000
0.791821e+000
8.452785e+000
1.011375e+001
1.177471e4+001
1.343568e+001
1.509664¢e+001

1.90°7767e+000
3.568731e+000
5.229695e+000
0.8906060e+000
8.551624e+000
1.021259e+001
1.187355e+001
1.353452e+001
1.519548e+001

1.988655e+000
3.649619e+000
5.310583e+000
0.971547e+000
8.632511e+000
1.029348e+001
1.195444e+001
1.361540e+001
1.527637e+001

2.056867e+000
3.717831e+000
3.378795e+000
7.039759e+000
8.700723e+000
1.036169e+001
1.202265e+001
1.368362e+001
1.534458e+001

2.115669e+000
3.776633e+000
5.43°7597e+000
7.098561e+000
8.759525e+000
1.042049¢+001
1.208145e+001
1.374242e+001
1.540338e+001
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TABLE 9

SNR and t

Results of computing the number of bits per subchannel by

e=10""7, B=3. a=8, C=0, k=2. K=256, e.=0.

b (Equation (13.7))

1.321766e+000
2.509617e+000
3.993768e+000
5.608182e+000
7.268129e+000
8 94202 3e+000
1.061938e+001
1.229688e+001
1.397355e+001

1.571234e+000
2.846657e+000
4.377607e+000
0.013636e+000
7.684937e+000
9 366433e+000
1.104992e+001
1.2°73283e+001
1.441447e+001

1.702817e+000
3.018099e+000
4.569810e+000
0.215892e+000
7.893010e+000
9 378756e+000
1.126584e+001
1.295201e+001
1.463667e+001

1.790840e+000
3.130784e+000
4.695270e+000
6.347754e+000
8.028784e+000
9 717512e+000
1.140718e+001
1.309571e+001
1.478257e+001

1.856735e+000
3.214210e+000
4.787773e+000
0.444928e+000
8.128922e+000
9 819969e¢+000
1.151167e+001
1.320208e+001
1.489070e+001

1.909387e+000
3.280343e+000
4.860898e+000
6.521732e+000
8.208125e+000
9 901086e+000
1.159448e+001
1.328646e+001
1.497655e+001

1.953271e+000
3.335130e+000
4.921354e+000
6.585226e+000
8.273645e+000

b (Equation (14.6))

1.347296e+000
2.556713e+000
4.039443e+000
5.639132e+000
7.280165e+000
8 934°768e+000
1.059372e+001
1.225404e+001
1.391480e+001

1.614326e+000
2.910660e+000
4.434084e+000
0.048676e+000
7.694661e+000
9 350855e+000
1.101031e+001
1.267079e+001
1.433161e+001

1.756760e+000
3.091576e+000
4.631909e+000
0.252527e+000
7.900494e+000
9 557324e+000
1.121698e+001
1.287753e+001
1.453836e+001

1.852598e+000
3.210745e+000
4.761019e+000
0.385135e+000
8.034248e+000
9 0691445e+000
1.135122e+001
1.301180e+001
1.467265e+001

1.924606e+000
3.2990065e+000
4.856155e+000
0.482651e+000
8.132542e+000
9 78998 6e+000
1.144984e+001
1.311045e+001
1.477130e+001

1.982287e+000
3.369115e+4+000
4.931300e+000
0.559565e+000
8.210033e+000
9 867662e+000
1.152757e+001
1.318820e+001
1.484906e+001

2.030448e+000
3.427155e+000
4.993365e+000
6.623023e+000
8.273944e+000

b (Equation (14.%8))

0.269971e-001
2.287961e+000
3.948925e+000
5.009889e+000
7.270853e+000
8 931817e+000
1.0592778e+001
1.225375e+001
1.391471e+001

1.043824e+000
2.704788e+000
4.365752e+000
0.026716e+000
7.687680e+000
9 348644¢+000
1.100961e+001
1.267057e+001
1.433154e+001

1.2505&87e+000
2.911551e+000
4.572515e+000
0.233479e+000
7.894444e+000
9 555408e+000
1.121637e+001
1.287734e+001
1.453830e+001

1.384878e+000
3.045842e+000
4.706807e+000
0.367771e+000
8.028735e+000
9 689699e+000
1.135066e+001
1.301163e+001
1.467259e+001

1.483535e+000
3.144499e+000
4.805464e+000
0.466428e+000
8.127392e+000
9 788356e+000
1.144932e+001
1.311028e+001
1.477125e+001

1.561296e+000
3.222260e+000
4.883224e+000
0.544189¢+000
8.205153e+000
9 866117e+000
1.152708e+001
1.318804¢e+001
1.484901e+001

1.625419e+000
3.286383e+000
4.947347e+000
6.608311e+000
8.269275e+000
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2 O-continued

us 7,110,467 B2

Results of computing the number of bits per subchannel by

SNR and t

=107, B=3. a=R, C=0, k=2. K=256. e.=0.

b (Equation (13.7))

b (Equation (14.6))

b (Equation (14.%8))

35 9.968246e+000 9.931717e+000 9.930239e+000
40 1.166311e+001 1.159167e+001 1.159120e+001
45 1.335644¢+001 1.325232e+001 1.325217e+001
50 1.504782e+001 1.491318e+001 1.491313e+001
t=7

10 1.990936e+000 2.071839e+000 1.679975e+000
15 3.381923e+000 3.476724e+000 3.340939e+000
20 4.972910e+000 5.046239e+000 5.001903e+000
25 0.639375e+000 6.677035e+000 0.662867e+000
30 8.329555e+000 8.328326e+000 8.323831e+000
35 1.002560e+001 9.986218e+000 9.984795e+000
40 1.172176e+001 1.164621e+001 1.164576e+001
45 1.341630e+001 1.330687e+001 1.330672e+001
50 1.510881e+001 1.496773e+001 1.496769e+001
t=8

10 2.023965e+000 2.108172e+000 1.72°7461e+000
15 3.4227792e+000 3.520009e+000 3.388425e+000
20 5.017882e+000 5.092311e+000 5.0493%89e+000
25 0.686613e+000 0.724005e+000 0.710353e+000
30 8.3 78357e+000 8.375608e+000 8.371318e+000
35 1.007569e+001 1.003366e+001 1.003228e+001
40 1.177302e+001 1.169368e+001 1.169325e+001
45 1.346865e+001 1.335435e+001 1.335421e+001
50 1.516219e+001 1.501522e+001 1.501517e4+001

The largest approximation error of approximately 5% (a
relative error between b estimates obtained from Equation
(13.7) and Equation (14.6)) 1s attained at lowest value of
K~16, lowest value of yv~10, and highest value of t~8. For
the same value of the number of correctable errors t, larger
signal-to-noise ratio vy values yield lower errors; and the
error decreases as the length of the mmformation field K
increases. In another embodiment, a simpler solution than
that of Equations (14.6) and (14.7) 1s presented. When the
number of bits per subchannel b 1s greater than or equal to
three (b=3), the following approximate solution can be
used:

b=[y+¢(2,K,k,€))/10 log 2 (14.8)

Ot K J,e)=D (ot K €). (14.9)
Results obtained from this approximation for values of K
equal to 16, 64, and 256 are also presented 1n Tables 7, 8 and
9, respectively. In this embodiment, the highest relative error
was attained at a lowest value of K~16 and a lowest value
of t~0. When b=3 the relative error was always less than
5%. For the same value of the maximum number of cor-
rectable errors t, larger values of the signal-to-noise ratio v
yield smaller errors; and the error decreases as the length of
the information field K increases. When b~3, the absolute
error of using Equations (14.8) and (14.9) did not exceed
0.12, and the absolute error decreased as the signal-to-noise
ratio v increased. Therefore, for a not very poor quality
channel, 1n which most of the subchannels bear at least 3 bits
(b=3), the use of Equations (14.8) and (14.9) of this section
1s justified. For such a channel, the mean-field approxima-
tion of Equation (14.1) 1s valid because the relationship of
Equation (14.8) 1s linear, including the relationship between
b and the signal-to-noise ratio v, while all effects of FEC and
ARQ are incorporated 1n the free term (®(t,K. k,€)) of that
linear relationship. The representation of Equation (14.8) for
QAM channels allows the same value of the line coding gain
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g1 (Equation (14.5) of this section) to be applied to all
subchannels, and alternately at least a subset of the sub-
channels that exceed a threshold value of the signal-to-noise
ratio.

4. Optimization of FEC and ARQ Parameters for G.lite-
compliant DSL Channels

In another embodiment, the channel optimization problem
1s applied to the G.992.2 standard (1999) for DSL modems.
That 5.992.2 standard does not support ARQ. The eflect of
using ARQ 1 a G.992.2-comphant system 1s considered
below.

In G.992.2, the size of the DMT symbol, size of the FEC
frame, and the number of control symbols 1n one FEC frame
1s restricted as follows:

B 15.1
SODMT _ e L C 4 R (5.1
¥
R=zs (15.2)
C=s (15.3)

where z 1s the number of FEC control symbols in a DMT
symbol and s 1s the number of DMT symbols 1n a FEC
frame. The G.992.2 standard has 13 possible pairs of (z, s).
Introducing Equations (14.1), (15.2), and (15.3) into Equa-
tion (15.1) yields the following relationship to determine the
number of bits for a subchannel:

(15.4)

DY) = (K +5+25)

) HEﬁ

Combining Equations (14.1), (15.4) and (13.7)-(13.10)
yields:

(15.5)

[EI:'(K+S+Z5)

1/
e +1.5}[1—(1—W(r, K, ke P =

(| 3

(K +s+zs)
1.5-10”’fﬁ/1“/[2 Snefy —1] x

N ,J

_ (K +35+2z25)
2—{1 — D ey ]Erfc

et K +5+z25)
2[1—2 2STiefy ]E}ﬁ:

(| Y

(K +5+75)
1.5-10””@?/1“/{2 ey _ 1]

: )

where t 1s defined by Equation (12.3).

As described above, when numerically solving Equation
(15.5), the length of the information field K a function of the
eftective signal-to-noise ratio y_z the number of FEC control
symbols 1n a DMT symbol z, the number of DMT symbols
in a FEC {frame s, the maximum number of transmissions k,
and the eflective number of subchannels n_gz should be
treated as a continuous variable, and the factorials in the
W( .. .) defimtion are presented in the gamma-log form.

In one implementation, Equation (15.5) was programmed
in MatLab and solved numerically for the length of the
information field K at difterent (z, s) pairs, and values of y_
n, . and k. For each value ot y_s, and n_g the values of the
net coding gain g were determined from Equations (15.4)
and (14.4) and compared for predefined sets of allowable (k,
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7z, s) triplets. The (k, z, s) triplet providing the maximal net
coding gain g_(Equation (14.4)) was found, and the corre-
sponding the line coding gain g, (Equation (14.5)) was
calculated. The average number of transmissions v 1n Equa-
tions (14.4) and (14.5) was determined using Equation

(13.17).

In another embodiment, the line coding gain g1 and the
maximum number of transmissions k are stored in a lookup
table and that, together with the corresponding (z, s) pair, 1s
used to determine the optimal channel performance. Spe-
cifically, since the “uncoded” number of bits per subchannel
b(y,.), together with the eflective signal-to-noise ratio v,
and effective number ot subchannels n,_ gz are known for a
channel, the length of the information field K, alternately the
integer part of 1t, can be determined from Equation (15.4).
Furthermore, in the margin adjustment, the same value of the
line coding gain g, can be used for all subchannels.

Table 10, below, shows optimum sets of (s,z,g,k) tuples
calculated at different eflective values of the number of
subchannels and signal-to-noise ratios, n, . and vy, respec-
tively.

TABLE

10

Optimum FEC/ARQ parameters (s/z/gy/k) calculated for
a hypothetical G.lite modem at different values of n_g and
Y.g (the effective number of subchannels n_g ranges
from 1 to 96, the effective signal-to-noise ratio Y g ranges from
10 to 50, e, = 0, and the maximum number of

transmissions k varies between 1 and 10).

st 10 20 30 40 50

1 1/0/0.0/1  1/0/0.0/1  1/0/2.7/7 1/0/2.3/5  1/0/2.0/4

6 1/0/1.7/8  1/0/1.7/5  1/0/1.6/4 1/0/1.3/3  1/0/1.3/3
11 1/0/1.4/7  1/0/1.4/4  1/0/1.5/4 1/0/1.2/3  1/0/1.2/3
16 1/0/1.2/6  1/0/1.4/4  8/1/1.6/2 8/1/1.6/2  &/1/1.5/2
21 1/0/1.2/6  16/1/1.6/2 8/1/1.5/2 8/1/1.5/2  4/1/1.4/2
26 1/0/1.1/6  &/1/1.6/3  8&/1/1.5/2 4/1/1.3/2  4/1/1.3/2
31 16/1/1.2/3 &/1/1.5/3  8/1/1.4/2 4/2/1.6/2  4/2/1.5/2
36 16/1/1.2/3 R&/2/1.6/2  4/2/1.6/2 4/2/1.5/2  2/2/1.4/2
41 16/1/1.1/3 &/2/1.6/2  4/2/1.5/2 4/2/1.5/2  2/2/1.4/2
46 16/1/1.1/3 &/2/1.6/2  4/2/1.5/2 2/2/1.4/2  2/2/1.3/2
51 8/2/1.2/3  4/2/1.6/3  4/2/1.5/2 2/2/1.3/2  2/2/1.3/2
56 8/2/1.2/3  4/2/1.5/3  4/2/1.5/2 2/2/1.3/2 2/2/1.3/2
61 8/2/1.2/3  4/2/1.5/3  4/2/1.4/2 2/4/1.6/2  2/4/1.5/2
66 8/2/1.2/3  4/4/1.7/2  2/4/1.6/2 2/4/1.5/2  2/4/1.5/2
71 8/2/1.2/3  4/4/1.6/2  2/4/1.6/2 2/4/1.5/2  1/4/1.4/2
76 8/2/1.2/3  4/4/1.6/2  2/4/1.5/2 2/4/1.5/2  1/4/1.4/2
81 8/2/1.1/3  4/4/1.6/2  2/4/1.5/2 2/4/1.5/2  1/4/1.4/2
86 8/2/1.1/3  4/4/1.6/2  2/4/1.5/2 2/4/1.5/2  1/4/1.3/2
91 8/2/1.1/3  4/4/1.6/2  2/4/1.5/2 1/4/1.4/2  1/4/1.3/2
96 8/2/1.1/3  4/4/1.6/2  2/4/1.5/2 1/4/1.3/2  1/4/1.3/2

As 1n the case described 1n section I without ARQ (k=1),
the line coding gain g/(n,4 V., dependency has disconti-
nuities where one of the mteger values (s,z,k) changes. This
behavior was explained above by the method of determinming
the line coding gain g,. In one embodiment, the optimum
ARQ strategy uses only one retransmission (k=2). Alter-
nately, at a low signal-to-noise ratio (~10 dB), two (k=3) or
more retransmissions may be used.

To implement ARQ 1n accordance with the present inven-
tion, the communications protocol 1s modified. In one
embodiment, the feedback channel that provides the ARQ
mechanism 1s guaranteed to be reliable. Typically, during
data transmission, a positive acknowledgement signal is
transmitted after a predetermined number of frames have
been recerved for tlow control. A negative acknowledgement
signal 1s transmitted if a frame has an error. Each time a
negative acknowledgement signal 1s received, the frame 1s
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transmitted unless the specified maximum number of trans-
missions k (MNT of FIG. 1) has been reached.

In addition, the protocol 1s modified to allow the maxi-
mum number of transmissions to be specified 1n accordance
with the present invention. In one embodiment, the maxi-
mum number of transmissions 1s the same for each direction
of transmission. In an alternate embodiment, the maximum
number of transmissions 1s different for each direction of
transmission.

In yet another embodiment, different FEC parameters are
used for each direction of transmission. In addition the
number of subchannels can differ i1n each direction of
transmission.

III. FEC Parameters for G.dmt-compliant ADSL Systems

An optimizing strategy for remote terminal (RT) or cen-
tral oflice (CO) modems provides a maximum throughput of
the downstream or upstream channel, for a given, possibly
non-optimal, behavior of the CO or RT modem, respectively.
In this section, lookup tables for optimizing the performance
of G.dmt-compliant modems are presented. The lookup
tables are obtained using an extension of the general method,
described above. When this extension of the general method
1s used, the optimum FEC parameters for G.dmt are adjusted
in the high signal-to-noise ratio range.

1. A Channel Model

The DMT symbol rate 1s fixed for a multicarrier channel,
and maximizing the number of bits per DMT symbol 1s
equivalent to maximizing the channel throughput. An equa-
tion for determining the maximum bit size of the DMT
symbol 1n a multicarrier DMT system with FEC at the BER
ol € has the following form:

1 N\l (16.1)
1 - (1 — W(s, z, K)EES'H“] = WbV, S, 7))
1 \
( | — Q—b(jffﬁ,s,z]/Z)E rfe \/ 3. 107l /10 /(zb(yfﬁ SZ+l 2) %
\ J
( \]
Y _ (1 _ z—b(’:lffﬁ ’S’EJ/Z)E}"fC \/3 _ IUTEﬁ/lD / (zb(jffﬁ,s,z]Jrl _ 2)
\ /]
where
" 4 (16.2)
A0V = 353
W (K + ps +52) ]—U(D >sztl) (16.3)
CAITK +ps +0.5-5T(0.5 57+ 1)
(16.4)

eg:l—@—%f

I" 1s the gamma-function which is has the form I'(x)=(x-1)!,
when X 1s a positive mteger. As described above, o 1s the
fraction of erroneous bits per erroneous QAM symbol; o 1s
the size of a code symbol; 3 1s the descrambler constant (the
number of nonzero coetlicients 1n the descrambler polyno-
mial); v 1s the signal-to-noise ratio in dB; b 1s the bit load of
a subchannel; s 1s the number of DMT symbols per FEC
frame; z 1s the number of FEC control code symbols per
DMT symbol; K 1s the number of information code symbols
in a FEC frame, that 1s, the size of the information field; €_
1s the code symbol error rate (SER); and p represents a
framing mode index, that 1s, the number of symbols used for
framing mode overhead per DMT symbol; and
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45

(16.5)

(16.6)

where v, . 1s the eflective signal-to-noise ratio, as described
above, n s the effective number of subchannels, and y* 1s
the threshold value of the signal-to-noise ratio below which
no information 1s passed. When default framing mode 3 1s
used, which has 1 sync byte per DMT symbol, the framing
mode 1ndex p 1s equal to one. When 2 sync bytes per DMT
symbol are used, the framing mode index p 1s equal to two.

There 1s an additional relation between the bit size of a
DMT symbol and the size of a FEC frame inherent to ADSL
standards (assuming that the default framing mode 3, the
reduced overhead framing mode with merged fast and sync
bytes, 1s used):

- (K + ps + zs). (16.7)
Sileff

b(?&'ﬁa 3, Z) —

Introducing Equation (16.7) into Equation (16.1) yields the
following equation for determining the size of the informa-
tion field K 1 an ADSL system:

1 Hle (16.8)
1 - [1 — W(s, g, K)eg~se ] =

0 Z?&:—{K+ps+zs}
u{ (K +p5+zs)] ] =27
Sﬂfﬁ

R

( /lD Ef:—(f(—kps—kzs}—l-l
erfel | 3-107F / (2 eff —2] X

\ /

\7

( 10 ——&:—(K+ps+zs}+l
erfe| 13107/ / [25”@? -2]

\ /|

To determine the optimum bit load, Equation (16.8) 1s solved
numerically for the size of the information field K.

Referring back to FI1G. 5, a method of evaluating channel
performance that uses approximations (16.2)—(16.8) will be
described. This embodiment 1s similar to the method
described 1n section I with respect to FIG. 5 except that the
FEC parameters include the number of DMT symbols per
FEC frame s and the number of FEC control code symbols
per DMT symbol z, rather than the maximum number of
correctable errors t. In step 50, a number of information bits
to be supported by a subchannel for allowable sets of FEC
parameters, predetermined eflective signal-to-noise ratios
Y., and associated eflective numbers of subchannels n_ . 1s
determined. The maximum number of bits able to be sup-
ported by a DMT symbol within the system’s constraints 1s
in accordance with Equation (16.9) below:
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n (16.9)
Bpur = Z (i, 3, 2) = Rer D(Yeg, S, 2)
i—1

For the values of the effective signal-to-noise ratio y_, and
the eftective number of subchannels n,,; Equation (16.8) 1s
solved for the size of the information field K at different
allowable values of the number of DMT symbols per FEC
frame s, and the number of FEC control code symbols per
DMT symbol z; this solution, combined with Equation
(16.9), yields the maximum number of information bits able
to be supported by a DMT symbol within the system’s
constraints. In one embodiment, this information 1s stored in
a table, such as the exemplary table shown in Table 12,
below.

In this embodiment, steps 51 and 52 are not changed and
will not be further described. In step 53, a maximum net
coding gain over allowable sets of FEC parameters 1is
determined. In one embodiment, the table generated 1n step
50 1s 1teratively accessed for each allowable set of FEC
parameters based on the value of the effective number of
subchannels and the effective signal-to-noise ratio to retrieve
the associated number of bits per subchannel. The net coding
gain per subchannel, in decibels, g, ;, for each allowable set

of FEC parameters 1s determined 1n accordance with Equa-
tion (16.10) below:

(16.10)

Snas(s, 2) = 3.01| bQYers 522 = —bregs 1, 0)]

K+ ps+sz K+ ps

In step 54, one or more FEC parameters are selected based
on the maximum net coding gain per subchannel g, ,,. The
selected FEC parameters yield the largest, 1.e., the maxi-
mum, value of the net coding gain as determined 1n accor-
dance with Equation (16.10).

In step 55, the corresponding line coding gain, 1n decibels,
2, 4» 18 determined based on the forward error correction
parameters that provide the maximum net coding gain g, .
The line coding gain per subchannel g, ;, 1s determined in
accordance with the following relationship:

81.45(5,2)=3.01|6(Y p5,2)=b(Y ;3 1,0) (16.11)

In step 36, the line coding gain g, ,,. and the one or more
selected FEC parameters are transmitted to the peer modem.

2. Generalized Method: Multicarrier Channel with FEC

The method described 1n the previous subsection provides
an exact solution when no restriction on the FEC frame size
1s applied. Alternately, in practice, the FEC frame size 1s
bounded to limit the complexity of the decoder. As a result,
Equation (16.8) 1s solved for the length of the information
field K from the interval (O, N —ps—sz), where N_ =256,
So far 1t was assumed that such a solution does exist. The

case when Equation (16.8) has no solution in the interval (O,
N___—ps—sz) will be described below.

R X

Define the excess of the “raw” (1.¢., prior to decoding) bit
error rate ®(K) as follows:
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L (K+p5+25) (17.1)
OK) = u{ Y (K +ps+ zs)][l _pZmgr S ]
Sﬂfﬁ

( /lﬂ -S—”&:—(K—kps—kstl
erfel | 3-107ef / (2 eff —2] X

\ /

y_ [1 B zzsjiﬁ{!{mﬁzs}}

10

\]

( ——H:—(K—kps—kzs}—kl
erfe \/S-IUTEI?F/ID/(ZS”EI?“ —2] —

\ /|

i 1 l/e
] — [1 _ W(S, z, K)SSG.S-SE-I-I] 14

and

A e B

(D(Yers S, 2))PoaM = fﬂ[
SHeff

( /lD -—&:—(K+,Ds+55}+l ) -
erfe| .| 3-107ef / (ZSHEﬁ - 2] X
\ /
” _ [1 - Qh}iﬁiﬁmﬁzs}]
25

\"

( /10 ——&:—(K—kps—kas}—kl
erfc| | 3-107ef / [zs”fﬁ —2]

\ /|

30

where p,, 4,,b,y) 1s the probability of error in transmitting a
QAM waveform representing a 2°-point constellation at the
signal-to-noise ratio of v, over the required BER level 1n a

system with FEC given by the following formula, s

' 1 e (17.3)
p, = 1—[1—W(s, Z. K)SSDSSE“] :
S 1 1 1 1 1 1 1
z 2 4 6 8 10 12 14
1.e., 50
@:m(b(YEﬁS:Z))pQAM_pe (174)
At
<
O(0)=0 (17.5) 55
and

ON,, —ps—sz)=0 (17.6)

there 1s a solution K* (and accordingly, N*=K*+ps+sz) such 60
that at 0=K=K* the FEC frame has a code rate KIN
sufliciently large to provide a BER<e for the data after
decoding; and at K>K*=ZN _ —ps-sz the code rate 1s insut-
ficient to provide the desired BER level, 1.e., a BER>¢ for
the data after decoding. Therefore, K* 1s an optimal solution 65
providing the maximum FEC frame size within the accept-
able BER range.

1 2 2 2 2 2 2 2 2 4 4 4
le 1 2 3 4 5 o6 7 & 1 2

48
At

©(0)<0 (17.7)

and

OWN,,,—ps—sz)<0 (17.8)

all 0=K=V__ —ps-sz yield BER =¢. In this case all values
of K yield an appropriate BER level. Therefore, K=N_ -

ps—sz 1s an optimal solution providing the maximum FEC
frame size and throughput within the acceptable BER range.
It follows from Equation (16.7) that in this case, the number
of bits per subchannel b does not depend on the signal-to-

noise ratio, 1.e.:

byegs 5. 2) = if:;ax (17.9)
Finally, at

©(0)>0 (17.10)
and

O(N,, ., ~Ps—s2)>0 (17.11)
all 0=K=N_ -ps—sz yield BER=Ze. In other words, no

appropriate value for K, where 0=K=N_ —ps—sz, exists at
these conditions.

3. Numerical Procedure and Coding Gain Matrices

In another embodiment, a complete set of net coding gain
g, < matrices for G.dmt-compliant modems for permissible
(s,z) pairs are presented. Each (s,z)-associated matrix 1s a
discrete representation of the function g, ,5(n_4 v, 4). The net
coding gain matrices may be stored as one or more tables 1n
memory. There are 23 matrices (excluding the uncoded (1,0)
case) associated with the possible (s,z) pairs in G.dmt as
shown below 1n Table 11.

TABLE 11

Possible (s, z) pairs in G.dmt.

To generate the net coding gain matrices, Equation (16.8)
was programmed 1n MatlLab and solved numerically using
dichotomy, tfor different values of y s n,4 and (z, s). The
initial K interval, for the dichotomy procedure, was (0,256—
ps—zs); 0.=8; €10™7; f=3; and p=1. The implementation of
the generalized method can be described as follows.

Prior to solving Equation (16.8), the conditions (17.4) and
(17.5) are checked. If conditions (17.4) and (17.5) both hold,
the dichotomy vields a value for the length of the informa-
tion field K within the interval of search. The value of the net
coding gain g, . 1s determined tfrom Equation (16.10).

If conditions (17.6) and (17.7) both hold, a value equal to
N___—ps—sz is used for the length of the information field K,
the corresponding value of the number of bits per subchan-
nel b 1s determined 1n accordance with Equation (17.8). The

values of the net coding gain g, ;5 are determined 1n accor-
dance with Equation (16.10).
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If the conditions (17.9) and (17.10) both hold, the Furthermore, the values of the net coding gain g, ,z(n_gz
uncoded case (b=b(y, s 1,0)) 1s preferable and the value of Y.z Can be compared for all possible (z, s) pairs, and the (z,
K=N,,..—p- The value of the net coding gain g, ;; 1s set s) pair providing the maximal value of the net coding gain

equal to O. g, 45 can be found from Table 12, below.

TABLE 12

Optimum FEC parameters (s/z/g, 4g) calculated for G.dmt modem at
different n_g and Y.y values (number of effective subchannels n g ranges

from 1 to 226, eflective SNR y_& ranges from 15 to 50).

n_g\Wog 13 20 25 30 35 40 45 50

1 1/0/0.0  1/0/00  1/0/0.0  1/0/0.0  1/0/0.0  1/0/0.0  1/0/0.0  1/0/0.0
6 16/1/0.4  16/1/0.8  16/1/1.0 16/1/1.0 16/1/1.0  16//1.0  16//1.0  16/1/1.0

11 16/1/1.7  16/1/2.1  16/1/2.3  16/1/23  16/1/2.3  16/123 U177 8/1/1.7
16 16/1/2.2  16/1/2.6  16/1/2.8  8/1/2.2  &1722  81/22 /122  8/1/2.2
21 16/1/2.5  16/129  &/124  8&1/2.5  &124 8124  4ULT 4117
26 16/1/2.6  16/1/3.0 /227  82/2.7  &U2.6 47220 4220 4220
31 16/1/2.7  8/2/2.8 8229  8/2/2.9 4222 4222 4222 4222
36 16/1/2.8  8/2/29  8/2/3.0 4224 4224 4224 4223  2/2/1.6
41 R/2/2.7 8230  ®/12.7 4325 4325 4325 2318  2/3/1.7
46 R/2/2.7 8231 4327 4327 4326 4121 2319  2/3/1.9
51 R/2/2.8 8231 4328  4/3/2.8  4/3/27  2/3/20 2320  2/3/2.0
56 R/2/2.8  4/3/2.8  4/32.8  4/3/2.8 2422 2421 2421 2/4/2.1
61 R/2/2.9  4/428  A/429 4429 U423 2422 2422 2/4/2.2
66 R/2/2.9  4/4/29  A43.0 2424 U423 2423 2423 2/4/2.3
71 R/2/2.9  4/4/3.0 4430  2/52.4 2524 2524 2523  2/22.0
76 R/2/2.9  4/4/3.0 4431  2/52.5 2525 2524 2524  1/6/1.6
]1 4427 4431 4228  2/52.6 2525 2525 2220  1/6/1.7
R6 4428 4431 2/62.6  2/52.6 2526  2/52.6  1/6/1.8  1/6/1.8
91 4428 4431 2627 2627 2626 2425  1/619  1/6/1.9
96 4/4/2.8 4431 2628 2627 2627 1620  1/620  1/6/1.9
101 4/4/2.9 4432 2628 2628  2/6/27 1620  1/62.0  1/6/2.0
106 4/4/2.9  4/3/3.0 2728  26/2.8 2426  1/8/2.1 1/8/2.1 1/8/2.0
111 4429 2728 2729 2729 1822  1/82.1 1/8/2.1 1/8/2.1
116 4/4/2.9 2729 2729 2729 U822 1822 1822  1/82.1
121 4/4/2.9 2729 2729 2729 1823 1822  1/822  1/3/2.2
126 4/4/2.9  2/8/29  2/83.0  2/6/2.9  1/823 1823  1/822  1/8/2.2
131 4/4/2.9  2/8/3.0  2/8%3.0  2/3/25 1823 1823  1/823  1/8/2.3
136 4/4/2.9  2/8/3.0  2/83.0  1/1024 1824 1823  1/823  1/8/2.3
141 4/4/2.9  2/83.0  2/8/3.1 /1025 11024 11024 11023 1/6/2.2
146 4/4/2.9  2/83.0  2/8/3.1 /1025 1/10/25 11024 11024  1/2/1.4
151 4/4/3.0  2/83.1  2/8/3.1 /1025 11025 V1025 11024  1/2/0.2
156 4/3/2.8  2/83.1  2/8/3.1 1/10/2.6  1/10/25 1025 11024 1/0/0.0
161 2/8/2.8  2/8/3.1 2530  U102.6  1102.6 11025  1/62.1 1/0/0.0
166 2/8/2.8  2/8/3.1 1/10/2.6  1/10/2.6  1/10/2.6  1/1025 U214  1/0/0.0
171 2/8/2.8  2/8/3.1 1/12/2.7  1102.6  1/10/2.6  1/102.6  1/2/05  1/0/0.0
176 2/8/2.8  2/8/3.1 1/12/2.7 11227 V1226  1/102.6  1/0/0.0  1/0/0.0
181 2/8/2.8  2/8/3.1 1/12/2.7  U1227 V1227 1825  1/0/00  1/0/0.0
186 2/8/29  2/8/3.2 V1227 U1227  U122.7  1/6/2.1 1/0/0.0  1/0/0.0
191 2/8/29  2/8/3.2 V1228 1227  U122.7 U415 1000 1/0/0.0
196 2/8/29  2/8/3.2 11228 11228 V1227 U210 1000  1/0/0.0
201 2/8/29  2/8/3.2 11228 /1228  U12/2.7  1/2/02 1000  1/0/0.0
206 2/8/29  2/8/3.2 11228 /1228  U12/2.8  1/0/0.0 1000  1/0/0.0
211 21829  2/7/3.1 1/14/2.9 11228 11027  1/0/0.0  1/0/0.0  1/0/0.0
216 2/8/29  2/6/3.1 1/14/2.9 11428 1/6/25  1/0/0.0  1/0/0.0  1/0/0.0
221 2/8/29 /1428 11429 /1429  1/4/2.1 1/0/0.0  1/0/0.0  1/0/0.0
226 /829  1/1429 11429 11429 U416  1/0/0.0 1000  1/0/0.0
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The corresponding table for the line coding gain g; ;5 1s

shown 1n Table 13, below.

Neg'Yofr

1

0

11
16
21
26
31
36
41
46
51
56
01
60
71
76
81
8O
91
96
101
106
111
116
121
126
131
136

141
146
151
156

161
166
171
176

181
186
191
196
201
200
211
216
221
226

15

1/0/0.0

8/2/4.0
8/2/3.9
8/2/3.9
8/2/3.8
8/2/3.8
8/2/3.7
8/2/3.7
8/2/3.6
4/4/4.0
4/4/4.0
4/4/3.9
4/4/3.9
4/4/3.9
4/4/3.9
4/4/3.8
4/4/3.8
4/4/3.8
4/4/3.7
4/4/3.7
4/4/3.7
4/4/3.7
4/4/3.7
4/4/3.6
4/3/3.3
2/8/4.0
2/8/4.0
2/8/4.0
2/8/4.0
2/8/4.0
2/8/3.9
2/8/3.9
2/8/3.9
2/8/3.9
2/8/3.9
2/8/3.9
2/8/3.8
2/8/3.8
2/8/3.8

TABLE

13

Optimum FEC parameters (s/z/g) 4g) calculated for G.dmt modem at
different n g and y.g values (number of effective subchannels runs

from 1 to 226, effective SNR runs from 15 to 50).

16/1/4.9
16/1/4.4
16/1/4.2
16/1/4.0
16/1/3.9
16/1/3.8
16/1/3.7

20

1/0/0.0

8/2/4.5
8/2/4.4
8/2/4.3
8/2/4.2
8/2/4.2
4/3/4.1
4/4/4.5
4/4/4.5
4/4/4.4
4/4/4.4
4/4/4.3
4/4/4.3
4/4/4.2
4/4/4.2
4/4/4.2
4/3/3.8
2/7/4.4
2/7/4.4
2/7/4.3
2/8/4.5
2/8/4.5
2/8/4.4

2/8/4.4
2/8/4.4
2/8/4.4
2/8/4.3

2/8/4.3
2/8/4.3
2/8/4.3
2/8/4.3

2/8/4.2
2/8/4.2
2/8/4.2
2/8/4.2
2/8/4.2
2/8/4.2
2/7/4.0
2/6/3.8

16/1/5.2
16/1/4.8
16/1/4.5
16/1/4.3
16/1/4.2

1/14/4.4
1/14/4.4

25

1/0/0.0
16/1/5.3
16/1/4.8
16/1/4.5
8/1/3.8
8/2/4.7
8/2/4.6
8/2/4.4
8/1/3.4
4/3/4.3
4/3/4.3
4/3/4.2
4/4/4.6
4/4/4.5
4/4/4.5
4/4/4.4
4/2/3.4
2/6/4.4
2/6/4.3
2/6/4.3
2/6/4.3
2/7/4.5
2/7/4.4
2/7/4.4
2/7/4.4
2/8/4.5
2/8/4.5
2/8/4.5
2/8/4.5
2/8/4.4
2/8/4.4
2/8/4.4

30

1/0/0.0

8/1/3.9
8/1/3.7
8/2/4.6
8/2/4.5
4/2/3.8
4/3/4.4
4/3/4.3
4/3/4.2
4/3/4.2
4/4/4.5
2/4/3.9
2/5/4.2
2/5/4.1
2/5/4.1
2/5/4.1
2/6/4.3
2/6/4.3
2/6/4.2
2/6/4.2
2/7/4.4
2/7/4.4
2/7/4.3
2/6/4.1
2/3/3.1

16/1/5.3
16/1/4.8

1/10/4.2
1/10/4.2
1/10/4.2
1/10/4.1
1/10/4.1

35

1/0/0.0

8/1/3.8
8/1/3.7
8/1/3.6
4/2/3.9
4/2/3.8
4/3/4.3
4/3/4.3
4/3/4.2
2/4/3.9
2/4/3.9
2/4/3.8
2/5/4.1
2/5/4.1
2/5/4.1
2/5/4.0
2/6/4.3
2/6/4.2
2/6/4.2
2/4/3.6
1/8/3.9
1/8/3.9
1/8/3.9
1/8/3.9
1/8/3.8
1/8/3.8

16/1/5.2
16/1/4.7

40

1/0/0.0

8/1/3.8
8/1/3.7
4/2/3.9
4/2/3.8
4/2/3.7
4/3/4.3
4/1/2.6
2/3/3.5
2/4/3.9
2/4/3.8
2/4/3.8
2/5/4.1
2/5/4.1
2/5/4.0
2/5/4.0
2/4/3.6
1/6/3.5
1/6/3.5
1/8/3.9
1/8/3.9
1/8/3.9
1/8/3.8
1/8/3.8
1/8/3.8

16/1/5.1
16/1/4.7

45

1/0/0.0

16/1/5.1

8/1/4.0
8/1/3.8
4/1/2.9
4/2/3.9
4/2/3.8
4/2/3.7
2/3/3.5
2/3/3.5
2/3/3.4
2/4/3.9
2/4/3.8
2/4/3.8
2/5/4.1
2/5/4.0
2/2/2.6
1/6/3.5
1/6/3.5
1/6/3.5
1/6/3.4
1/8/3.9
1/8/3.9
1/8/3.8
1/8/3.8
1/8/3.8
1/8/3.8
1/8/3.77

1/10/4.1
1/10/4.1
1/10/4.1
1/10/4.1

1/8/3.8

1/10/4.1
1/10/4.1
1/10/4.1
10/4.0

1/
1/
1/

10/4.1
10/4.0
10/4.0

1/

10/4.0

50

1/0/0.0
16/1/5.
8/1/4.0
8/1/3.7
4/1/2.9
4/2/3.9
4/2/3.8
2/2/2.9
2/3/3.5
2/3/3.5
2/3/3.4
2/4/3.8
2/4/3.8
2/4/3.7
2/2/2.7
1/6/3.6
1/6/3.5
1/6/3.5
1/6/3.5
1/6/3.4
1/6/3.4
1/8/3.9
1/8/3.8
1/8/3.8
1/8/3.8
1/8/3.8
1/8/3.7
1/8/3.7
1/6/3.3
1/2/1.8
1/2/0.5
1/0/0.0

2/5/3.7

1/1
1/12/4.4
1/12/4.4

0/4.1

1/12/4.3
1/12/4.3
1/12/4.3
1/12/4.3
1/12/4.3
1/12/4.3
1/14/4.5
1/14/4.5
1/14/4.4
1/14/4.4

T, el Tl T T Tl Tl Tl el T T T T Tl Tl el T, T

1/10/4.1
1/10/4.1
1/10/4.1
1/12/4.3

1/12/4.3
1/12/4.3
1/12/4.3
1/12/4.3
1/12/4.2
1/12/4.2
1/12/4.2
1/14/4.4
1/14/4.4
1/14/4.4

1/10/4.1
1/10/4.0
1/10/4.0
1/12/4.3

1/12/4.3
1/12/4.2
1/12/4.2
1/12/4.2
1/12/4.2
1/12/4.2
1/10/3.9
1/6/3.2

1/4/2.6

1/4/2.1

/
/
1/]
1/
/
/

1/

10/4.0
|/10/4.0
10/4.0

0/4.0

1/8/3.6
1/4/2.9
1/4/2.0
1/2/1.2
1/2/0.4
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0

1/6/3.0
1/2/1.7
1/2/0.8
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0

1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0

1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0
1/0/0.0

1
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In an alternate embodiment, because the (s,z)-pairs in G.lite >©
are a subset of the set of (s,z)-pairs 1n G.dmt, the net coding
gain g, ,» data for G .lite can be retrieved trom Tables 14 to

TABLE 14-continued

(s =1,z =2): Net Coding Gain Matrix (dB)

36, below.
o5 MerWer 15 20 25 30 35 40 45 50
1ABLE 14 41 06 08 09 09 09 09 09 09
. . . 46 07 09 10 1.0 1.0 1.0 1.0 10
(s=1.2=2): Net Coding Gain Matrix (dB) 51 08 1.0 11 1.1 L1 11 11 10
56 09 1.1 1.1 1.2 11 1.1 1.1 1.1
NogWeg 13 20 25 30 35 40 45 50 1 00 19 1o 1o 1o 12 1o 15
1 00 00 00 00 00 00 00 0o O 66 Lo l2 o l2 1z l2 12 l2 1.2
6 00 00 00 00 00 00 00 00 /1O 1.2 1.3 13 1.3 1.3 1.2 1.2
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 76 1.0 1.2 1> L3 1.3 1.3 1.3 1.3
16 00 00 00 00 00 00 00 00 81 L. 1.3 1.3 1.3 1.3 1.3 1.3 1.3
21 00 00 00 00 00 00 00 00 86 1.3 14 1.4 1.3 1.3 1.3 1.3
26 01 03 03 04 03 03 03 03 91 1.3 14 14 1.4 14 13 1.3
3. 03 05 06 06 06 06 06 06 65 906 1.1 1.3 14 14 14 14 14 13
3 05 07 08 08 08 08 07 07 101 1.2 14 14 14 14 14 14 14




Neg Yorr

106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

Negg Wi

1

0

11
16
21
20
31
36
41
46
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71
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81
86
91
96
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(s =1, 7z = 2): Net Coding Gain Matrix (dB)

TABL.
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< 14-continued
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(s =1, 7z =4): Net Coding Gain Matrix (dB)
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TABLE 15

(s
N

bhilhntnntbnbnbn nbnbn bninnbn i D D DN DN D DN

I
-

R R Y Y Y R RS IS L S T S S S o A S a

i e e T N e e e e
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15

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.5
0.7

— &
o
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20
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0.0
0.2
0.5
0.8

=

OO D D 00 50 =] 1 OGN O B L) b

25
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0.0
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0.0
0.2
0.6
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O O 000000~ Oy Oy b
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35
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40
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(s =1, 7z =4): Net Coding Gain Matrix (dB)

TABL.
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< 15-continued

15
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1.9
1.9
1.9
1.9

20

2.1
2.1
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(s =1, 7z = 6): Net Coding Gain Matrix (dB)

25
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2.2

30

2.1
2.2
2.2
2.2
2.2
2.2

TABLE 16

35

2.1
2.1
2.1
2.1
2.1
1.6

40

0.0
0.0
0.0
0.0
0.0
0.0

15

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.1
0.4
0.7

— &
\O

O D 50 00 =] =~ =1 O O B o R O
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0.0
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00 00 -1 O L Lo B
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2.1
2.1
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TABLE 17-continued

(s =1, 7z = 8): Net Coding Gain Matrix (dB)

Nog\Weg 15 20 25 30 35 40
21 0.0 0.0 0.0 0.0 0.0 0.0
26 0.0 0.0 0.0 0.0 0.0 0.0
31 0.0 0.0 0.0 0.0 0.0 0.0
36 0.0 0.0 0.0 0.0 0.0 0.0
41 0.0 0.0 0.0 0.0 0.0 0.0
46 0.0 0.3 0.3 0.3 0.3 0.2
51 0.3 0.6 0.7 0.6 0.6 0.6
56 0.6 0.9 0.9 0.9 0.9 0.8
61 0.8 1.1 1.2 1.1 1.1 1.1
66 1.0 1.3 1.3 1.3 1.3 1.3
71 1.1 1.4 1.5 1.5 1.5 1.4
76 1.3 1.6 1.6 1.6 1.6 1.6
81 1.4 1.7 1.8 1.7 1.7 1.7
86 1.5 1.8 1.9 1.8 1.8 1.8
01 1.6 1.9 2.0 1.9 1.9 1.9
06 1.7 2.0 2.0 2.0 2.0 1.9

101 1.7 2.0 2.1 2.1 2.1 2.0
106 1.8 2.1 22 2.2 2.1 2.1
111 1.8 2.2 22 2.2 2.2 2.1
116 1.9 2.2 23 2.3 2.2 2.2
121 1.9 2.3 2.3 2.3 2.3 2.2
126 2.0 2.3 2.4 2.3 2.3 2.3
131 2.0 2.3 24 24 2.3 2.3
136 2.1 24 24 24 24 23
141 2.1 24 25 24 24 24
146 2.1 24 25 25 24 2.4
151 2.2 2.5 2.5 2.5 2.5 2.4
156 2.2 2.5 2.5 2.5 2.5 2.5
161 2.2 2.5 2.6 2.5 2.5 2.5
166 2.2 2.5 2.6 2.6 2.5 2.5
171 2.2 2.5 2.6 2.6 2.5 2.5
176 2.3 2.6 2.6 2.6 2.6 2.5
181 2.3 2.6 2.6 2.6 2.6 2.5
186 2.3 2.6 2.6 2.6 2.6 1.9
191 2.3 2.6 2.7 2.6 2.6 1.0
196 2.3 2.6 2.7 2.7 2.6 0.2
201 2.3 2.6 2.7 2.7 2.6 0.0
206 24 2.6 2.7 2.7 2.6 0.0
211 24 2.6 2.7 2.7 2.7 0.0
216 24 2.7 2.7 2.7 24 0.0
221 24 2.7 2.7 2.7 1.8 0.0
226 24 2.7 2.7 2.7 1.2 0.0
TABLE 18

oY o fr

1

0
11
16
21
26
31
36
41
46
51
56
01
66
71
76
81
80
91
96
101
106
111

(s =1,z = 10): Net Coding Gain Matrix (dB)

1S 20 25 30 35 40
00 00 00 00 00 0.0
00 00 00 00 00 0.0
00 00 00 00 00 0.0
00 00 00 00 00 0.0
00 00 00 00 00 0.0
0.0 00 00 00 00 0.0
0.0 00 00 00 00 0.0
0.0 00 00 00 00 0.0
0.0 00 00 00 00 0.0
00 00 00 00 00 0.0
00 01 02 01 01 0.1
0 05 05 05 05 04
0.4 07 0.8 08 07 07
0.7 10 1.0 1.0 1.0 09
09 12 12 12 12 1.1
1.0 14 14 14 14 13
1.2 15 1.6 1.5 15 15
1.3 1.6 17 1.7 1.6 1.6
1.4 17 1.8 1.8 1.8 1.7
1.5 19 19 19 19 1.8
1.6 19 20 20 20 19
1.7 20 21 21 20 20
1.8 21 22 21 21 21

us 7,110,467 B2
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TABLE 18-continued

(s =1, 7= 10): Net Coding Gain Matrix (dB)

45 50 N\ o 1S 20 25 30 35 40 45 50
0.0 0.0 116 1.8 22 22 22 22 21 21 21
0.0 0.0 121 1.9 22 23 23 22 22 22 21
0.0 0.0 126 20 23 23 23 23 22 22 20
0.0 0.0 131 20 23 24 24 23 23 23 20
0.0 0.0 10 136 o1 24 24 24 24 23 23 23
0.2 0.2 141 o1 24 25 25 24 24 23 1.7
0.5 0.5 146 o1 25 25 25 25 24 24 03
0.8 0.8 151 02 25 25 25 25 25 24 00
1.0 1.0 156 22 25 26 26 25 25 24 00
1.2 1.2 161 02 25 26 26 26 25 15 0.0
1.4 14 15 166 23 26 26 26 26 25 04 00
1.5 1.5 171 03 26 27 26 26 26 00 00
1.6 1.6 176 053 26 27 27 26 26 00 0.0
1.7 7 181 03 26 27 27 26 25 00 0.0
1.8 1.8 186 24 27 27 27 27 1.6 00 0.0
1.9 1.9 191 24 27 27 27 27 08 00 00
20 20 196 24 27 28 27 27 00 00 0.0
2120 201 04 27 28 28 27 00 00 0.0
212l 206 04 27 28 28 27 00 00 0.0
;é 3;12 011 055 27 28 28 27 00 00 00
55 55 216 55 2.8 28 28 22 00 00 00
53 53 221 55 28 28 28 16 00 00 00
5 3 55 25 226 55 28 28 28 1.0 00 00 00
0.3 2.0
24 0.6
24 0.0
2.4 0.0 TABLE 19
1.8 0.0
0.7 0.0 30 (s =1,z =12): Net Coding Gain Matrix (dB)
0.0 0.0
0.0 0.0 naW.e 15 20 25 30 35 40 45 50
0.0 0.0
0.0 00 1 00 00 00 00 00 00 00 00
0.0 0.0 6 00 00 00 00 00 00 00 00
0.0 00 33 11 00 00 00 00 00 00 00 00
06 00 16 00 00 00 00 00 00 00 00
06 00 01 00 00 00 00 00 00 00 00
00 00 06 00 00 00 00 00 00 00 00
31 00 00 00 00 00 00 00 00
0.0 0.0 36 00 00 00 00 00 00 00 0.0
g-g g-g a0 41 00 00 00 00 00 00 00 0.0
- - 46 00 00 00 00 00 00 00 00
51 00 00 00 00 00 00 00 00
56 00 00 00 00 00 00 00 00
61 00 03 04 04 03 03 02 002
66 03 06 07 06 06 0.6 05 0.5
71 05 09 09 09 08 08 08 0.7
45 76 07 1.1 1.1 11 1.1 1.0 1.0 09
81 09 13 13 13 12 12 12 1.1
45 50 86 1.1 1.4 1.5 1.4 1.4 1.4 1.3 1.3
01 12 1.6 16 16 15 15 15 1.4
0.0 0.0 06 14 1.7 17 17 17 16 16 1.6
0.0 0.0 101 15 1.8 19 18 1.8 17 17 1.7
00 00 50 106 16 19 20 19 19 18 18 18
0.0 0.0 111 1.7 20 20 20 20 19 19 1.9
0.0 0.0 116 1.7 21 21 21 21 20 20 19
0.0 0.0 121 1.8 2.1 22 22 21 21 21 2.0
0.0 0.0 126 19 22 23 22 22 22 21 21
0.0 0.0 131 1.9 23 23 23 23 22 22 21
0.0 00 54 136 20 23 24 24 23 23 22 20
0.0 0.0 141 01 24 24 24 24 23 23 14
0.0 0.0 146 o1 24 25 25 24 24 23 0.0
04 0.3 151 51 25 25 25 25 24 24 00
0.7 0.6 156 22 25 26 25 25 25 24 00
09 0.9 161 22 25 26 26 25 25 12 00
1.1 1.1 166 03 26 26 26 26 25 01 0.0
13 13 171 03 2.6 27 26 2.6 2.6 00 0.0
1.4 1.4 176 053 26 27 27 26 26 00 00
1.6 1.5 181 24 27 27 27 27 22 00 00
1.7 1.7 186 04 27 27 27 27 13 00 00
1.8 1.8 191 24 27 28 27 27 05 00 00
19 1.8 196 04 27 28 28 27 00 00 00
20 1.9 65 201 24 28 28 28 27 00 0.0 0.0
2.0 2.0 206 55 28 28 28 28 00 00 00
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211
216
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0
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76
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1
0
11
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(s =1, z=12): Net Coding Gain Matrix (dB)

TABL.
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< 19-continued

15

2.5
2.5
2.5
2.5

(s =1, 7z = 14): Net Coding Gain Matrix (dB)
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(s =1, 7= 16): Net Coding Gain Matrix (dB)
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(s =1,7=16): Net Coding Gain Matrix (dB)

TABL.

58

4 21-continued

N 'Y o ff 15 20 25 30 35 40 45 50
31 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
36 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
41 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
46 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
51 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
56 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
61 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
66 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
71 0.0 0.1 0.1 0.1 0.0 0.0 0.0 0.0
76 0.1 0.4 0.4 0.4 0.3 0.3 0.2 0.2
81 0.3 0.6 0.7 0.6 0.6 0.5 0.5 0.5
86 0.5 0.8 0.9 0.9 0.8 0.8 0.7 0.7
91 0.7 1.0 1.1 1.1 1.0 1.0 0.9 0.9
96 0.9 1.2 1.3 1.2 1.2 1.1 1.1 1.0

101 1.0 1.4 1.4 1.4 1.3 1.3 1.2 1.2
106 1.2 1.5 1.6 1.5 1.5 1.4 1.4 1.3
111 1.3 1.6 1.7 1.6 1.6 1.5 1.5 1.5
116 1.4 1.7 1.8 1.8 1.7 1.7 1.6 1.6
121 1.5 1.8 1.9 1.9 1.8 1.8 1.7 1.7
126 1.6 1.9 2.0 2.0 1.9 1.9 1.8 1.8
131 1.7 2.0 2.1 2.0 2.0 1.9 1.9 1.9
136 1.8 2.1 2.1 2.1 2.1 2.0 2.0 1.9
141 1.8 2.2 2.2 2.2 2.1 2.1 2.1 0.7
146 1.9 2.2 2.3 2.3 2.2 2.2 2.1 0.0
151 2.0 2.3 2.3 2.3 2.3 2.2 2.2 0.0
156 2.0 2.3 2.4 2.4 2.3 2.3 1.8 0.0
161 2.1 2.4 2.5 2.4 2.4 2.3 0.6 0.0
166 2.1 2.4 2.5 2.5 2.4 2.4 0.0 0.0
171 2.2 2.5 2.5 2.5 2.5 2.4 0.0 0.0
176 2.2 2.5 2.6 2.6 2.5 2.5 0.0 0.0
1R81 2.3 2.6 2.6 2.6 2.6 1.7 0.0 0.0
186 2.3 2.6 2.7 2.6 2.6 0.8 0.0 0.0
191 2.3 2.6 2.7 2.7 2.6 0.0 0.0 0.0
196 2.4 2.7 2.7 2.7 2.7 0.0 0.0 0.0
201 2.4 2.7 2.8 2.7 2.7 0.0 0.0 0.0
206 2.4 2.7 2.8 2.8 2.7 0.0 0.0 0.0
211 2.5 2.8 2.8 2.8 2.2 0.0 0.0 0.0
216 2.5 2.8 2.8 2.8 1.5 0.0 0.0 0.0
221 2.5 2.8 2.9 2.8 0.9 0.0 0.0 0.0
226 2.5 2.8 2.9 2.9 0.4 0.0 0.0 0.0
TABLE 22

(s =1, 7 = 1): Net Coding Gain Matrix (dB)
N 'Y o fF 15 20 25 30 35 40 45 50
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 0.0 0.0 0.1 0.1 0.1 0.0 0.0 0.0
16 0.3 0.5 0.6 0.6 0.6 0.6 0.6 0.6
21 0.6 0.8 0.9 0.9 0.9 0.9 0.9 0.9
26 0.8 1.0 1.1 1.1 1.1 1.1 1.1 1.0
31 0.9 1.1 1.2 1.2 1.2 1.2 1.2 1.2
36 1.0 1.2 1.3 1.3 1.3 1.3 1.2 1.2
41 1.0 1.2 1.3 1.3 1.3 1.3 1.3 1.3
46 1.1 1.3 1.4 1.4 1.4 1.3 1.3 1.3
51 1.1 1.3 1.4 1.4 1.4 1.4 1.4 1.4
56 1.2 1.4 1.4 1.4 1.4 1.4 1.4 1.4
61 1.2 1.4 1.4 1.4 1.4 1.4 1.4 1.4
66 1.2 1.4 1.4 1.5 1.4 1.4 1.4 1.4
71 1.2 1.4 1.5 1.5 1.5 1.4 1.4 1.4
76 1.2 1.4 1.5 1.5 1.5 1.4 1.4 0.0
81 1.2 1.4 1.5 1.5 1.5 1.5 1.4 0.0
86 1.2 1.4 1.5 1.5 1.5 1.5 1.4 0.0
91 1.2 1.4 1.5 1.5 1.5 1.5 0.3 0.0
96 1.3 1.4 1.5 1.5 1.5 1.5 0.0 0.0
101 1.3 1.4 1.5 1.5 1.5 0.0 0.0 0.0
106 1.3 1.4 1.5 1.5 1.5 0.0 0.0 0.0
111 1.3 1.4 1.5 1.5 1.5 0.0 0.0 0.0
116 1.3 1.5 1.5 1.5 1.1 0.0 0.0 0.0
121 1.3 1.5 1.5 1.5 0.1 0.0 0.0 0.0




(s =1, 7 = 1): Net Coding Gain Matrix (dB)

TABL.
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4 22-continued

us 7,110,467 B2

N 'Y o ff 15 20 25 30 35 40 45 50
126 1.3 1.5 1.5 1.5 0.0 0.0 0.0 0.0
131 1.3 1.5 1.5 1.5 0.0 0.0 0.0 0.0
136 1.3 1.5 1.5 1.5 0.0 0.0 0.0 0.0
141 1.3 1.5 1.5 1.5 0.0 0.0 0.0 0.0
146 1.3 1.5 1.5 0.7 0.0 0.0 0.0 0.0
151 1.3 1.5 1.5 0.1 0.0 0.0 0.0 0.0
156 1.3 1.5 1.5 0.0 0.0 0.0 0.0 0.0
161 1.3 1.5 1.5 0.0 0.0 0.0 0.0 0.0
166 1.3 1.5 1.5 0.0 0.0 0.0 0.0 0.0
171 1.3 1.4 1.5 0.0 0.0 0.0 0.0 0.0
176 1.3 1.4 1.5 0.0 0.0 0.0 0.0 0.0
181 1.3 1.4 1.2 0.0 0.0 0.0 0.0 0.0
186 1.3 1.4 0.8 0.0 0.0 0.0 0.0 0.0
191 1.3 1.4 0.3 0.0 0.0 0.0 0.0 0.0
196 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0
201 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0
206 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0
211 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0
216 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0
221 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0
226 1.3 1.4 0.0 0.0 0.0 0.0 0.0 0.0

TABLE 23

(s = 2, 7z = 2): Net Coding Gain Matrix (dB)
N 'Y ofr 15 20 25 30 35 40 45 50
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
16 0.0 0.2 0.3 0.3 0.3 0.3 0.2 0.2
21 0.5 0.8 0.9 0.9 0.9 0.9 0.8 0.8
26 0.8 1.1 1.2 1.2 1.2 1.2 1.2 1.2
31 1.1 1.4 1.5 1.5 1.5 1.4 1.4 1.4
36 1.2 1.5 1.6 1.6 1.6 1.6 1.6 1.6
41 1.4 1.7 1.7 1.7 1.7 1.7 1.7 1.7
46 1.5 1.7 1.8 1.8 1.8 1.8 1.8 1.8
51 1.5 1.8 1.9 1.9 1.9 1.9 1.8 1.8
56 1.6 1.9 2.0 2.0 1.9 1.9 1.9 1.9
61 1.7 1.9 2.0 2.0 2.0 2.0 1.9 1.9
66 1.7 2.0 2.0 2.0 2.0 2.0 2.0 1.9
71 1.7 2.0 2.1 2.1 2.0 2.0 2.0 2.0
76 1.8 2.0 2.1 2.1 2.1 2.0 2.0 0.0
81 1.8 2.0 2.1 2.1 2.1 2.0 2.0 0.0
86 1.8 2.0 2.1 2.1 2.1 2.1 0.0 0.0
91 1.8 2.1 2.1 2.1 2.1 2.1 0.0 0.0
96 1.8 2.1 2.1 2.1 2.1 1.4 0.0 0.0
101 1.8 2.1 2.1 2.1 2.1 0.0 0.0 0.0
106 1.8 2.1 2.2 2.1 2.1 0.0 0.0 0.0
111 1.9 2.1 2.2 2.2 2.1 0.0 0.0 0.0
116 1.9 2.1 2.2 2.2 0.9 0.0 0.0 0.0
121 1.9 2.1 2.2 2.2 0.0 0.0 0.0 0.0
126 1.9 2.1 2.2 2.2 0.0 0.0 0.0 0.0
131 1.9 2.1 2.2 2.2 0.0 0.0 0.0 0.0
136 1.9 2.1 2.2 2.1 0.0 0.0 0.0 0.0
141 1.9 2.1 2.2 1.3 0.0 0.0 0.0 0.0
146 1.9 2.1 2.2 0.6 0.0 0.0 0.0 0.0
151 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
156 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
161 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
166 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
171 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
176 1.9 2.1 2.0 0.0 0.0 0.0 0.0 0.0
181 1.9 2.1 1.5 0.0 0.0 0.0 0.0 0.0
186 1.9 2.1 1.1 0.0 0.0 0.0 0.0 0.0
191 1.9 2.1 0.6 0.0 0.0 0.0 0.0 0.0
196 1.9 2.1 0.2 0.0 0.0 0.0 0.0 0.0
201 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
206 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
211 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
216 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0

10

15

20

25

30

35

40

45

50

55

60

65

N\ fr

221
226

Heﬂ}q’eﬁ'

1

6
11
16
21
26
31
36
41
46
51
56
01
66
71
76
81
8O
91
96
101
106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

N\ fr

1

0
11
16
21
26
31
36

(s =2,z =2): Net Coding Gain Matrix (dB)

TABL.

60

< 23-continued

15

1.9
1.9

(s =2, 7z =3): Net Coding Gain Matrix (dB)

20

2.1
2.1

25

0.0
0.0

TABL.

30

0.0
0.0

L1l

24

35

0.0
0.0

40

0.0
0.0

15

0.0
0.0
0.0
0.0
0.2
0.7

-

el elall sl ol TN e N .

(s = 2,7 =4): Net Coding Gain Matrix (dB)

20

0.0
0.0
0.0
0.0
0.5

25

0.0
0.0
0.0
0.0
0.5
1.0
1.4
1.6
1.8
2.0
2.1
2.2
2.2
2.3
2.3
2.4
2.4
2.4
2.4
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.0
2.0
2.0
2.0
2.0
2.3
1.8
1.4
0.9
0.5
0.1
0.0
0.0
0.0
0.0
0.0
0.0

TABL.

30

0.0
0.0
0.0
0.0
0.5
1.0
1.4
1.6
1.8
2.0
2.1
2.2
2.2
2.3
2.3
2.4
2.4
2.4
2.4
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
1.9
1.1
0.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

(L]

235

35

0.0
0.0
0.0
0.0
0.5

40

0.0
0.0
0.0
0.0
0.5

15

0.0
0.0
0.0
0.0
0.0
0.3
0.8
1.1

20

0.0
0.0
0.0
0.0
0.0
0.6
1.1
1.4

25

0.0
0.0
0.0
0.0
0.0
0.7
1.2
1.5

30

0.0
0.0
0.0
0.0
0.0
0.7
1.2
1.5

35

0.0
0.0
0.0
0.0
0.0
0.7
1.1
1.5

40

0.0
0.0
0.0
0.0
0.0
0.6
1.1
1.4

45

0.0
0.0

45

0.0
0.0
0.0
0.0
0.4

45

0.0
0.0
0.0
0.0
0.0
0.6
1.1
1.4

50

0.0
0.0

50

0.0
0.0
0.0
0.0
0.4

50

0.0
0.0
0.0
0.0
0.0
0.6
1.0
1.4



N ofr

41
46
51
56
01
60
71
76
81
8O
91
96
101
106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

N ofr

11
16
21
26
31
36
41
46
51
56
01
60
71
76
81
8O
91
96
101
106
111
116
121
126
131

(s = 2,z =4): Net Coding Gain Matrix (dB)

TABL.

61

4 25-continued

15

0 ~1 W W

2.1
2.1
2.2
2.2
2.2
2.3
2.3
2.3
2.4
2.4
2.4
2.4
2.4
2.4
2.4
2.4
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5

(s = 2.z =5): Net Coding Gain Matrix (dB)

20

1.7
1.9
2.0
2.1
2.2
2.3
2.4
2.4
2.5
2.5
2.5
2.0
2.0
2.0
2.0
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.7

25

1.7
1.9
2.1
2.2
2.3
2.4
2.4
2.5
2.5
2.0
2.6
2.0
2.7
2.7
2.7
2.7
2.7
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.7
2.2
1.7
1.2
0.8
0.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0

TABL

30

1.7
1.9
2.1
2.2
2.3
24
24
2.5
2.5
2.6
2.6
2.6
2.7
2.7
2.7
2.7
2.7
2.7
2.6
1.7
1.0
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

=, 26

35

1.7
1.9
2.0
2.2
2.3
2.3
2.4
2.5
2.5
2.5
2.0
2.0
2.0
2.0
1.7
0.5
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

1.7
1.9
2.0
2.1
2.2
2.3
2.4
2.4
2.5
2.5
2.5
0.9
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

15

0.0
0.0
0.0
0.0
0.0
0.0
0.4
0.9

20

0.0
0.0
0.0
0.0
0.0
0.2
0.8
1.2
1.5
1.7
1.9
2.1
2.2
2.3
2.4
2.5
2.5
2.0
2.0
2.7
2.7
2.7
2.8
2.8
2.8
2.8
2.8

25

0.0
0.0
0.0
0.0
0.0
0.2
0.8
1.3
1.6
1.8
2.0
2.2
2.3
2.4
2.5
2.5
2.0
2.6
2.7
2.7
2.8
2.8
2.8
2.8
2.9
2.9
2.9

30

0.0
0.0
0.0
0.0
0.0
0.2
0.8
1.2
1.6
1.8
2.0
2.1
2.3
24
24
2.5
2.6
2.6
2.7
2.7
2.7
2.8
2.8
2.8
2.8
2.9
24

35

0.0
0.0
0.0
0.0
0.0
0.2
0.8
1.2
1.5
1.8
2.0
2.1
2.2
2.3
2.4
2.5
2.5
2.0
2.0
2.7
2.7
2.7
1.5
0.3
0.0
0.0
0.0

40

0.0
0.0
0.0
0.0
0.0
0.1
0.7
1.2
1.5
1.7
1.9
2.1
2.2
2.3
2.4
2.4
2.5
2.0
2.3
0.6
0.0
0.0
0.0
0.0
0.0
0.0
0.0

us 7,110,467 B2

45

1.7
1.8
2.0
2.1
2.2
2.3
2.3
2.4
1.6
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

50

1.6
1.8
2.0
2.1
2.2
2.3
1.7
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

10

15

20

25

30

35

40

45

50

55

60

65

N\ e fr

136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

N\ o fr

11
16
21
26
31
36
41
46
51
56
01
66
71
76
81
86
91
96
101
106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

(s =2, 7 =5): Net Coding Gain Matrix (dB)

TABL.

62

4 26-continued

15

2.6
2.6
2.6
2.6
2.6
2.6
2.6
2.6
2.6
2.6
2.6
2.6
2.7
2.7
2.7
2.7
2.7
2.7
2.7

(s =2, 7 =6): Net Coding Gain Matrix (dB)

20

2.8
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.0

25

2.9
2.9
2.9
2.9
2.9
3.0

2.0
2.1
1.6
1.1
0.7
0.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0

TABL.

30

1.6
0.8
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

=, 277

35

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

15

0.0
0.0
0.0
0.0
0.0
0.0
0.1
0.6
0.9

20

0.0
0.0
0.0
0.0
0.0
0.0
0.4
0.9
1.3
1.5
1.8
2.0
2.1
2.2
2.3
2.4
2.5
2.0
2.0
2.7
2.7
2.8
2.8
2.8
2.9
2.9
2.9
2.9
2.9
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.1
3.1
3.1
3.1
2.8
2.5

25

0.0
0.0
0.0
0.0
0.0
0.0
0.4
0.9
1.3
1.6
1.8
2.0
2.2
2.3
2.4
2.5
2.0
2.0
2.7
2.8
2.8
2.8
2.9
2.9
2.9
2.9
3.0
3.0
3.0
3.0
3.0
3.0
3.0
2.4
1.9
1.4
1.0
0.5
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0

30

0.0
0.0
0.0
0.0
0.0
0.0
0.4
0.9
1.3
1.6
1.8
2.0
2.2
2.3
2.4
2.5
2.0
2.0
2.7
2.7
2.8
2.8
2.8
2.9
2.9
2.9
2.2
1.4
0.6
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

35

0.0
0.0
0.0
0.0
0.0
0.0
0.4
0.9
1.3
1.6
1.8
2.0
2.1
2.3
2.4
2.4
2.5
2.0
2.0
2.7
2.7
2.5
1.2
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.8
1.2
1.5
1.8
1.9
2.1
2.2
2.3
2.4
2.5
2.6
2.0
0.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

45

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

50

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0




N ofr

1

0
11
16
21
26
31
36
41
46
51
56
01
60
71
76
81
80O
91
96
101
106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
200
211
216
221
226

Yo fr

11
16
21
26
31
36
41
46
51
56
01
60
71
76
81
8O
91

(s = 2,z = 7): Net Coding Gain Matrix (dB)

63

TABL.

-, 23

15

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.6
1.0

00 =~ L b

2.1
2.2
2.3
2.4
2.4
2.5
2.5
2.5
2.0
2.6
2.0
2.7
2.7
2.7
2.7
2.7
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.9
2.9
2.9
2.9

(s = 2.7z =&): Net Coding Gain Matrix (dB)

20

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.5
1.0
1.3
1.6
1.8
2.0
2.1
2.3
2.4
2.5
2.5
2.0
2.7
2.7
2.8
2.8
2.9
2.9
2.9
2.9
3.0
3.0
3.0
3.0
3.0
3.1

b L Lo Lo Lo o o o L

(s

3.0
2.7
2.4

25

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.6
1.0
1.4
1.7
1.9
2.1
2.2
2.3
2.4
2.5
2.0
2.7
2.7
2.8
2.8
2.9
2.9
2.9
3.0
3.0
3.0
3.0
3.1
3.1
3.1
2.8
2.3
1.8
1.3
0.8
0.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

TABL.

30

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.6
1.0
1.4
1.6
1.8
2.0
2.2
2.3
24
2.5
2.6
2.7
2.7
2.8
2.8
2.9
2.9
2.9
2.9
2.0
1.2
0.5
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

(L]

29

35

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.5
1.0
1.3
1.6
1.8
2.0
2.1
2.3
2.4
2.5
2.5
2.0
2.7
2.7
2.3
1.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.5
0.9
1.3
1.5
1.8
1.9
2.1
2.2
2.3
2.4
2.5
1.8
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

15

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.7
1.0

0~ W W

2.1
2.1
2.2

20

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.1
0.6
1.0
1.4
1.6
1.8
2.0
2.1
2.3
2.4
2.5
2.0

25

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.7

30

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.7

35

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.1
0.6
1.0
1.3
1.6
1.8
2.0
2.1
2.3
2.4
2.5
2.0

40

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.6

us 7,110,467 B2

10

15

20

25

30

35

40

45

50

55

60

65

(s =2, 7z = 8): Net Coding Gain Matrix (dB)

TABL.

64

< 29-continued

N 'Y o ff 15 20 25 30 35 40 45 50
96 2.3 2.6 2.7 2.7 2.6 0.0 0.0 0.0
101 2.4 2.7 2.8 2.7 2.7 0.0 0.0 0.0
106 2.4 2.7 2.8 2.8 2.0 0.0 0.0 0.0
111 2.5 2.8 2.9 2.8 0.8 0.0 0.0 0.0
116 2.5 2.8 2.9 2.9 0.0 0.0 0.0 0.0
121 2.6 2.9 2.9 2.9 0.0 0.0 0.0 0.0
126 2.6 2.9 3.0 2.7 0.0 0.0 0.0 0.0
131 2.6 3.0 3.0 1.8 0.0 0.0 0.0 0.0
136 2.7 3.0 3.0 1.0 0.0 0.0 0.0 0.0
141 2.7 3.0 3.1 0.3 0.0 0.0 0.0 0.0
146 2.7 3.0 3.1 0.0 0.0 0.0 0.0 0.0
151 2.7 3.1 3.1 0.0 0.0 0.0 0.0 0.0
156 2.8 3.1 3.1 0.0 0.0 0.0 0.0 0.0
161 2.8 3.1 2.7 0.0 0.0 0.0 0.0 0.0
166 2.8 3.1 2.1 0.0 0.0 0.0 0.0 0.0
171 2.8 3.1 1.6 0.0 0.0 0.0 0.0 0.0
176 2.8 3.1 1.2 0.0 0.0 0.0 0.0 0.0
181 2.8 3.1 0.7 0.0 0.0 0.0 0.0 0.0
186 2.9 3.2 0.3 0.0 0.0 0.0 0.0 0.0
191 2.9 3.2 0.0 0.0 0.0 0.0 0.0 0.0
196 2.9 3.2 0.0 0.0 0.0 0.0 0.0 0.0
201 2.9 3.2 0.0 0.0 0.0 0.0 0.0 0.0
206 2.9 3.2 0.0 0.0 0.0 0.0 0.0 0.0
211 2.9 3.2 0.0 0.0 0.0 0.0 0.0 0.0
216 2.9 2.9 0.0 0.0 0.0 0.0 0.0 0.0
221 2.9 2.6 0.0 0.0 0.0 0.0 0.0 0.0
226 2.9 2.3 0.0 0.0 0.0 0.0 0.0 0.0
TABLE 30

(s =4, 7z =1): Net Coding Gain Matrnx (dB)
N 'Y o ff 15 20 25 30 35 40 45 50
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 0.5 0.8 0.9 0.9 0.9 0.9 0.9 0.9
16 1.0 1.3 1.4 1.4 1.4 1.4 1.4 1.4
21 1.3 1.6 1.7 1.7 1.7 1.7 1.7 1.7
26 1.5 1.8 1.9 1.9 1.9 1.8 1.8 1.8
31 1.6 1.9 2.0 2.0 2.0 1.9 1.9 1.9
36 1.7 1.9 2.0 2.0 2.0 2.0 2.0 1.8
41 1.7 2.0 2.1 2.1 2.1 2.0 1.7 0.0
46 1.8 2.0 2.1 2.1 2.1 2.1 0.0 0.0
51 1.8 2.0 2.1 2.1 2.1 0.0 0.0 0.0
56 1.8 2.1 2.1 2.1 1.8 0.0 0.0 0.0
61 1.8 2.1 2.1 2.1 0.0 0.0 0.0 0.0
66 1.8 2.1 2.1 2.1 0.0 0.0 0.0 0.0
71 1.8 2.1 2.2 1.1 0.0 0.0 0.0 0.0
76 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
81 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
86 1.9 2.1 2.2 0.0 0.0 0.0 0.0 0.0
91 1.9 2.1 1.4 0.0 0.0 0.0 0.0 0.0
96 1.9 2.1 0.5 0.0 0.0 0.0 0.0 0.0
101 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
106 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
111 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
116 1.9 2.1 0.0 0.0 0.0 0.0 0.0 0.0
121 1.9 2.0 0.0 0.0 0.0 0.0 0.0 0.0
126 1.9 1.5 0.0 0.0 0.0 0.0 0.0 0.0
131 1.9 1.1 0.0 0.0 0.0 0.0 0.0 0.0
136 1.9 0.6 0.0 0.0 0.0 0.0 0.0 0.0
141 1.9 0.3 0.0 0.0 0.0 0.0 0.0 0.0
146 1.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0
151 1.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0
156 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
161 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
166 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
171 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
176 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
181 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
186 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0




(s =4, z =1): Net Coding Gain Matrix (dB)

TABL.

65

< 3(0-continued

us 7,110,467 B2

N 'Y o ff 15 20 25 30 35 40 45 50
191 1.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0
196 1.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
201 1.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
206 1.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
211 0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0
216 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
221 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0
226 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0

TABLE 31

(s =4, z =2): Net Coding Gain Matrix (dB)
N 'Y e ff 15 20 25 30 35 40 45 50
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 0.0 0.1 0.2 0.1 0.1 0.1 0.0 0.0
16 0.7 1.1 1.2 1.2 1.2 1.1 1.1 1.1
21 1.3 1.6 1.7 1.7 1.7 1.7 1.7 1.6
26 1.6 2.0 2.1 2.1 2.0 2.0 2.0 2.0
31 1.8 2.2 2.3 2.3 2.2 2.2 2.2 2.2
36 2.0 2.3 2.4 2.4 2.4 2.4 2.3 1.1
41 2.1 2.4 2.5 2.5 2.5 2.5 1.1 0.0
46 2.2 2.5 2.6 2.6 2.6 2.2 0.0 0.0
51 2.2 2.6 2.6 2.6 2.6 0.0 0.0 0.0
56 2.3 2.6 2.7 2.7 1.4 0.0 0.0 0.0
61 2.3 2.6 2.7 2.7 0.0 0.0 0.0 0.0
66 2.4 2.7 2.7 2.4 0.0 0.0 0.0 0.0
71 2.4 2.7 2.8 0.8 0.0 0.0 0.0 0.0
76 2.4 2.7 2.8 0.0 0.0 0.0 0.0 0.0
81 2.4 2.7 2.8 0.0 0.0 0.0 0.0 0.0
86 2.4 2.7 2.1 0.0 0.0 0.0 0.0 0.0
91 2.4 2.7 1.1 0.0 0.0 0.0 0.0 0.0
96 2.5 2.7 0.3 0.0 0.0 0.0 0.0 0.0
101 2.5 2.7 0.0 0.0 0.0 0.0 0.0 0.0
106 2.5 2.7 0.0 0.0 0.0 0.0 0.0 0.0
111 2.5 2.7 0.0 0.0 0.0 0.0 0.0 0.0
116 2.5 2.3 0.0 0.0 0.0 0.0 0.0 0.0
121 2.5 1.8 0.0 0.0 0.0 0.0 0.0 0.0
126 2.5 1.3 0.0 0.0 0.0 0.0 0.0 0.0
131 2.5 0.9 0.0 0.0 0.0 0.0 0.0 0.0
136 2.5 0.5 0.0 0.0 0.0 0.0 0.0 0.0
141 2.5 0.1 0.0 0.0 0.0 0.0 0.0 0.0
146 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
151 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
156 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
161 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
166 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
171 2.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
176 2.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
181 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
186 1.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0
191 1.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
196 1.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
201 1.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
206 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
211 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
216 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0
221 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
226 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0

TABLE 32

(s =4, z = 3): Net Coding Gain Matrix (dB)
DY esr 15 20 25 30 35 40 45 50
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

10

15

20

25

30

35

40

45

50

55

60

65

(s =4, 7z = 3): Net Coding Gain Matrix (dB)

TABL.

06

< 32-continued

Ne'Y e fr 15 20 25 30 35 40 45 50
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
16 0.2 0.4 0.5 0.5 0.5 0.4 0.4 0.4
21 0.9 1.2 1.3 1.3 1.3 1.3 1.2 1.2
26 1.4 1.7 1.8 1.8 1.8 1.8 1.7 1.7
31 1.7 2.1 2.2 2.2 2.1 2.1 2.1 2.0
36 2.0 2.3 2.4 2.4 2.4 2.3 2.3 0.5
41 2.1 2.5 2.6 2.5 2.5 2.5 0.5 0.0
46 2.3 2.6 2.7 2.7 2.6 1.7 0.0 0.0
51 2.4 2.7 2.8 2.8 2.7 0.0 0.0 0.0
56 2.4 2.8 2.8 2.8 1.0 0.0 0.0 0.0
61 2.5 2.8 2.9 2.9 0.0 0.0 0.0 0.0
66 2.6 2.9 2.9 2.0 0.0 0.0 0.0 0.0
71 2.6 2.9 3.0 0.5 0.0 0.0 0.0 0.0
76 2.6 2.9 3.0 0.0 0.0 0.0 0.0 0.0
81 2.7 3.0 2.8 0.0 0.0 0.0 0.0 0.0
86 2.7 3.0 1.8 0.0 0.0 0.0 0.0 0.0
91 2.7 3.0 0.9 0.0 0.0 0.0 0.0 0.0
96 2.7 3.0 0.0 0.0 0.0 0.0 0.0 0.0

101 2.7 3.0 0.0 0.0 0.0 0.0 0.0 0.0
106 2.7 3.0 0.0 0.0 0.0 0.0 0.0 0.0
111 2.7 2.7 0.0 0.0 0.0 0.0 0.0 0.0
116 2.8 2.1 0.0 0.0 0.0 0.0 0.0 0.0
121 2.8 1.6 0.0 0.0 0.0 0.0 0.0 0.0
126 2.8 1.1 0.0 0.0 0.0 0.0 0.0 0.0
131 2.8 0.7 0.0 0.0 0.0 0.0 0.0 0.0
136 2.8 0.3 0.0 0.0 0.0 0.0 0.0 0.0
141 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
146 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
151 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
156 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
161 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
166 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
171 2.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
176 2.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
181 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
186 1.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0
191 1.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
196 1.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
201 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
206 0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0
211 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0
216 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
221 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
226 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TABLE 33

(s =4, z =4): Net Coding Gain Matnx (dB)
N 'Y e 15 20 25 30 35 40 45 50
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
16 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
21 0.4 0.7 0.8 0.7 0.7 0.7 0.6 0.6
26 1.0 1.4 1.4 1.4 1.4 1.3 1.3 1.3
31 1.4 1.8 1.9 1.9 1.8 1.8 1.8 1.7
36 1.8 2.1 2.2 2.2 2.1 2.1 2.1 0.0
41 2.0 2.3 2.4 2.4 2.4 2.3 0.0 0.0
46 2.2 2.5 2.6 2.6 2.5 1.1 0.0 0.0
51 2.3 2.7 2.7 2.7 2.7 0.0 0.0 0.0
56 2.4 2.8 2.8 2.8 0.6 0.0 0.0 0.0
61 2.5 2.8 2.9 2.9 0.0 0.0 0.0 0.0
66 2.6 2.9 3.0 1.7 0.0 0.0 0.0 0.0
71 2.6 3.0 3.0 0.1 0.0 0.0 0.0 0.0
76 2.7 3.0 3.1 0.0 0.0 0.0 0.0 0.0
81 2.7 3.1 2.5 0.0 0.0 0.0 0.0 0.0
86 2.8 3.1 1.5 0.0 0.0 0.0 0.0 0.0
91 2.8 3.1 0.6 0.0 0.0 0.0 0.0 0.0
96 2.8 3.1 0.0 0.0 0.0 0.0 0.0 0.0
101 2.9 3.2 0.0 0.0 0.0 0.0 0.0 0.0



N ofr

106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

N ofr

11
16
21
26
31
36
41
46
51
56
01
60
71
76
81
8O
91
96
101
106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196

(s =4, z =4): Net Coding Gain Matrix (dB)

TABL.

67

< 33-continued

15

2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
2.9
3.0
3.0
2.7
2.4
2.2

(s = &, z = 1): Net Coding Gain Matrix (dB)

20

3.1
2.5
1.9
1.4
1.0
0.5
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

25

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

TABL

30

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

-, 34

35

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

15

0.0
0.0
1.1
1.7
2.0
2.1
2.2
2.3
2.3
2.4
2.4
2.4
2.4
2.4
2.4
2.4
2.4
2.3
1.9
1.5
1.1
0.8
0.5
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

20

0.0
0.3
1.5
2.1
2.3
2.5
2.0
2.0
2.7
2.7
2.7
2.7
1.7
0.8
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

25

0.0
0.4
1.7
2.2
2.4
2.6
2.7
2.7
2.7
0.9
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

30

0.0
0.4
1.7
2.2
2.5
2.6
2.7
0.5
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

35

0.0
0.4
1.7
2.2
2.4
2.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.3
1.7
2.2
2.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

us 7,110,467 B2

45

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

45

0.0
0.3
1.7
2.2
0.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

50

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

50

0.0
0.3
1.7
2.2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

10

15

20

25

30

35

40

45

50

55

60
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N\ e fr

201
2006
211
216
221
226

Heﬂ}weﬁ'

11
16
21
26
31
36
41
46
51
56
01
66
71
76
81
86
91
96
101
106
111
116
121
126
131
136
141
146
151
156
161
166
171
176
181
186
191
196
201
206
211
216
221
226

N\ fr

1
6
11
16

(s = 8, z = 1): Net Coding Gain Matrix (dB)

08

TABLE 34-continued

(s = &, z = 2): Net Coding Gain Matrix (dB)

15

0.0
0.0
0.0
0.0
0.0
0.0

20 25
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
TABL.

30

0.0
0.0
0.0
0.0
0.0
0.0

L1

35

35

0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.0
0.0
0.0
0.0
0.0

(s

15

0.0
0.0
0.4
1.4
1.9
2.2
24
2.6
2.7
2.7
2.8
2.8
2.9
2.9
2.9
2.9
2.6
2.1
1.6
1.2
0.9
0.5
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

=16,z = 1): Net Coding Gain Matrix (dB)

20 25
0.0 0.0
0.0 0.0
0.8 0.9
1.8 1.9
2.3 2.4
2.0 2.7
2.8 2.9
2.9 3.0
3.0 2.3
3.1 0.4
3.1 0.0
2.3 0.0
1.3 0.0
0.4 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
TABL.

30

0.0
0.0
0.9
1.9
2.4
2.7
2.9
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

L1l

36

35

0.0
0.0
0.8
1.8
2.4
2.5
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

40

0.0
0.0
0.8
1.8
2.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

15

0.0
0.4
1.7
2.2

20 25
0.0 0.0
0.8 1.0
2.1 2.3
2.0 2.8

30

0.0
1.0
2.3
2.2

35

0.0
1.0
2.3
0.0

40

0.0
1.0
2.3
0.0

45

0.0
0.0
0.0
0.0
0.0
0.0

45

0.0
0.0
0.8
1.8
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

45

0.0
1.0
0.0
0.0

50

0.0
0.0
0.0
0.0
0.0
0.0

50

0.0
0.0
0.7
1.8
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

50

0.0
1.0
0.0
0.0
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TABLE 36-continued

(s =16, 7z = 1): Net Coding Gain Matrix (dB)

N 'Y o ff 15 20 25 30 35 40 45 50
21 2.5 2.9 1.8 0.0 0.0 0.0 0.0 0.0
20 2.6 3.0 0.0 0.0 0.0 0.0 0.0 0.0
31 2.7 1.1 0.0 0.0 0.0 0.0 0.0 0.0
36 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
41 2.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
46 1.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
51 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0
56 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
61 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
66 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
71 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
76 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
81 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
86 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
91 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
96 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

101 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
106 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
111 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
116 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
121 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
126 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
131 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
136 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
141 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
146 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
151 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
156 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
161 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
166 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
171 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
176 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
181 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
186 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
191 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
196 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
201 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
206 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
211 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
216 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
221 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
226 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

4. The Existence of a Transitional Zone in the Net and
Line Coding Gain at a High Signal-to-noise Ratio

Tables 12 and 13, above, show that 1n the G.dmt standard,
when an effective number of subchannels n, . 1s greater than
151 (n,z>151), there 1s a threshold value of the signal-to-
noise ratio vy,,,..,(n,-<50 dB such that when y>vy,, (0,5
both mequalities (17.6) and (17.7) hold. At such signal-to-
noise ratio, the uncoded case provides better channel
throughput with a BER less than 1077 than G.dmt-appropri-
ate coding. This feature appears at a suthiciently large value
of the eftective number of subchannels n_g, (right lower
corner of Tables 12 and 13), and was not observed for G.lite.
In this situation, using the general method described in
subsection 2 of this section modifies the net coding gain
g, 5 the number of DM'T symbols per FEC frame s, and the
number of FEC control code symbols per DMT symbol z.
The change occurs 1n the transitional zone with the width of
~1 dB separating the (y_x n,,) areas where no coding 1s
needed and where some coding 1s still beneficial. Table 37,
below, presents the values of a preferred set of values of
(Vo) Z(Vop)s €,.u(Yes)) at n,,=201 obtained using the
generalized method i thus embodiment, for the G.dmt
standard, in the transitional zone.
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TABL.

L1

37

Change in the g 4 s, and z with respect to Y. g

Yeﬂ' 35 36 37 38 39 4() 41
g dB 2.74 2.73 2.47 1.95 1.19 0.19 0
S 1 1 1 1 1 1 1
Z 12 12 8 4 2 2 0

Table 38, below, presents the corresponding values of a

preferred set of values of (g, x(v.5), SV, Z(Y.p) at
n_.~201 obtained using the method described 1n U.S. patent

application Ser. No. 09/689,367/ filed on Oct. 12, 2000, titled
“Method of Selecting Initialization Parameters for Multi-

channel Data Communication with Forward Error Correc-
tion”, to Vlad Mitlin, Tim Murphy, and Richard G. C.

Williams.

TABL.

L1l

33

Chanege 1In g, & S.and z VS. vefl

vell 35 36 37 38  3R.7- 387+ 39 40 41
g. dB 274 273 244 147 147 0 0 U 0
S 1 1 1 1 1 1 1 1 1
7 12 12 0 2 2 0 0 U 0

In both tables 37 and 38, the number of DMT frames in
a FEC frame s 1s equal to 1 in the transitional zone while the
number FEC control symbols in a DMT symbol z decreases
with increasing signal-to-noise ratio. However, the value of
the number of FEC control code symbols per DMT symbol
7z 1n Table 37 decreases slower than the value of the number
of FEC control code symbols per DMT symbol z 1n Table 38.
The value of the net coding gain g, ., in the generalized
method described 1n this embodiment (Table 37) gradually
decreases to 0. In Table 38, the value of the net coding gain
g, 45 decreases to a value of 1.47 dB at a signal-to-noise
ratio of 38.7 dB, and then jumps to zero discontinuously.

The method of Table 38 underestimates the net coding
gain g, . 1n the transitional zone. The differences 1n opti-
mum FEC parameters obtained by these two methods occurs
in a narrow (~1 to 2 dB) zone, but 1s accounted for in G.dmt.
As the maximum number of subchannels 1 G.lite 1s equal
to 96, while the maximum number of subchannels 1n G.dmt
1s equal to 224, the tables published 1 U.S. patent applica-
tion Ser. No. 09/689,367 filed on Oct. 12, 2000, titled
“Method of Selecting Initialization Parameters for Multi-
channel Data Communication with Forward Error Correc-
tion”, to Vlad Mitlin, Tim Murphy, and Richard G. C.
Williams, are not changed when the generalized method of
this embodiment 1s used.

5. FEC-setting Message Sequence Between CO and RT
and the Related Problems Involving Coding Gain Tables

In the environment of DSL communications and particu-
larly 1n the environment of G.dmt and G.lite compliance, the

present mvention can be applied to the mitialization proto-
cols specified 1n the 1999 versions of the G.992.1 and

(3.992.2 Recommendations. FIGS. 10A and 10B are trom
the 1999 version of the (5.992.1 standard.

The aspects of the standard DSL 1nitialization procedure
considered relevant for negotiation of FEC parameters are
labeled in FIGS. 10A and 10B. The left hand column
represents messages originating with the central office (C)
terminal and the right column represents messages originat-
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ing with the remote (R) terminal. Negotiations regarding
downstream and upstream communications proceed 1n par-

allel.

The procedure of setting FEC parameters in a DSL
G.l1ite/G.dmt-compliant system comprises an exchange of
the following messages between the central oflice and
remote terminal. When two logical messages appear on the
same line, those messages can be combined into a single
transmission:

C-RATES1—=C-M5SG1—
R-RATEST1<—R-MSG1<-
R-MSG-RA<—R-RATES-RA<—
C-RATES-RA—=C-MSG-RA—
R-MSG2<«—R-RATES2<—
C-MSG2—C-RATES2—

This exchange of messages 1s explained first with respect to
the remote terminal, then with respect to the central office
because the exchange of messages 1s not entirely symmetri-
cal.

6. Remote Terminal Side of the Exchange

The remote terminal side of the FEC-related information
exchange proceeds as follows. At 140, the remote terminal
receives a C-RATES1 message from the central office. This
message includes four options for s, the number of DMT
symbols per FEC frame, and z, the number of control code
symbols per DMT symbol. Options are transmitted for both
upstream and downstream channels and are listed in order of
decreasing preference. The remote terminal also receives
C-MSG1 from the central oflice. This message includes the
margin w, and b__ . the maximum number of bits per
subchannel for downstream transmission. These values are
preliminary, as they precede measurements of signal
strength.

At 142, the remote terminal sends R-RATES1 to the
central office providing four options of (s, z) parameters
transmitted 1n order of decreasing preference, for upstream
transmission. As the central oflice has control over the data
rates, these options may be copied from C-RATES1. The
remote terminal also sends R-MSG1 to the central office
providing the maximum number of bits per subchannel for
upstream transmission.

At 144, the remote terminal sends R-MSG-RA to the
central oflice providing the following parameters for down-
stream transmission: n_g the number of subcarriers, the best
(at s=1) estimates of z and K=N-ps—sz, where N 1is the
number of code symbols 1n a FEC frame, K 1s the number
of code symbols 1n the information field, p 1s the mode index
value, g; ;5 1s the line coding gain per subcarrier; and By,

1s the DMT symbol size.

When preparing R-MSG-RA, the remote terminal should
take advantage of having measured the downstream signal-
to-noise ratio (I',) distribution over subcarriers or channels.
The remote terminal computes v.=I,—u, the margin-cor-
rected signal-to-noise ratio distribution. (The margin value n
was received in C-MSG1.) The remote terminal determines
the number of subcarriers carrying data downstream, 1, as
tollows: (1) for each subcarrier, b, ,, the number of bits to be
loaded at that subcarrier without FEC at the bit error rate
e=10 1s computed; and (11) the effective number of chan-
nels,
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the number of channels loaded with one or more baits, 1s
estimated. The remote terminal computes vy ~2y/n, ;. the
average signal-to-noise ratio of the downstream channel.
The remote terminal should find the best set or sets of (z;
2 a5 N=ps—sz, b,=b, o+g; ;5/3.01,1=1,....n_x Bp,,~2min
(b,, b)) at s=1 and €=10"". In this manner, the remote
terminal can send R-RATES-RA to the central office pro-
viding the best (s,z) option(s) from C-RATES1, for down-
stream transmission, based on signal-to-noise ratio measure-
ments.

When preparing R-RATES-RA, the remote terminal
should determine vy;, n_z and vy, as described above. With
this information, the remote terminal can find the best (s, z,
2., 25) triplet(s) at the specified bit error rate e=10"", apply-
ing the equations and procedure set forth above. It the best
triplet(s) matches one of the options remote terminal
received with C-RATES]1, the remote terminal sends that
option’s number to the central oflice 1n R-RATES-RA.
Otherwise, the remote terminal indicates that no option was
selected 1n R-RATES-RA.

At 146, the remote terminal receives C-RATES-RA with
4 options of (s, z) parameters transmitted in order of
decreasing preference. This list of options 1s not constrained
by previous messages. The remote terminal also receives
C-MSG-RA with a potentially revised margin for down-
stream transmission.

At 148, the remote terminal sends R-MSG2 to the central
oflice providing the DMT symbol size for downstream
transmission corresponding to the downstream margin
received 1 C-MSG-RA and the (s, z) option chosen in
R-RATES?2 at e=107". It also sends R-RATES?2 to the central
oflice providing the best (s,z) option from C-RATES-RA.

When preparing R-MSG2 and R-RATES2, the remote
terminal should computes yd.=I",—u, the margin-corrected
signal-to-noise ratio distribution. The margin value 1s
received 1n C-MSG-RA. If the margin and channel strengths
are unchanged, this calculation 1s easily optimized. The
remote terminal determinesib,,} and n,, and ¥y, as
described above. The remote terminal finds the best (s, z,
2, 45 triplet(s) chosen from 4 options it received 1n
C-RATES-RA at e=1077, as described in the equations and
procedures above. Then 1t computes the size of DMT symbol
tor sending 1t with R-MSG2, as follows: b, =b, ,+g; ;5/3.01,
1=1, ..., 0.4 Bpy~2min(b,, b, ).

At 150, the remote terminal receives C-MSG2 with the
margin and DMT symbol size the upstream channel can
support. The remote terminal also receives C-RATES2, a
reply to R-RATES-RA from the central oflice, with final
downstream and upstream FEC sets.

A. Central Oflice Side of the Exchange

The central oflice side of the FEC-related information
exchange 1s substantially, but not completely, the same as the
remote terminal side of the exchange. At 90, the central
oflice sends C-RATES]1 to the remote terminal providing 4
options of (s, z) parameters transmitted 1n order of decreas-
ing preference. When preparing C-RATESI1, the central
oflice does not have any downstream signal-to-noise ratio
information, unless the central oflice uses historical infor-
mation from prior communication sessions. Therefore, four
best (s, z) sets for downstream transmission are determined
from lookup tables at values such as y,,~50 dB and n_z96,
which are the best possible performance conditions of the
downstream channel 1n one set of tables embodying aspects
of the present mnvention. At this point, the central oflice has
not measured the upstream signal-to-noise ratio. Therelore,
four best (s,z) sets for upstream transmission are also
determined from lookup tables, preferably at an effective
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signal-to-noise ratio y, .equal to 50 dB and eflective number
of subchannels n_, equal to 26, when these are the best
possible performance conditions of the upstream channel).
The central ofl

ice also sends C-MSG1 to the remote terminal
providing the margin and maximum number of bits per
subchannel for downstream transmission.

At 142, the central oflice receives R-RATES1 with the
remote terminal’s choice of four options of (s, z) parameters
for upstream transmission. The central oflice also recerves
R-MSG1 with the remote terminal’s choice of the margin
and maximum number of bits per subchannel, for upstream
transmission.

At 144, the central oflice receives R-MSG-RA with the
remote terminal’s best (at s=1) estimates of z; K=N-ps—sz,
the line coding gain, and the size of the DMT symbol (with
margin from C-MSG1), for downstream transmission. The
central oflice also receives R-RATES-RA with the remote
terminal’s best (s, z) choice from the 4 options that the
central oflice previously sent with C-RATES1, for down-
stream transmission.

At 146, the central office sends C-RATES-RA to the
remote terminal providing 4 options of (s, z) parameters,
transmitted 1n order of decreasing preference. These options
are not constrained by previous messages. When preparing
C-RATES-RA, the central office takes advantage ot (g; ;5.
N, Bpy) received from the remote terminal i R-MSG-
RA. The central office determines the eflective signal-to-
noise ratio y_. of the signal from the downstream station 1in

accordance with the following equation:

(17.12)

(3.01Bpumt — Pefr Qiap)

off = 9.8+
Yeff —

Given the effective signal-to-noise ratio y_, and eflective
number ot subchannels n_4 the central office finds four best
or preferred sets of (s, z) for downstream transmission at
e=10 Depending on the central oflice’s aflinity with the
remote terminal, the central oflice may use the (s, z) set from
R-RATES-RA, as one of the four best sets of (s, z) param-
cters. In an alternate embodiment, the four sets of (s, z)
parameters are not distinct. By this time, the central office
has measured the upstream signal-to-noise ratio (1) distri-
bution over a the subchannels. The central oflice computes
v=I".—u, the margin-corrected signal-to-noise distribution.
The margin value 1s typically predefined by standard or the
central office operator. The central office computes {b,,}
and the eflective number of subchannels n, ;of the upstream
channel, as described above. The central oflice computes the
effective signal-to-noise ratio y_,0t the upstream channel, as

described above. The central ofh

ice finds, for upstream
transmission, the four best (s, z, g; ;5) triplets at e=107", as
described above.

Also at 146, the central office sends C-MSG-RA to the
remote terminal providing a potentially revised margin for
downstream transmission.

At 148, the central oflice receives R-MSG2 with the
remote terminal’s estimate of the size of DMT symbol,
based on the downstream margin the central oili

ice sent 1n
C-MSG-RA and the option chosen by the remote terminal 1n
R - RATESZ at e=10"" for downstream transmission. The
central oflice also receives R-RATES2 with the remote
terminal’s best (s, z) option from C-RATES-RA based on the
remote terminal’s downstream channel analysis.

At 152, the central oflice sends C-MSG2 to the remote
terminal providing the margin and DMT symbol size the
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upstream channel can support. When preparing C-MSG2,
the central oflice should take advantage of having measured
the upstream signal-to-noise ratio (I',) distribution over the
subchannels. The central oflice computes the margin-cor-
rected signal-to-noise ratio distribution y,=I",—ut. The margin
value, again, 1s typically predefined. The central oflice
computes b, o}, the effective number of subchannels n, -and
the effective signal-to-noise ratio y, ot the upstream chan-
nel, as described for the remote terminal. The central oflice

then finds one or more preferred triplet(s) (s, z, g;5) at
e=10"", using the equations and methods described above.
The central oflice computes b=b, o+g; ;5/3.01,1=1, ..., n_x
B,.~2min(b,, b__ ). The central oflice sends the number
of bits per DMT symbol B ,,,-0btained for the best set of (s,
7) values, with C-MSG2. The best (s, z) set 1s used later 1n
C-RATES2. The central oflice also sends C-RATES2 to the
remote terminal, with final downstream and upstream FEC
sets. For preparatlon of C-RATES2, for upstream transmis-
s10on, the central oflice uses the FEC settings determined 1n
for C-MSG2. For downstream transmission, the central
oflice uses the best (s, z) set at a code symbol error rate € of
1077, as deﬁned in C-RATES-RA. Alternately, depending on
the Central oflice’s athmity with the remote terminal, the

central oflice may use the set received from the remote
terminal 1n R-RATES2.

The exchange leads to transmission of detailed bits and
gain information, on a channel by channel basis, at 154 and

156.

As described above, the central office and remote terminal
can successiully negotiate FEC parameters to attain the
maximum throughput in the upstream/downstream direc-
tions 1f they both have (s,z)-associated g_ (1,4 ¥, 4 lookup
tables 1n accordance with an embodiment of the present
invention. A typical problem in the FEC parameters nego-
tiation mvolving these lookup tables consists of the follow-
ing: given a subset, alternately, the whole set, of (s, z) pairs
from Table 11 and a (n_4 v.4) pair, determine the maximum
net coding gamn g, ;5 from the corresponding subset of
(s,z)-associated net coding gain g, . lookup tables, such as
Tables 14-36. This problem reduces to determining the net
coding gain g, . in the point (n_4 v, -) nside a grid block
trom four net coding gain g, ;; values in the vertices ot that
grid block, (n_z;, Yo07). 1971, . . ., 2.

This problem can be solved using the bilinear approxi-
mation 1nside the grid block 1n accordance with the follow-
ing relationships:

&n,dB (nfﬁa YEﬁ,l) = &n.dB (nfﬁ’]_g YEﬁ,l)nfff,z — (181)

- + gﬂ,dﬂ (Hfﬁ,z ) ?"eﬁ,l )ngﬁ" — -
Fleff, 2 — Heff 1 Flefr 2 — Fleff 1
&n,dB (nfﬁa ?’eﬁ,z) = ZndB (Hfﬁ,l . YEﬁ,Z)nfﬁ,Z — (1 82)
- + gﬂ,dﬂ (Hfﬁ,z ) yE’ﬁ,Z )Hgﬁ - -
Reff.2 — Heff 1 Refr 2 — fleff 1
8n,dB (nfﬁa y.fﬁ) = &ndB (nfﬁa yfﬁ,l)y.fﬁj — (1 83)
Yeff Yeff.,1

+ Zn.dB(Flefr s Yer 2)Yeff —

76_{{,2 _73_{{,1 76_{{,2 _76_{{,1

The approximation given by Equations (18.1) to (18.3) 1s
continuous across the boundaries of adjacent grid blocks and
1s well-suited for the slowly changing (s, z)-associated net

coding gain g, ;5(n,_ 4 Y, values shown above in Tables 14
to 36.
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7. Memory Management

Storing all 23 (s,z)-associated net coding gain g, ,=(n_
Yoz tables 1s a substantial burden for G.dmt driver code. In
one embodiment, the amount of data stored 1s reduced as
follows. First, each (s,z)-associated table 1s stored as a
one-dimensional array. Second, most of the values 1n each
table are zeroes, and often several subsequent nonzero net
coding gain values g, ;. (stored with the precision 01 0.1 dB)
are 1dentical. Each net coding gain value g, ,» can be stored
in an 8-bit (unsigned char) field. The 6 least significant bits
of each byte are used for data, and the 2 most significant bits
are used for flags. Specifically, 1f the net coding gain g, /5
1s nonzero and non-repetitive, the flag bits are both equal to
ZEro.

Storing a sequence of repeating zeroes uses 1 byte, with
the first most sigificant bit set equal to 1 and the second most
s1g_1ficant bit set equal to 0, the remaining 6 bits represent-
ing a repetition mdex.

Storing a sequence ol repeating nonzero values uses 2
bytes. The first byte has the first most significant bit set to O
and the second most significant bit set to 1, the remaining 6
bits representing the repetition index. The second byte has
the first most significant bit set equal to 1 and the second
most significant bit set equal to 1, the remaining 6 bits
represent the repeating net coding gain value g, ;. In this
case, the repetition index should be equal to at least 3.

In one embodiment, the 23 tables storing the net coding
gain values g, ,5(n,5 Y,4) are determined once during the
transceiver 1itiation session. This requires a one-time deter-
mination of 4x23 net coding gain g, .. values in the vertices
of the grid block (n_g. v.4,), 1J=1, . . ., 2., where the point
(04 Y.z belongs Each of the 4 values are substituted into
Equations (18.1), (18.2) and (18.3) vielding 23 values of the
net coding gain g, ,x(n, 4 v, ) Which are then used through-
out the transceiver 1nitiation session.

8. Generalized Method: Multicarrier Channel with FEC
and ARQ

As discussed above, ARQ 1s another method of correcting
errors 1n multicarrier channels. The formulas of the gener-
alized method of performance evaluation of a DMT channel
with FEC and ARQ are presented below. Including ARQ
results 1n the following modification of the equations in
Sections II and III. Equation (16.3) 1s modified as follows:
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Equation (16.8) 1s modified as follows:

(19.4)

1 1/
] - [1 - W(s, z, K, k)g?“ﬂ*”] =

et (K+ps+zs) ]

{u[ il (K + ps + zs)][l _ )T
SHlefr

R

( /lﬂ Eh&:_(KJ”DHES}H
erfol | 3-107d /(2 eff —2] X

\ /

_ ——E—(K+ps+ )
2 [1 _ B T ]

( /10 ——&;—(K—kps—kas}—kl
erfc| | 3. 107 / [meﬁ _ 2]

\ 7

Finally, the definition of ®(K) 1s modified as follows:

(19.5)

———ﬂ:—(K+ps+ )
O(K) = m[ Y (K +ps+ zs)][l _ o ]

Sﬂgﬁ

R

( /10 3}1&:—{.’{—%]{35—%55}—%1
erfd . [3-107 /[2 eff —2] X

\ /

_ ——E—{K+ps+ )
2 [1 _oBeg T ]

\"

( /“3' ——&:—{K—I—ps—kzs}—kl
erfd . [3-107ef / [szﬁ —2] _

\ /]

1 /ey
1 . [1 . W(Sj Z’ Kj k)gﬁ(ﬂﬁ.ﬂiﬂ‘l}]

A method for determining the performance of multicarrier
channels with FEC has been provided. In an alternate
embodiment, the method determines the performance of

—(h—1){0 5sz+1)k (191)

W = [(K + ps + 52) ]—II(D.S-HH}[

where k represents the maximum number of transmissions
allowed for a FEC frame. Equation (16.10) 1s modified as
follows:

Zndp (s, 2) = (19.2)
K b(yfﬁa Sa Za k)
501 K+ ps + 52 y K +psb(75ﬁ’ 1,0, 1)
where v 1s the average number of transmissions:
K+ ps+sz (19.3)

Y 1k
V= (l  0.5-57+ 1 Es)/[l _( 0.;_-ii:izgs) ]
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multicarrier channels with FEC and ARQ. A technique for
optimizing a (G.992.2-compliant modem has also been
described. In one embodiment, the net coding gain attained
using the (5.992.2 standard 1s restricted by Equation (8.4). In
an alternate embodiment, the restriction of Equation (8.4)
can be lifted. In an alternate embodiment, the method may
be used to determine the optimum parameters for other types
of systems with less restrictive relationships (or with no
restrictions at all) between the parameters of the DMT frame
and data link (FEC/ARQ) layer. In another alternate embodi-
ment, the method 1s applied to G.992.1 compliant modems.

Although various embodiments, each of which incorpo-
rates the teachings of the present invention, have been
shown and described in detail herein, those skilled in the art

can readily devise many other embodiments that still utilize
these teachings.
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We claim:

1. A method of determiming an optimum bit load per
subchannel 1 a multicarrier system with forward error
correction, comprising:

computing one or more values of a number of bit positions

b of a quadrature- amplitude-modulation symbol, based
on one or more values of a number of symbols 1n an
information field K, and one or more values of a
number ol control code symbols per discrete-multi-
tone symbol z, to provide one or more determined
values of b, 1n accordance with the following relation-
ship:

1 l/e
1 - (1 - Wi(s, z, K).S,‘Ej'szﬂ} =

/ \
W(O(Yefr» S, z))(l — Z_b(Tfﬁ 5.2/ Z)E')‘f(? J 3. 107 /10 / (Qb(’i"’eﬁ" szl _ 2) , X
\ J

{ Y
N _ (1 . z—b(’:lffﬁ ’S’EJ/Z)ErfC \/3 _ IUTEﬁ/lD / (zb(’:lfgﬁ,s,z]Jrl . 2)
\ /.

Wis, z, K) = [ [(K + 5+ 52) ]—1f(0.5-sz+1}
5 4
A0 = 53
I'(x)=(x-1)!, and
e
D(Yefr» 5, Z) = o (K + ps + 25)

s represents a number of discrete-multi-tone symbols 1n a
frame, €_represents a symbol error rate, o represents the size
of a code symbol, p represents a framing mode index, w(b)
represents an average Iraction of erroneous bits in an erro-
neous b-sized quadrature-amplitude-modulation symbol, v,
represents an effective signal-to-noise ratio, and n,_g repre-
sents an effective number of subchannels; and

selecting the value of K and the value of z which provides
a maximum number of bit positions based on the one or
more determined values of b.

"y

2. The method of claim 1 wherein the effective signal-to-
noise ratio y,.1s an average signal-to-noise ratio of at least
a subset of the channels.

3. The method of claim 1 wherein the size of the frame
ranges from 0 to N ___-—s-zs symbols, where N 1s a
predetermined value.

X

4. The method of claim 1 further comprising;:

determining a difference O(K) between a bit error rate
prior to decoding and a target bit error rate (p_) based
on one or more values of a length of the information
field K within a range from 0 to N _-ps—sz, where
N___1s a predetermined value, 1n accordance with the

- FRAX

following relationship:

OK)=w(b(Y 5.2))P oaar—P o» a0
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-continued

s (K + 08+28) ( 2 (K +os+zs 1 )
[1 _ thfﬁ Z5 ] v g}fc 3. lﬂyfﬁ-/l{] /[zsnfﬁ- z8 B 2] o

\ /

_ & (K+pos+zs) ( % (K+ps+zs)h] 1
2—[1 oy T ]E’fﬁ? \/ 3107 /10 / (QS”EI:“ : —2]

\ /|

|

_ B e
] — [1 _ W(S, Z, K)SSD.S-SE-I-I]
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wherein p, ,,, represents a probability of error in transmit-
ting a quadrature-amplitude-modulation waveform repre-
senting a 2” point constellation; and

comparing the value of ®(0) and ®(N___-s-zs) to 0; and
setting the value of K 1n response to the comparing.

5. The method of claam 4 further comprising: when
®(0)<0 and (N -s-sz)<0, setting K=N_  —s-7s.
6. The method of claim 4 further comprising: setting

b(y.z s, z)equal to (o N, . )/(s n_g) for all values ot y_,and
Z.

7. The method of claim 4 wheremn when ©(0)>0 and
ON_ -s—sz)>0, setting K=N__ -1.

8. The method of claim 7 further comprising: setting s=1
and z=0.

9. A method of selecting forward error correction param-
cters 1 a channel having a plurality of subchannels 1n a
multicarrier communications system, comprising:

storing, 1n a table, selected sets of forward error correction
parameters and associated net coding gains from using
the sets, the selected sets imncluding at least a number (s)
of discrete multi-tone symbols 1n a forward-error-
correction frame and a corresponding number (z) of
forward-error-correction control symbols 1n each dis-
crete multi-tone symbol, the sets and associated net
coding gains corresponding to combinations of a sig-
nal-to-noise ratio and a number of subchannels carrying
discrete multi-tone symbol signals;

determining a signal-to-noise ratio representing a set of
the plurality of subchannels carrying the discrete multi-
tone symbol signals; and

using the table, selecting a particular set of forward error
correction parameters for the channel based on at least
the signal-to-noise ratio representing the set of the
plurality of subchannels and the net coding gain for the
selected particular set.

10. The method of claim 9 wherein the net coding gains
are stored as bilinear approximations.

11. A method of selecting forward error correction param-
cters 1n a channel having a plurality of subchannels 1n a
multicarrier communications system, comprising:

storing, in a table, selected sets of forward error correction
parameters and associated net coding gains from using
the sets, the selected sets including at least a number (s)
of discrete multi-tone symbols 1n a forward-error-
correction frame, a corresponding number (z) of for-
ward-error-correction control symbols 1n each discrete
multi-tone symbol, and a maximum number of trans-
missions (k) , the sets and associated net coding gains
corresponding to combinations of a signal-to-noise
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ratio and a number of subchannels carrying discrete
multi-tone symbol signals;

determining a signal-to-noise ratio representing a set of

the plurality of subchannels carrying discrete multi-
tone symbol signals; and

using the table, selecting a particular set of forward error

correction parameters for the channel based on at least
the signal-to-noise ratio renresenting the set of the
plurality of subchannels and the net coding gain for the
selected particular set.

12. The method of claim 11 wherein the net coding gains
are stored as bilinear approximations.

13. The method of claim 11 wherein and the values of s
and z are in accordance with the G.dmt standard.

14. The method of claim 11 wherein the values of s and
7 are 1n accordance with the G.lite standard, such that a
subset of the tables associated with the values of s and z 1n
accordance with the G.dmt standard are used when the
channel uses the G.lite standard.

15. A method of increasing a bit load of a multicarrier
system comprising a channel having a plurality of subchan-
nels, comprising:

determining a bit load for at least one subchannel based on

a target symbol error rate €., a maximum number of
symbol errors that can be corrected t, a number of
symbols 1n an mnformation field K, a maximum number
of transmissions k, and a number of bits per subchan-
nel; and

selecting the maximum number of symbol errors t, the

number of symbols 1n the information field K and the
maximum number of transmissions k, such that a net
coding gain 1s increased, and wherein t, K and k are
also selected such that no forward error correction is
applied when the number of subchannels exceeds a
predetermined threshold number of subchannels.

16. The method of claim 15 wherein the channel uses the
G.dmt standard.

17. The method of claim 15 wherein the channel uses the
G.lite standard.

18. A method of determining an optimum bit load per
subchannel 1 a multicarrier system with forward error
correction, comprising:

computing one or more values of a number of bit positions

b of a quadrature-amplitude-modulation symbol based
on one or more values of a number of symbols 1n an
information field K, one or more values of a number of
control code symbols per discrete-multi-tone symbol z,
and a maximum number of transmissions Kk, to provide
one or more determined values of b, 1n accordance with
the following relationship:

1 l/ex
L - [1 - Wis, 2. K, k)aé‘“-m“] = W(b(yyrs s, D1 -

4 3
Q—b(jffﬁ ,.S,E]/Z)erfc J?’ _ 10T€_ﬁ-/10 / (Qb(’jl*’gﬁf' ,5,5’.’]4-1 . 2) ¢
', /

{ Y ]
2— (1= 2 e 3.1 0 o
\ ]

[(K + ps + 52) ]—lf({}.ﬁ-sz+l}

Wi(s, z, K, k) = [r(;{ + s +0.5-s7)0(0.5-s7+ 1)

X

[(K + ps+sz+ 1) —(k—1)/(0.5-s7+1 )k
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-continued
Wb) = 53
I'(x)=(x-1)!, and
(¥
b(Yepr» 5, 2) = (K + ps + 25)
Sﬂfﬁ

s represents a number of discrete-multi-tone symbols 1n a
frame, € _represents a symbol error rate, o represents the size
of a code symbol, w(b) represents an average fraction of
erroneous bits 1n an erroneous b-sized quadrature-ampli-
tude-modulation symbol, y,_-represents an ettective signal-
to-noise ratio, p represents a framing mode index; and n,
represents an effective number of subchannels; and

selecting the value of K and the value of z which provides
a maximum number of bit positions based on the one or
more determined values of b.

19. The method of claim 18 wherein the effective signal-

to-noise ratio y,_ - 1s an average signal-to-noise ratio of at
least a subset of the channels.

20. The method of claim 18 wherein the size of the frame

ranges from O to N__ —ps—z symbols, where N___ 1s a
predetermined value.

21. The method of claim 18 further comprising:

determining a difference O(K) between a bit error rate
prior to decoding and a target bit error rate (p_) based
on one or more values of a length of the information
field K within a range from O to N__ -ps—z, where
N_ _1s a predetermined value, 1n accordance with the

- ORAX

following relationship:

FRLEEX

S A (K+ps+zs}]

(K + ps + zs)][l _ 0 BSTeff

¥
O(K) = w[ X

Sﬂgﬁr

( & (K+pos+zsH+1 ) _
e —— 5+25
erfc \/ 3. 107 /10 / [anfﬁ _ 2] x

\ /

s (K+ps+ ( -2 (K+os+zs)+1 1]
[1 —thfﬁ( g zs}]erfc \/B-IOTfﬁ/m/(meﬁ( e —2] —

7

1 1/ex
] — [1 ~ W(s, z, K, k)g;“‘”“z*”]

wherein p, 45, represents a probability of error in transmit-
ting a quadrature-amplitude-modulation waveform repre-
senting a 2° point constellation; and

comparing the value of @(0) and (N, —ps—sz) to 0; and

setting the value of K 1n response to the comparing.

22. The method of claim 21 wherein when &(0)<0 and
O(N_ —ps-sz)<0 setting K=N_ -ps-sz.

23. The method of claim 18 further comprising:

setting b(y, . s, z) equal to (a N, )/(s n,_,) for all values
of y »and z.

24. The method of claim 18 wherein when &(0)>0 and
O(N_ —ps—-sz)>0, setting K=N__ -p.



us 7,110,467 B2

81

25. The method of claim 24 further comprising:

setting s=1 and z=0.

26. An apparatus for determining an optimum bit load per
subchannel in a multicarrier system with forward error
correction, comprising:

means for computing a number of bit positions b of a

quadrature-amplitude-modulation symbol based on one
or more values of a number of symbols 1n an informa-
tion field K and one or more values of a number of
control code symbols per discrete-multi-tone symbol z,
to provide one or more determined values of b, in
accordance with the following relationship:

1 \
W D(Yeg, S, z))(l — Q_b(Tfff 5.2/ Z)E,ﬁ? \/ 3. 107ef /10 / (Qb (e 52+ _ 2) :
\ J

4 Y
and x |2 — (1 — 27203/ epsc J 3.107e/10 [ (oMveg 3L _ o)

\ /.

[‘(K +ﬁS+SZ) ]—lf(GS-serl}

W K) =
(5 2, K) [F(K + 05 +0.5-s9)1(0.5-s2+ 1)

w(b) =

, and

20+ 3

I'ix)=(x-1)!,

s represents a number of discrete-multi-tone symbols 1n a
frame, €_represents a symbol error rate, o represents the size
of a code symbol, p represents a framing mode index, w(b)
represents an average Iraction of erroneous bits 1n an erro-
neous b-sized quadrature-amplitude-modulation symbol, vy
represents an effective signal-to-noise ratio, and n_g repre-
sents an eflective number of subchannels; and

means for selecting the value of K and the value of z

which provides a maximum number of bit positions
based on the one or more determined values of b.

27. The apparatus of claim 26 wherein the eflective
signal-to-noise ratio y,1s an average signal-to-noise ratio of
at least a subset of the channels.

28. The apparatus of claim 26 wherein the size of the
frame ranges from O to N___—s—zs symbols, where N_ __1s
a predetermined value.

29. The apparatus of claim 26 further comprising:

means for determining a difference O(K) between a bit
error rate prior to decoding and a target bit error rate
(p,) based on one or more values of a length of an
information field K within a range from O to N___ —ps—
sz, where N 1s a predetermined value, 1n accordance
with the following relationship:

O(K)=w(b(Y :8.2))P panrP ~> and

84

E%—(K+ps+zs}
W(O(Yefrs Sy 2))Poam = m[ (K + ps + zs)}[l — 27"t ] X

Sﬂfﬁ"

( i (K+p0s+z5)+1 )
R — 5 T75
erfc \/ 3. 107t /10 / [zs”fﬁ _ 2] x
\

/

_ ——E—{K+ps+ ) ( ——H—{K+ps+ J+1 1l
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-continued

i 1 1/
1 — (1 — Wi(s, z, K)ESD.S-SE—H]

Pe

wherein p, 45, represents a probability of error in transmit-
ting a quadrature-amplitude-modulation waveform repre-
senting a 2” point constellation; and

means for comparing the value of ®(0) and ®(N_ _ —s—zs)
to 0; and

means for setting the value of K 1n response to the means
for comparing.

30. The apparatus of claim 29 wherein when 0(0)<0 and

O(N_ -s—s7)<0, said means for setting sets K=N_ —s—zs.

31. The apparatus of claim 30 further comprising;:

means for setting b(y_s s, z)equal to (aw N, )/(s n,_ ) for
all values of y_,and z.

32. The apparatus of claim 30 wherein when 0(0)>0 and
O(N_ -s-s7z)>0, said means for setting sets K=N_ -1,

33. The apparatus of claim 32 wherein said means for
setting sets s=1 and z=0.

34. An apparatus for selecting forward error correction
parameters in a channel having a plurality of subchannels in
a multicarrier communications system, comprising:

means for storing, 1n a table, selected sets of forward error
correction parameters and associated net coding gains
from using the sets, the selected sets including at least
a number (s) of discrete multi-tone symbols 1 a
forward-error-correction frame and a number (z) of
forward-error-correction control symbols 1n each dis-
crete multi-tone symbol, the sets and associated net
coding gains corresponding to combinations of a sig-
nal-to-noise ratio and a number of subchannels carrying
discrete multi-tone symbol signals;

means for determining a signal-to-noise ratio representing
a set of the plurality of subchannels carrying the
discrete multi-tone symbol signals; and

means for selecting a particular set of forward error
correction parameters for the channel based on at least
the signal-to-noise ratio representing the set of the
plurality of subchannels and the net coding gain for the
particular set.

35. The apparatus of claim 34 wherein the net coding
gains are stored as bilinear approximations.

36. An apparatus for selecting forward error correction
parameters 1n a channel having a plurality of subchannels in
a multicarrier communications system, comprising:

means for storing, 1n a table, selected sets of forward error
correction parameters and associated net coding gains
from using the sets, the selected sets including at least
a number (s) of discrete multi-tone symbols 1 a
forward-error-correction frame, a number (z) of for-
ward-error-correction control symbols in each discrete
multi-tone symbol, and a maximum number of trans-
missions (k), the sets and associated net coding gains
corresponding to combinations of a signal-to-noise
ratio and a number of subchannels carrying discrete
multi-tone symbol signals;

means for determining a signal-to-noise ratio representing
a set of the plurality of subchannels carrying discrete
multi-tone symbol signals; and

means for selecting a particular set of forward error
correction parameters for the channel based on at least
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the signal-to-noise ratio representing the set of the
plurality of subchannels and the net coding gain for the
particular set.
37. The apparatus of claim 36 wherein the net coding
gains are stored as bilinear approximations.
38. The apparatus of claim 36 wherein the values of s and
7z are 1n accordance with the G.dmt standard.
39. The apparatus of claim 38 wherein the values of s and
7 are 1n accordance with the G.lite standard, such that a
subset of the tables associated with the values of s and z 1n
accordance with the G.dmt standard are used when the
channel uses the G.lite standard.

40. An apparatus for increasing a bit load of a multicarrier
system comprising a channel having a plurality of subchan-
nels, comprising:

means for determining a bit load for at least one subchan-

nel based on a target symbol error rate €_, a maximum
number of symbol errors that can be corrected t, a
number of symbols 1n an mmformation field K, a maxi-
mum number of transmissions k, and a number of bits
per subchannel; and

means for selecting a maximum number of symbol errors
t, the number of symbols in the information field K and
the maximum number of transmissions k, such that a
net coding gain 1s increased wherein the means for
selecting also selects t, K and k such that no forward
error correction 1s applied when the number of sub-
channels exceeds a predetermined threshold number of
subchannels.

41. An apparatus for determining an optimum bit load per
subchannel 1 a multicarrier system with forward error
correction, comprising:

means for computing one or more values of a number of

bit positions b of a quadrature-amplitude-modulation
symbol based on one or more values of a number of
symbols 1n an information field K, one or more values
ol a number of control code symbols per discrete-multi-
tone symbol z, and a maximum number of transmis-
s1ons k, to provide one or more determined values of b,
in accordance with the following relationship:

1 1/
] - [1 - W(s, z, K, k)£§(0.553+1}] —

1 \
WDV eprs S, z))(l — Q_b(’?’fff=3=3]/2)€rfc Jg; . 10?’eﬁ/10/(2b(?’eﬁ“=5=3]+1 — 2) X
\ J

{ Y |
2—(1- 0~ Hreg =7/ 2) X erfc \/ 3. 107t /1 / (Qb(TEﬁ sa 2)
. J

X

[(K + ps + s52) ]—1fm.5-sz+1}

Wi(s, z, K, k) =
(s, ) [F(K+p5+0.5-523)r(0-5'55+1)

[(K + ps+sz+ 1) —(k—1)/(0.5-s7+1 )k

[(K+ ps+0.5-s)1(0.5-57+2)

a4

b(Yeg» 5, 2) = (K + ps+z5)

) Hfﬁ

and

by =
W) = 5073

I'ix)=(x-1)!,

s represents a number of discrete-multi-tone symbols 1n a
frame, €_represents a symbol error rate, o represents the size
of a code symbol, w(b) represents an average Iraction of
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erroneous bits 1n an erroneous b-sized quadrature-ampli-
tude-modulation symbol, v, represents an effective signal-
to-noise ratio, and p represents framing mode index; and
represents an effective number of subchannels; and

means for selecting the value of K and z to provide a
maximum number of bit positions based on the one or
more determined values of b.

42. The apparatus of claim 41 wherein the effective
signal-to-noise ratio y,-1s an average signal-to-noise ratio of
at least a subset of the channels.

43. The apparatus of claim 41 wherein the size of the
frame ranges from 0 to N __—ps—sz symbols, where N 1s
a predetermined value.

FRLCEX

44. The apparatus of claim 41 further comprising:

means for determiming a difference O(K) between a bit
error rate prior to decoding and a target bit error rate
(p.) 1n accordance with the following relationship:

¥

B(K) = f:u( (K + ps + zs)](l -2

SHefr

¥ R

s
—— (K+os+z5)+1
erfe \/ 3. 1(%f 10 / (z%ﬁ T _z] %

\ /

2—[1—

{ (A
_ K+pos+zs ——(K+pos 1
) anfﬁi +0 —H:}]Eifﬁ: \/3_10y€ﬁ/10/(2 ”Eﬁ( +Os+Z8H _2] -

\. 7

1 1/ex
I — [1 - Wi, z K, k)gé““-S'H*”]

wherein p, 45, represents a probability of error in transmit-
ting a quadrature-amplitude-modulation waveform repre-
senting a 2” point constellation;

means for comparing the value of ®(0) and (N —ps—
zs) to 0; and

means for setting the value of K 1n response to the
comparing.
45. The apparatus of claim 44 wherein when ®(0)<0 and
O(N__ —ps—sz)<0, said means for setting sets K=N_ _—ps—
ZS.

46. The apparatus of claim 45 further comprising: means

for setting b(y_z s, z)equal to (a N, )/(s n_g) tor all values
of v rand z.

4'7. The apparatus of claim 41 wherein when ®(0)>0 and
O(N__ —ps—sz)=>0, said means for setting sets K=N___—p.

48. The apparatus of claim 47 wherein said means for
setting sets s=1 and z=0.

49. A method of selecting forward error correction param-
cters 1n a channel having a plurality of subchannels 1n a
multicarrier communications system, comprising:

storing, 1 one or more tables, net coding gains for a
plurality of values of signal-to-noise ratios and num-
bers of subchannels, the net coding gains correspond-
ing to particular sets of forward error correction param-
eters, the sets mncluding a number (s) of discrete multi-
tone symbols 1n a forward-error-correction frame, a
number (z) of forward-error-correction control sym-
bols, and a maximum number of transmissions (Kk);
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determining a signal-to-noise ratio representing a subset 50. The method of claim 49 wherein the net coding gains
of the subchannels to provide a representative perfor- are stored as bilinear approximations.
mance measurement; and 51. The method of claim 49 wherein and the values of s
selecting from the tables a particular set of values of s, z and z are 1n accordance with the G.dmt standard.

and k based on at least the representative performance 5
measurement and the net coding gains. * k% k%
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