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(57) ABSTRACT

A node 1 and a node 2 are 1n a mutual failover relationship
and share information used 1n failover through a shared LU.
Of filesystems FS1A, FS1B that are mounted at the node 1,

the actions of level 1 are allocated to FS1A and the actions
of level 2 are allocated to FS1B. The level 1 filesystem FS1A

1s taken over to the node 2 simultaneously with commence-
ment of failover. The level 2 filesystem FS1B i1s taken over
to the node 2 when an access request for FS1B 1s generated
alter commencement of failover. In this way, business
services with high availability can be restarted at an early
stage.
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SYSTEM AND METHOD FOR FAILOVER

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application relates to and claims priority from Japa-
nese Patent Application No. 2004-700577 filed on Mar. 12,

2004, the entire disclosure of which 1s incorporated herein
by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mnvention relates to a system and method for
fallover.

2. Description of the Related Art

In a cluster system, a plurality of computers (also called
nodes) are loosely coupled to constitute a single cluster.
Known types of cluster systems include for example load
distributed systems and failover systems. In a failover clus-
ter system, the system 1s provided with redundancy by using
a plurality of computers. In the failover system, continuity of
the business application service 1n regard to client computers
1s ensured by arranging that when one computer stops, its
task 1s taken over by another computer. The one computer
and the other computer are connected using a communica-
tion circuit (interconnection) such as a LAN and stoppage of
a remote computer 1s monitored by “heartbeat” communi-
cation exchanged therewith.

Heartbeat communication 1s a technique ol mutually
monitoring for cessation of function by communication of
prescribed signals at prescribed intervals between a plurality
of computers. While heartbeat communication 1s being
performed, the remote computer 1s deemed to be operating
normally and failover (takeover of business services) 1s not
performed. Contrariwise, if heartbeat communication 1s
interrupted, it 1s concluded that the system of the remote
computer 1s down and the business application services that
were provided by the remote computer are taken over by the
tallover target computer.

From the point of view of the client computer that 1s using,
the business application service, the entire faillover cluster
appears as a single computer. The client computer 1s there-
fore not aware of which computer the business application
service 1s being provided by even when processing 1s
changed over from the live computer to the standby com-
puter.

However, if failover 1s executed without giving any
consideration to the operating condition of the failover target
computer, the computer that takes over the business appli-
cation service may itsell become overloaded, resulting for
example 1 a drop 1n response. In this connection, a tech-
nique 1s known whereby 1t may be arranged for the priority
of the business application service to be altered in accor-
dance with the operating condition of the failover target
computer (Japanese Patent Application Laid-open No. H.
11-353292).

In the technique disclosed 1n this reference, transfer from
the failover source to the failover target i1s arranged to be
performed after first conducting an overall estimate of the
total resources of the failover objects. The time taken to
restart the business application service at the failover target
computer therefore increases as the resources of the failover
objects increase.

For example, when taking over a failover system, 1t 1s
necessary to unmount the failing system at the failover
source and to mount the failing system at the failover target.
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When performing unmounting or mounting, it 15 necessary
to maintain the consistency of the data set by for example
reflecting the data on the cache to the disk and reproducing
the memory condition of the data in accordance with the
update history file. The time required before the business
application service can be restarted therefore increases as the
number of filesystems to be transierred from the failover
source to the failover target increases.

SUMMARY OF THE INVENTION

In view of the above, an object of the present invention 1s
to provide a failover cluster system and a faillover method
whereby the time required until restarting provision of the
business service can be reduced. An object of the present
invention 1s to provide a failover cluster system and a
fallover method whereby the time required until restarting
provision of the business service can be reduced without loss
ol convenience, by arranging to transier resources of higher
frequency of use first, and to transier resources of lower
frequency of use later. An object of the present invention 1s
to provide a failover cluster system and a failover method
whereby failover can be performed efliciently by dynami-
cally altering the ranking of takeover processing in accor-
dance with the state of use of the resources. Further objects
ol the present mnvention will become clear from the follow-
ing description of embodiments.

In order to solve the above problems, in a failover cluster
system according to the present mmvention, a plurality of
computers are connected and, in a prescribed case, failover
object resources of a failover source computer are taken over
by a failover target computer and there 1s provided a control
section that 1s capable of taking over failover object
resources in stepwise fashion.

One example of faillover object resources 1s a filesystem.
The control section 1s capable of taking over a failover
object resource 1n stepwise fashion i1n accordance with a
priority ranking set for the failover object resource. Stepwise
takeover of a resource means performing takeover process-
ing 1n umts ol each resource such that for example a given
filesystem 1s moved first and another filesystem 1s moved
alterwards.

The control section may set up a priority ranking before-
hand for the failover object resources, based on the state of
use of the failover object resources.

Also, the computers may employ a shared memory device
to share takeover information relating to takeover of failover
object resources. The failover object resources can then be
taken over in stepwise fashion in accordance with the
priority ranking, by referring to the takeover information of
the shared memory device.

The takeover information can be constituted by associat-
ing information for specifying faillover object resources with
takeover processing actions set for the failover object
resources 1n accordance with the priority ranking.

Also, the prionity ranking may include a first ranking
whereby takeover processing 1s immediately executed and a
second ranking whereby takeover processing 1s executed
when an access request for a failover object resource 1s
generated.

Furthermore, the priority ranking may further include a
third ranking 1n accordance with which takeover processing
ol a failover object resource 1s executed if the failover target
computer 1s 1n a prescribed low-load condition.

In addition, the priority ranking may further include a
fourth ranking 1n accordance with which takeover process-
ing 1s not executed.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram showing an outline of the present
invention;

FIG. 2 1s a functional block diagram showing the overall
layout of the failover system according to an embodiment of
the present invention;

FIG. 3 shows the constitution of various tables, (a) being
a category determination table, (b) being a failover action
definition table and (c) being a filesystem action allocation
list, respectively;

FIG. 4 1s a flow chart of access request reception pro-
cessing;

FIG. 5 1s a flow chart showing part of the priority ranking,
determination processing;

FIG. 6 1s a flow chart showing a further part of the priority
ranking determination processing;

FIG. 7 shows the constitution of various types of infor-
mation, (a) being information associating a shared host
number with each filesystem, (b) being information associ-
ating access Ifrequency with each filesystem and (c¢) being an
access log, respectively;

FIG. 8 1s a flow chart showing processing for generating,
filesystem-access frequency information;

FIG. 9 1s a flow chart showing category determination
processing;

FIG. 10 1s a flow chart showing failover processing;

FIG. 11 1s a flow chart showing takeover processing when
the failover target 1s 1n a low-load condition;

FIG. 12 1s a diagram showing schematically an example
of failback;

FIG. 13 1s a diagram showing schematically a further
example of failback;

FIG. 14 relates to a second embodiment of the present
invention and 1s a diagram showing schematically the case
where a cluster 1s constituted by three or more nodes;

FIG. 15 1s a flow chart of failover processing; and

FIG. 16 1s a diagram showing how failback occurs when
a plurality of nodes are simultaneously down in a cluster
constituted by three or more nodes.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Embodiments of the present invention are described
below with reference to FIG. 1 to FIG. 16.

In a failover system according to the present invention, for
example as shown in the diagram of the mvention of FIG.
1(a), the nodes 1, 2 mutually constitute faillover objects and
are mutually monitored by performing heartbeat communi-
cation. The nodes 1, 2 share various types ol information
used 1n failover, by means of a shared LU (logical unait).
Each of the nodes 1, 2 1s capable of using a respective
filesystem and 1s capable of providing a respective business
application service. However, in FIG. 1, for convenience,
only the filesystems FS1A, FS1B of the node 1 are shown.

As shown 1n FIG. 1(b), 11 a fault of some kind of occurs
at a given time-point, as a result of which 1 the system of the
node 1 1s down, heartbeat communication between the nodes
1 and 2 1s mterrupted. On detecting that the system of the
node 1 1s down from the interruption of the heartbeat
communication, the node 2 executes failover. A plurality of
filesystems FS1A, FS1B are mounted at the node 1. It will
be assumed that this plurality of filesystems FS1A, FS1B
constitute the failover objects. In this embodiment, stepwise
transier 1s enabled 1n accordance with the state of use of the
filesystems, instead of transferring the filesystems to the
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4

fallover target node 2 as a result of a single overall evalu-
ation of all of the filesystems FS1A, FS1B. That 1s, first of
all, at the start of failover, FS1A, whose priority ranking 1s
set to be high, 1s immediately mounted at the node 1. Then,
as shown 1n FIG. 1(c), FS1B, whose priority ranking 1s set
to be low, 1s mounted at the node 2, after waiting for
generation of an access request to this FS1B.

In this way, 1n this embodiment, the filesystems FS1A,
FS1B constituting the failover objects, are transferred in
stepwise fashion to the failover target node 2 from the
tallover source node 1 1n accordance with the state of use of
the filesystems. Since this state of use of the filesystems may
vary 1n various ways, the degree of priority that specifies the
order 1n which transfer 1s to be performed 1s altered dynami-
cally. In this embodiment, the resource FS1A, which 1s of a
higher degree of priorty, 1s transierred immediately, and the
resource FS1B, which 1s of a low degree of priority, 1s
transierred when required. Consequently, the business appli-
cation services using FS1A which are of high frequency of
use can rapidly be restarted, improving convenience of use
for the user. Although details will be described later, various
modified examples exist regarding the method of resource
categorization and the details of the takeover operation.

This embodiment discloses a method of failover of a
fallover system constituted by connecting a plurality of
computers between which a mutual failover relationship has
been established. This method comprises: a step of moni-
toring the state of use of a failover object resource; a step of
setting a priority ranking of the failover object resource 1n
accordance with the state of use; a step of storing on a shared
disk shared by each computer takeover information consti-
tuted by associating information for specifying the failover
object resource with a takeover processing action set for the
fallover object resource 1 accordance with the priority
ranking; a step of determiming whether or not a failover
execution condition has been established; and a step of, 11 1t
1s determined that the faillover execution condition has been
established, taking over the failover object resource of a
tallover source computer in stepwise fashion onto a failover
target computer 1n accordance with the priority ranking, by
referring to the takeover information stored on the shared
disk.

In more detail, a failover system according to this embodi-
ment comprises a faillover source computer, a failover target
computer connected with this failover source computer and
a shared disk shared by the failover source computer and the
fallover target computer. Also, in the faillover source com-
puter, there 1s provided a prionty ranking determination
processing section that classifies the filesystems constituting,
the failover objects mnto one of a first category, second
category or third category 1n accordance with the state of use
of these respective filesystems and that stores in the shared
disk the correspondence relationship of these respective
filesystems and respective categories and, in the failover
target computer, there are provided a failover processing
section that executes immediate mounting of filesystems
belonging to the first category and an access request accep-
tance processing section that, if an access request 1s gener-
ated 1n respect of a filesystem belonging to the second
category, executes mounting of the filesystem belonging to
the second category but does not execute mounting in
respect of a filesystem belonging to the third category
irrespective of whether or not there 1s a request for access.
|[Embodiment 1]

FIG. 1 1s a functional block diagram showing an outline
of an entire faillover system according to this embodiment.
This failover system comprises a plurality of nodes 1, 2
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mutually constituting failover objects, as will be respec-
tively described, and a shared disk 4 that 1s shared by the
nodes 1, 2.

The nodes 1 and 2 are respectively constructed as for
example computer systems (server machines) comprising
computer resources such as a CPU, memory, and interface
circuitry. For example, the nodes 1 and 2 may be respec-
tively constituted as NAS (network attached storage) spe-
cialized for a file-sharing service. Or the nodes 1, 2 may be
constituted as file servers on which a file-sharing program 1s
installed on an ordinary OS (operating system).

The node 1 and the node 2 are connected with a single or
a plurality of host devices 5 through a communication
network CN 1 providing respective services. Also, the node
1 and the node 2 are mutually connected through another
communication network CN 2. In addition, the node 1 and
the node 2 are respectively connected with a shared LU 4
through a communication network CN 3. The communica-
tion networks CN 1, CN 2 may be constituted for example
by LANs (local area networks). The communication net-
work CN 3 may be constituted for example by a SAN
(storage area network). There 1s no restriction to the above
example and various communication networks and proto-
cols may be suitably selected.

The node 1 comprises a file-sharing function 11 and a
tallover function 12. Also, the node 1 1s capable of utilizing
a plurality of filesystems FS1A to FS1C. The node 1
provides various types ol business application service (here-
inbelow referred to as business services) using these file-
systems FS1A to FS1C. As will be described, the filesystems
FS1A to FS1C constitute the failover object resources and 1t
1s possible for their priority rankings to be respectively
different.

The file-sharing function 11 comprises access request
acceptance processing 111 and priority ranking determina-
tion processing 112. Although this will be described 1n more
detail later, the access request acceptance processing 111
performs for example processing of access requests from the
host devices 5 and management of access logs. The priority
ranking determination processing 112 determines the cat-
cgories to which the filesystems FS1A to FS1C are afliliated
in accordance with for example the state of access from the
host devices 5 and sets the priority ranking on failover
accordingly.

The failover function 12 comprises failover processing
121 and heartbeat monitoring processing 122. Although this
will be described 1n more detail later, the failover processing,
121 1s started up in response to a nofification from the
heartbeat monitoring processing 122 and restarts the busi-
ness service after taking over the filesystem from the node
of the failover source. The heartbeat monitoring processing
122 monitors whether or not heartbeat communication 1s
being periodically executed between the nodes. For
example, 11 heartbeat communication 1s interrupted for more
than a prescribed time, the heartbeat monitoring processing,
122 concludes that the system of the remote node 2 1s down
and starts up the failover processing 121.

Like the node 1, the node 2 also comprises a file-sharing,
function 21 and failover function 22. The file-sharing func-
tion 21 comprises access request acceptance processing 211
and prionity ranking determination processing 212. The
tallover function 22 comprises failover processing 221 and
heartbeat monitoring processing 222. Identical functions are
respectively realized at the node 2 and the node 1. Also, the
node 2 1s capable of utilizing a plurality of filesystems FS2A
to FS2C. The node 2 provides business services to the host
device 5 using the filesystems FS2A to FS2C.
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In this embodiment, the node 1 and the node 2 are 1n a
mutually equivalent relationship and are respectively
capable of providing business services independently. Thus,
iI the system of the node 1 goes down or undergoes a
planned stoppage, the business service provided by the node
1 1s taken over by the node 2. Contrariwise, 1 the system of
the node 2 goes down or undergoes a planned stoppage, the
business service provided by the node 2 1s taken over by the
node 1. It should be noted that there 1s no restriction to this
and 11 for example the node 1 1s employed as a live server,
the node 2 could be arranged to be employed as a standby
SErver.

The filesystems FS1A to FS1C and FS2A to FS2C
employed at the nodes 1 and 2 are respectively prepared for
cach type of OS of the host devices 5. Also, even 1n the case
of filesystems employed with the same OS, when used by
another user, different filesystems may be presented. Each
filesystem 1s provided for example on a logical volume (LU)
A logical volume 1s constructed for example on a physical
storage region such as a hard disk drive or a semiconductor
memory device. A logical volume where a filesystem 1s
provided may be provided by a large capacity storage system
such as for example a disk array subsystem.

The shared LU 4 1s shared with the node 1 and the node
2 and stores the takeover information of the node 1 and the
takeover information of the node 2. The takeover informa-
tion of the node 1 1s the information required for the node 2
to take over the business services of the node 1. The takeover
information of the node 2 1s the mmformation required for the
node 1 to take over the business services of the node 2.
Further details of the takeover information are given with
reference to FIG. 3.

FIG. 3 1s a diagram showing details of the takeover
information employed during failover. In this embodiment,
the filesystems are not all are treated equally on failover;
rather, they are classified into a plurality of categories in
accordance with for example their state of use.

FIG. 3(a) shows a category determination table T1 that 1s
employed for categorizing the various filesystems. The
category determination table 11 shown in FIG. 3(a) serves
to indicate the method of determining the categories to
which the respective filesystems belong; 1t 1s not essential
that 1t should exist as a table that i1s utilizable by the
computer.

In this embodiment, the respective filesystems are clas-
sified 1nto a total of s1x categories by inspecting two indices.
One mdex 1s the number H of host devices 5 that share this
filesystem. The other index i1s the frequency L with which
this filesystem 1s accessed.

The number of shared hosts H may be for example
classified into three classifications. The first classification 1s
the case where the filesystem 1n question 1s utilized by n or
more host devices 5. The second classification 1s the case
where this filesystem 1s utilized by at least 2 but less than n
host devices 5 (2=Hx<n). The third classification 1s the case
where this filesystem 1s utilized by only a single host device
5 (H=1). n 1s the threshold value for classification based on
the number H of shared hosts.

The access frequency L may be for example classified into
two classifications. The first classification 1s where the
access frequency L to the filesystem 1s greater than m (m<L).
The second classification 1s the case where the access
frequency L to the filesystem i1s no more than m (L=m). m
1s the threshold value for classification based on the fre-
quency L of access.

The first threshold value n that 1s employed 1n classifica-
tion of the number H of shared hosts and the second
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threshold value m that 1s employed in classification of the
access frequency L could be set manually by for example the
system admimstrator or could be set by an automatically
performed calculation.

The categories shown in FIG. 3(a) are designated by
numerals indicating the respective classification of the num-
ber H of shared hosts with numerals indicating the respec-
tive classifications of the access frequency L appended. For
example, 1n the case where the number of shared hosts 1s 1
(H=1) and the access frequency L 1s less than m (LL.=m), the
classification of the number of shared hosts 1s classification
3 and the classification of the access frequency 1s classifi-
cation 2, so the category 1s represented as “‘category 327.
Also, 11 for example the number H of shared hosts 1s n or
more (n=H) and the access frequency L 1s greater than m
(m<L), the classification of the number of shared hosts 1s
classification 1 and the classification of the access frequency
1s classification 1, so this 1s expressed as “category 117

The number of host devices 3 utilized for file access and
the access frequency to these filesystems tend to increase
going irom the top left to the bottom right in FIG. 3(a).
Filesystems belonging to “category 32”7 are filesystems
whose state of use 1s the least active and filesystems belong-
ing to “category 117 are filesystems whose state of use 1s
most active. Filesystems belonging to the other categories
1.e. “category 127, “category 227, “category 21" and “cat-
cgory 317 are filesystems that are positioned 1n an interme-
diate state of use, according to the index of either the number
of shared hosts H or the access frequency L.

Accordingly, 1n this embodiment, as will be described
below, the six categories are summarized as three groups and
respectively different takeover processing actions (levels)
are set for each group. Thus, the categories to which the
fillesystems belong are dynamically changed in accordance
with the latest state of use, so that takeover processing action
can be performed 1n accordance with the latest state of use.
It should be noted that there 1s no restriction to the filesystem
category divisions of the above example. For example, the
categories could be divided either solely in accordance with
the access Irequency L or solely in accordance with the
number of shared hosts H. Also, rather than using a single
threshold value, a plurality of threshold values could be
employed so as to achieve a finer division of the categories.
Furthermore, the grouping of the respective categories 1s not
restricted to the above example and the categories could be
summarized into two groups or four or more groups, for
example.

FI1G. 3(b) 1s a diagram showing an example of a failover
action defimition table T2. In this example, the following
three levels are provided as takeover processing actions on
tallover. According to the first level, when failover 1s started,
the filesystems are mounted at the failover target node.
According to the second level, when failover is started,
mounting 1s not performed, but mounting 1s performed at the
tallover target node when an access request to this filesystem
1s generated. According to the third level, even 1f failover 1s
started, the filesystem 1s not mounted at the failover target
node.

Filesystems belonging to “category 117 are most actively
used and are therefore given level 1. Since the state of use
of a filesystem belonging to “category 32” is the least active,
fillesystems belonging to this “category 32” are given level
3. Filesystems belonging to the other category are in an
intermediate state of use and are therefore given level 2.

Level 1 1s a mode 1n which a filesystem 1s mounted from
the failover source node simultaneously with starting of
tallover and 1s remounted on the failover target node; it may
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therefore be termed “1immediate mounting mode”. However,
remounting of the filesystem simultaneously with starting of
fallover means that an immediate attempt at mounting onto
the failover target node 1s made by commencement of
tallover. Prescribed processing 1s required for example for
maintaining data consistency when unmounting or mounting
a filesystem and time 1s therefore required corresponding to
the amount of this prescribed processing.

Level 2 1s the mode 1n which mounting to the failover
target node 1s performed when a request to access the
filesystem 1n question 1s generated and may for example be
termed the “on-demand mounting mode”. Essentially, a
filesystem belonging to level 2 1s transferred from the
fallover source to the failover target on generation of an
access request. However, as will be described, even though
no access request has been generated, the filesystem may
still be moved to the failover target node 11 the failover target
node 1s 1n a prescribed low-load condition. Since this mode
1s executed after waiting for the failover target node to reach
a low-load condition, 1t may be termed the “delayed mount-
ing mode”.

Level 3 1s a mode 1n which even when failover has been
started, the filesystem cannot be transierred to the failover
target node from the failover source node and even 1f an
access request to the filesystem 1s generated, the filesystem
1s not mounted at the failover target node. Level 3 1s a mode
in which mounting 1s not performed on failover and, if the
fallover source node is restored and a failback request is
1ssued, the filesystem 1s remounted at the failover source
node. This may therefore be termed for example the “non-
mounting mode”.

The failover action definition table T2 shown 1n FIG. 3(b)
may or may not be stored 1n the shared LU 4.

FIG. 3(c) 1s a diagram showing an example of a filesystem
action allocation list T3. The file action allocation list
(herembelow abbreviated to action allocation list) T3 speci-
fies takeover processing actions on failover, for each file-
system.

For example, 1n the illustrated example, the actions of
level 1 are allocated to the filesystem FS1A and the actions
of level 2 are allocated to the filesystem FS1B. The actions
of level 3 are allocated to the filesystem FS1C.

If failover 1s started on occurrence of a fault at the node
1, the filesystem FS1A to which the actions of level 1 are
allocated 1s immediately transferred from the node 1 to the
node 2. Immediately after commencement of failover, the
only filesystem that has been transierred from the node 1 to
the node 2 1s FS1A. Consequently, business services using
FS1A can immediately be provided by the node 2 merely by
mounting the filesystem FS1A only.

Of the filesystems FS1B, FS1C that remain mounted on
the node 1, the filesystem FS1B to which the actions of the
level 2 are allocated 1s transferred from the node 1 to the
node 2 1f an access request 1s generated from a host device
5. Commencement of transfer of the filesystem FS1B 1is
therefore delayed by the time from the starting time point of
tallover until the request to access the filesystem FS1B 1is
generated. However, compared with the case where all of the
business services are restarted after transfer all of the file-
systems FS1A to FS1C to the node 2, partial restarting of the
required business services after transier only the filesystem

FS1B mmproves the response of the cluster system as a
whole.

The filesystem FS1C to which the actions of level 3 have
been allocated is not transferred from the node 1 to the node
2 even when failover has started. If a request 1s made to
access the filesystem FS1C by a host device 5, an error 1s
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returned to the host device 5. If the node 1 recovers and a
ta1lback request 1s 1ssued from the node 1 to the node 2, the
falling system FS1C 1s remounted at the node 1. In this
embodiment, the filesystem FS1C, whose state of use 1s the
least active and which has little need to be transferred to the
tailback target 1s left as 1t 1s without being transferred on
tallover. Unnecessary mounting at the node 2 can therefore
be eliminated and the business services that utilize the other
filesystems FS1A, FS1B can therefore be restarted sooner to
that extent. Also, on failback, unmounting processing of the
filesystem FS1C does not need to be performed and to this
extent failback can be completed more rapidly.

FI1G. 4 1s a flow chart showing an outline of the processing,
that 1s executed by the access request acceptance processes
111, 211. In the following description, an example 1s given
in which the node 1 1s the faillover source and the node 2 is
the failover target. There 1s no difference 1n regard to the
content of processing when the node 1 1s the failover target
and the node 2 1s the failover source, so further description
of this case may be dispensed with.

The node 2 monitors (S1) whether or not an access request
from a host device 5 has been generated. If an access request
from a host device 5 1s detected (S1: YES), the node 2
identifies (S2). whether or not this request preceded the
occurrence of failover. If the access request preceded the
occurrence of failover (S2: YES) 1.e. in the case of an access
request 1n the normal condition, information relating to this
access request 1s stored 1n the access log (S3). The access log
may be saved 1n for example a local LU or local memory of
the node 2 or may be saved 1n the shared LU 4. An example
of an access log 1s shown 1n FIG. 7(c¢). In this access log 16,
the access time (year/month/day/hour/minutes/seconds) and
the name of the access filesystem are associated and
recorded. The node 2 then performs processing in accor-
dance with the excess request from the host device 5 (584).

For example, i1 updating of a file 1s requested by the host
device 5, the new file 1s received from the host device and
written 1n the prescribed filesystem. Also, if for example
reading from a file 1s requested from a host device S, the
node 2 reads the requested file from the prescribed filesys-
tem and transmits 1t to the host device 5.

Prior to occurrence of failover, the access request accep-
tance processes 111, 211 of the nodes 1 and 2 repeat the
processing ol the respective steps S1 to S4 and respectively
update the access logs of access to the filesystems FS1A to
FS1C and FS2A to FS2C. The access frequency of each of
the filesystems can be respectively found from these access
logs.

On the other hand, 11 there 1s an access request from a host
device 5 after occurrence of failover from the node 1 to the
node 2 (S2: NO), the node 2 refers to the action allocation
list, specitying the filesystem that 1s the object of access. The
node 2 thereby ascertains (S5) the level of the takeover
processing action that 1s allocated to the filesystem that 1s the
object of access.

Next, the node 2 1dentifies (S6) whether or not the actions
of level 2 are allocated to the filesystem that 1s the object of
access. If the actions of level 2 are allocated to this filesys-
tem (S6: YES), the node 2 identifies (S7) whether or not the
“mounted” flag 1s 1n the OFF condition. The “mounted” flag
constitutes information indicating the condition that the
fillesystem 1s already mounted. If the filesystem 1s mounted,
the mounted flag 1s in the ON condition; 11 the filesystem 1s
not yet mounted, the mounted flag 1s 1n the OFF condition.

If a filesystem to which the actions of level 2 have been
allocated 1s not yet mounted (S7: YES), the node 2 unmounts
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the target filesystem from the node 1 and mounts 1t at node
2 (S8). The node 2 then sets the mounted flag to the ON
condition (59).

If the actions of level 2 are not allocated to the filesystem
whose access 1s requested by the host device 5 (S6: NO), the
node 2 ascertains whether or not the actions allocated to this
filesystem are those of level 3 (510). A filesystem 1n respect
of which the actions of level 3 are set 1s not mounted at the
node 2, which 1s the failover target, but, if the node 1, which
1s the failover source node, 1s restored, 1s remounted at the
node 1. Consequently, i the actions of level 3 are set for the
filesystem that 1s the object of access (S10: YES), the node
2 performs error processing (S11). The host device 5 to
which an error was returned from the node 2 then {for
example attempts re-access after a certain time. If, at this
time point, the recovery of node 1 has been completed, the
service 1s then provided through node 1.

I1 neither the actions of level 2 nor the actions of level 3
have been allocated to the filesystem whose access was
requested from a host device 5 (810: NO), the actions of
level 1 are set for this filesystem. Since a level 1 filesystem
1s mounted on the node 2 substantially simultaneously with
the commencement of failover, 1t can be used immediately.
The node 2 then stores the access information 1n the access
log (512) and processes the access request (S13) from the
host device 5.

Likewise, 1n the case of a level 2 filesystem also, 1f a
filesystem 1s already mounted at the node 2 (S7: NO), the
node 2 1s capable of immediately utilizing this filesystem. It
therefore updates the access log (512) and processes the
access request (S13).

An outline of the actions 1n access request acceptance
processing as described above 1s as given below:—

(1) Normal Condition Prior to Occurrence of Failover:

The frequency of use of the updated filesystem 1s stored
in the access log and the access request 1s processed.

(2) Case where a Level 1 Filesystem 1s Accessed after
Occurrence of Failover:

Processing 1dentical with that of the normal condition (1)
1s performed, since the level 1 filesystem 1s mounted with
priority over the other filesystem.

(3) Case where a Level 2 Filesystem 1s Accessed after
Occurrence of Failover:

If this filesystem 1s not mounted, 1t 1s mounted; 1t 1t 1s
already mounted, processing 1dentical to that in the normal
condition (1) 1s performed.

(4) Case where a Level 3 Filesystem 1s Accessed after
Occurrence of Failover:

This filesystem cannot be utilized from any of the nodes,
so an error 1s returned to the host device 5.

Next, FIG. 5 1s a flow chart showing an outline of the
processing performed by the priority ranking determination
processes 112, 212. This processing 1s batch processing that
1s executed periodically at the nodes 1 and 2 irrespective of
whether or not failover has occurred.

The nodes 1 and 2 determine whether or not respective
prescribed times have elapsed (S21). If a prescribed time has
clapsed (S21: YES), the nodes 1 and 2 read and acquire
(S22) the respective access logs T6. The nodes 1 and 2 may
perform this processing in a synchronized fashion or the
nodes 1 and 2 may perform this processing respectively
according to independent cycles.

The nodes 1 and 2 calculate (S23) the access frequency L
of each filesystem by using the access log T6. Also, the
nodes 1 and 2 calculate (S24) the number H of host devices
5 that share each filesystem, for example using their own
environmental information. After calculating the number H
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of shared hosts and the access frequency L to each filesys-
tem, the nodes 1 and 2 call the action allocation list updating
processing (S25). It should be noted that these number H of
shared hosts and access frequency L may be for example
respectively calculated as average values over a prescribed
period.

FIG. 6 1s a flow chart showing the updating processing of
the action allocation list that 1s respectively executed by the
priority ranking determination processes 112, 212. This
processing 1s commenced by being called at S25 in FIG. 5.

First of all, the nodes 1 and 2 respectively acquire (S31)
the access frequency threshold value m and the threshold
value n for the number of shared hosts that are input from the
user (for example system administrator). Each of the nodes
1 and 2 respectively reads the number H of shared hosts
calculated 1n S24 above and generates (S32) filesystem
shared hosts number information (herembelow referred to as
FS-H information) that 1s used for managing the shared
hosts number H of the filesystem. FIG. 7(a) shows an outline

of the FS-H information T4. The FS-H information T4 lists
for each filesystem the number

H of host devices 5 that
respectively share each filesystem.

Next, each of the nodes 1 and 2 respectively reads the
access Irequency L calculated in S23 above, and generates
(S33) filesystem access frequency information (hereinbelow
referred to as FS-L information) for managing the access
frequency L of each filesystem. As shown 1in FIG. 7(5), the
FS-L mformation T35 lists for each filesystem the access
frequency L 1n respect of each filesystem. The method of
generating the FS-L information 15 1s described later.

The nodes 1 and 2 respectively determine (S34) the
categories to which each filesystem 1s to belong, 1n accor-
dance with the threshold values m, n that are mput by the
user and 1n accordance with the FS-H information T4 and
FS-L mformation T5. The details of the category determi-
nation processing will be described later.

Next, the nodes 1, 2 generate or update (S36) the action
allocation list T3 using the actions on failover that are set for
cach category and the categories to which each of the
filesystems belong, by referring (S35) to the failover action
definition table T2. This action allocation list T3 1s stored at
a prescribed location on the shared LU 4 and 1s shared by all
of the nodes 1, 2 that constitute the cluster.

FIG. 8 1s a flow chart showing the FS-L information
generating processing that 1s executed by the priority rank-
ing determination processes 112, 212.

First of all, the nodes 1 and 2 respectively read (541)
information corresponding to a single record from the
respective access logs 16, and determine (542) whether or
not reading of the access log T6 has reached the last entry
(EOF).

If the last entry of the access log 16 has not yet been
reached (542: NO), the nodes 1 and 2 detect the name of the
filesystem from information corresponding to one record
and count (S43) the number of times of access of each
filesystem. For example, if the record that 1s read indicates
access of FS1A, the counter variable for counting the access
frequency of FS1A 1s incremented by 1.

The nodes 1 and 2 detect the access time from the record
that has thus been read and update the earliest access time of
cach filesystem (S44). Also, the nodes 1 and 2 update (S45)
the latest access time of each of the filesystems using the
access time. That 1s, 11 the access time of the record that has
been read indicates a time prior to the earliest access time,
the earliest access time 1s updated. In the same way, 1f the
access time of the record that has been read indicates a time
that 1s later than the last access time, the last access time 1s
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updated. By repeating this operation for the entire access log
16, the earliest access time and the latest access time
recorded 1n the access log T6 can be respectively detected.
In other words, the recording period of the access log T6 can

be found.

If the processing of S43 to S435 has been performed 1n
respect of all of the records of the access log T6 (S42: YES),
the nodes 1 and 2 calculate the access frequency L for each
of the filesystems and output a single record to the FS-L
information T5 (546). S46 1s repeated (S47) until output to
the FS-L information T5 has been completed in respect of all
of the filesystems. The access frequency L can then be found
for example by dividing the total number 2L of accesses to
the filesystem by the time from the earliest access time Told
to the latest access time Tnew (L=2L/(Tnew-Told).

FIG. 9 shows the category determination processing for

the various filesystems that 1s executed by the priority
ranking determination processes 112, 212 of the nodes 1 and
2. This processing corresponds to S34 in FIG. 6.
The nodes 1 and 2 read the information of a single record
(S51) from the FS-L mformation T5 and determine whether
or not the last entry of the FS-L information T35 has been
reached (S52). The following processing 1s repeated until the
afliliation categories have been determined for all of the
filesystems stored in the FS-L information T3.

The nodes 1 and 2 then read information corresponding to
a single record (S53) from the FS-H information T4. It will
be assumed that the FS-H information T4 and FS-L 1nfor-
mation T3 has been sorted 1n accordance with the respective
ﬁlesystem names and that the number of records of both of
these 1s the same. Consequently, the record that 1s read from
the FS-L information TS and the record that 1s read from the
FS-H information T4 both indicate the properties (access
frequency L and shared hosts number H) relating to the same
fllesystem.

Hereinbelow, as described above 1n connection with the
category determination table T1, each filesystem 1s catego-
rized into a single category of one of six categories in
accordance with two indices, namely, the shared host num-
ber H and access frequency L.

If the number H of shared hosts relating to the filesystem
1s equal to or more than the threshold value n (H2n) and the
access Irequency L 1s greater than m (L>m), the filesystem
1s determined to be in category 11 (S54: YES, S55).

I1 the number H of shared hosts of the filesystem 1s equal
to or more than the threshold value n (HZn) and the access
frequency L 1s less than or equal to m (L Zm), the filesystem
1s determined to be 1n category 12 (556: YES, S57).

If the number H of shared hosts of the filesystem 1s two
or more and less than n (2=H<n) and the access frequency
L 1s greater than m (L>m), the filesystem 1s determined to be
in category 21 (S58: YES, S59).

If the number H of shared hosts of the filesystem 1s two
or more and less than n (2=H<n) and the access frequency
L. 1s less than or equal to m (L=m), the filesystem 1s
determined to be 1n category 22 (S60: YES, S61).

If the number H of shared hosts of a filesystem y 1s one
(H=1) and the access frequency L 1s greater than m (L>m),
the filesystem 1s determined to be 1n category 31 (S62: YES,
S63).

If the number H of shared hosts of a filesystem y 1s one
(H=1) and the access frequency L 1s no more than m (L. =m),
the filesystem 1s determined to be 1n category 32 (S64: YES,
S635).

As described above, the priority ranking determination
processes 112, 212 respectively detect the state of use of
cach filesystem (access frequency L and shared hosts num-
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ber H) and categorize the filesystems into one of a plurality
of prepared categories 1n accordance with the state of use of
cach filesystem. The priority ranking determination pro-
cesses 112, 212 then respectively confer a level specitying
the actions on failover of each filesystem in accordance with
the categories of the filesystems. These processes are respec-
tively executed at the nodes 1 and 2 and the action allocation
lists T3 respectively generated at the nodes 1 and 2 are stored
in the shared LU 4.

FIG. 10 1s a flow chart showing the processing that 1s
executed by the failover processes 121, 221. An example
will be described 1n which the failover target 1s taken to be
the node 2, but the same would apply 1n the case where the
node 1 1s the failover target.

The failover process 221 of the node 2 1s executed in
response to notification from the heartbeat monitoring pro-
cess 222. For example, i a fault such as circuit disconnec-
tion or system-down occurs at the node 1, the heartbeat
communication 1s interrupted and cessation of this heartbeat
communication 1s detected by the heartbeat monitoring
process 222. I the heartbeat communication 1s stopped for
more than a prescribed time, the heartbeat monitoring pro-
cess 222 determines that the node 1 has stopped and starts
up the failover process 221.

The failover target node 2 first of all performs takeover of
the IP address (S71). In this way, the host devices 5 can
utilize the business service simply by connecting to the IP
address as previously. From a host device 5, the entire
cluster appears as a single server. The host devices 5 do not
recognize that the current server has changed as a result of
implementation of faillover within the cluster.

After takeover of the IP address has been completed, the
node 2 accesses the shared LU 4, refers to the action
allocation list T3 generated by the node 1 and reads infor-
mation corresponding to one record (572). The following
processing 1s repeated until the last entry of the action
allocation list T3 1s reached (S73: NO). That 1s, the node 2
determines whether or not the actions of level 1 are asso-
ciated with the filesystems registered 1n the action allocation
list T3 (S74). In the case of a filesystem for which level 1 1s
set (S74: YES), the node 2 immediately starts mounting of
this filesystem (S75).

For the filesystems that are read from the action allocation
list T3, 11 another level (level 2 or level 3) other than level
1 15 set (S74: NO), the next record 1s read without taking any
action (S872).

Then, after inspecting all of the filesystems (S73: YES)
that have been registered in the action allocation list T3, a
monitoring process ol low-load condition mounting 1s
started up (576). This monitoring process 1s described later.

As described above, 1n failover processing, the actions of
level 1 1.e. mounting on execution of failover of only those
filesystems for which immediate mounting has been speci-
fied are performed beforehand but mounting processing at
the commencement of failover 1s not performed 1n respect of
filesystems that have been assigned a level other than this.
It therefore suflices, on commencement of failover, for
example to unmount from the node 1 only those filesystems
for which level 1 was set and to mount these at the node 2;
the business services that utilize the level 1 filesystems can
thus be restarted rapidly.

FIG. 11 1s a flow chart showing the processing for
mounting when there 1s a low-load condition at the failover
target. This processing corresponds to S76 in FIG. 10. As
described below, this processing comprises two portions.
One of these 1s processing (S81 to S835) whereby level 2
filesystems that have not yet been mounted are detected and
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registered 1n a waiting queue; this may be termed “detection
processing ol resources awaiting mounting’. The other
portion (S86 to S93) 15 processing to mount at the failover
target node filesystems that were registered 1n the waiting
queue, when the failover target node has reached a pre-
scribed low-load condition; this may be termed “transfer
processing during low load™.

The node 2, which 1s the failover target, reads (581)
information corresponding to one record from the action
allocation list T3. The node 2 determines (582) whether or
not the level 2 actions are set in respect of the filesystem that
1s specified 1n the record that has thus been read. In the case
of a level 2 filesystem (S82: YES), the node 2 determines
(S83) whether or not the “mounted” flag 1s 1 the OFF
condition. If a filesystem that has been assigned to level 2
has not yet been mounted at the node 2 (S83: YES), the node
2 registers this filesystem 1n the mounting waiting list (S84).

The node 2 then repeats (S83) the processing of S81 to
S84 until inspection of all of the filesystems registered 1n the
action allocation list T3 has been completed. In this way, all
of the level 2 filesystems in respect of which no access
request has yet been generated alter commencement of
tallover are detected and added to the mounting waiting list.

After all of the level 2 filesystems that have not been
mounted had been detected, the node 2 for example waits for
a prescribed time (S86) of the order of a few minutes to a
few tens of minutes. After the prescribed time has elapsed
(S86: YES), the node 2 acquires the current CPU utilization
rate (S87). The node 2 determines (S88) whether or not the
current CPU utilization rate 1s less than a prescribed pre-set
value. This prescribed value can be set manually by the
system admimstrator or may be automatically set for
example 1n accordance with other environmental informa-
tion.

If the CPU utilization rate i1s equal to or more than the
prescribed value (S88: NO), the node 2 returns again to S86
and waits for the prescribed time. On the other hand, 11 the
CPU utilization rate 1s lower than the prescribed value (S88:
YES), the node 2 1s 1n a low-load condition, which 1s a
condition 1n which no effect on response performance of the
existing business services may be expected to be produced
by the processing accompanying filesystem transier, such as
unmounting processing or mounting processing.

Thereupon, the node 2 acquires (S89) the name of a
filesystem that 1s registered 1n the mounting waiting list and
mounts (S90) this filesystem at the node 2. The node 2 then
sets (891) the mounted flag 1n the ON condition 1n respect
of this mounted filesystem. Also, the node 2 deletes (592)
the name of this filesystem that has thus been mounted from
the mounting waiting list. The node 2 repeats (S93) the
processing of S86 to S92 until the mounting waiting list 1s
empty. It should be noted that 1f the node 1 recovers and a
tailback request 1s 1ssued before the mounting waiting list
becomes empty, and the mounting waiting list 1s deleted.

In this way, with this processing, a filesystem that has
been allocated to level 2 1s transterred to the failback target
if the failback target node 1s in a low-load condition, even
before any access request 1s generated. A level 2 filesystem
1s therefore taken over from the node 1 to the node 2 1n two
cases. The first case 1s that access 1s generated to the level
2 filesystem (on-demand mounting) and the other case is the
case¢ where the failover target node 1s 1 a prescribed
low-load condition (low-load mounting).

In this embodiment, on-demand mounting and low-load
mounting can be respectively independently executed.
When an access request 1s generated to a level 2 filesystem,
even 11 the faillover target node 1s not 1n a low-load condition,




US 7,055,053 B2

15

takeover processing 1s commenced. In this way, takeover of
a level 2 filesystem 1s made possible by a plurality of
methods, so the probability that an access request to the level
2 filesystem can be processed at an early stage 1s increased.

The mdex for detecting the low-load condition 1s not
restricted to the CPU utilization rate. For example, the
number of iput/output requests per unit time (IOPS) or the
rate of use ol cache memory may be employed and a
decision can be made by combining a plurality of indices.

FIG. 12 and FIG. 13 are diagrams showing schematically
how failover 1s executed in stepwise fashion according to

this embodiment. For convenience in description, only the
fillesystems at the node 1 are shown 1n FIG. 12 and FIG. 13.

FIG. 12 will now be referred to. Three filesystems FS1A
to FS1C are provided at the node 1. In FIG. 12, the
filesystem FS1A 1s set as level 1 and the filesystems FS1B,
FS1C are respectively set as level 2.

If a fault occurs at a time point T1, when failover 1s
commenced, takeover processing irom the node 1 to the
node 2 1s started 1n respect of the level 1 filesystem FS1A.
Takeover processing from the node 1 to the node 2 1s not
performed 1n respect of the other filesystems FS1B and
FS1C. The node 2 mounts only the level 1 filesystem FS1A
at the node 2 and restarts the business service that utilizes the
filesystem FS1A.

If, at a time-point T2, there 1s an access request to the
filesystem FS1B, the node 2 unmounts the filesystems FS1B

from the node 1 and mounts the filesystems FS1B at the
node 2.

If, at the time-point T3, the node 2 1s 1 a low-load
condition, the node 2 commences takeover processing of the
filesystem FS1C that was left on the node 1. Consequently,
even 1 no access request 1s made to the filesystem FS1C
after commencement of failover, i the node 2 1s 1n a
prescribed low-load condition, the level 2 filesystem FS1C
1s taken over from the node 1 to the node 2. If therefore, after
the time-point T3, an access request to the filesystem FS1C
1s generated, since mounting processing has already been
completed, the access request can be processed rapidly.

If at the time-point T4 the node 1 has recovered from a
tault, the node 1 may request failback 1n respect of the node
2. When the node 2 receives the failback request, it
unmounts the filesystems FS1A to FS1C that were taken
over from the node 1 so that these can be returned to the
node 1. IT failback 1s performed, all of the filesystems FS1A
to FS1C that were taken over from the node 1 may be
simultaneously returned to the node 1, or they may be
returned in stepwise fashion with priority ranking in sub-
stantially the same way as in the case of failover. Specifi-
cally, it may be arranged that the filesystem FS1A, which has
a high priority ranking, 1s returned to the node 1 first and the
remaining filesystems FS1B, FS1C are returned 1n stepwise
tashion for example when an access request 1s generated or
when the node 1 1s 1 a prescribed low-load condition or
alter lapse of a prescribed time.

FIG. 13 1s a diagram showing the actions on failover in
another case. In FIG. 13, level 1 1s set for the filesystem
FS1A, level 2 1s set for the filesystem FS1B and level 3 1s
set for the filesystem FS1C, respectively. That 1s, the level
which 1s set for the filesystem FS1C 1s different 1n FIG. 12
and FIG. 13.

If a fault occurs 1n the node 1 at a time point T1, when
tallover 1s commenced, the level 1 filesystem FS1A 1s taken
over from the node 1 to the node 2. If, at a time-point T2, an
access request to the level 2 filesystem FS1B 1s generated,
the filesystem FS1B i1s taken over from the node 1 to the
node 2.

Level 3 actions are set for the filesystem FS1C. Conse-
quently, takeover processing to the node 2 1s not performed
in the case of the filesystem FS1C. If access to the filesystem
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FS1C 1s requested from a host device 5 during the failover
period, an error 1s returned to the host device 5.

If, at the time-point T4, the node 1 has recovered and

1ssues a failback request, the node 2 returns the filesystems
FS1A, FS1B that were taken over from the node 1 to the
node 1. The filesystem FS1C 1s remounted at the node 1.
Takeover processing of the level 3 filesystem FS1C 1s not
performed during failover but the level 3 system FS1C 1s
remounted during failback. There 1s therefore no need to
perform takeover processing of the filesystem FS1C during
fallover. Also, there 1s no need to perform processing for
unmounting the filesystem FS1C from the node 2 during
tailback.
Thanks to the construction as described above in this
embodiment, the following eflects are obtained. In this
embodiment, the construction 1s such that, when failover 1s
performed, takeover to the failover target node can be
performed in stepwise fashion rather than performing take-
over of all of the filesystems of the failover object en masse.
By performing partial takeover processing in stepwise fash-
ion, the time required to restart the business services can be
reduced. Freedom of use 1s therefore improved, since the
business services provided by the failover source can be
restarted 1n a partial and stepwise fashion.

The present embodiment was constructed so as to make
possible stepwise takeover of filesystems 1n accordance with
a priority ranking set for the filesystems that are the object
of failover. Takeover can therefore be performed first to a
fallover target node of filesystems which have the highest
degree of prionty. In this way, restarting can be eflected 1n
prioritized fashion starting from business services that have
a high degree of importance, postpoming the restarting of
business services of a low degree of importance until later.
The time required for restarting of business services of a
high degree of priority can therefore be shortened.

In this embodiment, a construction was adopted 1n which
a priority ranking was set 1 accordance with the state of use
of the filesystem and the filesystems were transferred in
accordance with their priority ranking. Takeover processing
can therefore be formed starting for example from filesys-
tems that are objects to frequent access and that are utilized
by a large number of host devices 5, thereby making 1t
possible to restart business services of a high degree of
priority at an early stage.

In this embodiment, a construction 1s adopted wherein the
takeover information such as the action allocation list 1s
stored 1n a shared LU 4 and this takeover information 1s
shared by the nodes 1 and 2. The nodes 1 and 2 can therefore
execute failover 1n stepwise fashion simply by accessing the
shared LU 4. Since the takeover information 1s stored in
centralized fashion on a shared LU 4, the construction can
be simplified. For example, instead of a shared LU 4, a
method may be considered 1n which the takeover informa-
tion 1s copied between each node. If the takeover informa-
tion of the node 1 15 copied to the node 2 and the takeover
information of the node 2 1s copied to the node 1, the
construction becomes complicated and synchronization of
the takeover information becomes dithicult. However, it
should be noted that a construction 1n which the takeover
information 1s copied between the nodes i1s included 1n the
scope of the present mnvention.

In this embodiment, a construction was adopted 1n which
takeover actions of a plurality of types were prepared for the
level 1 1n which takeover processing 1s executed immedi-
ately on commencement of failover and level 2, 1n which
takeover processing 1s not performed on commencement of
fallover but takeover processing 1s performed when an
access request 1s generated. Takeover processing of filesys-
tems of higher degree of priority can therefore be executed
first by for example allocating the actions of level 2 to
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filesystems whose state of use 1s comparatively 1nactive and
allocating the actions of level 1 to filesystems whose state of
use 1s active. Also, takeover processing can be performed as
required of filesystems of relatively low degree of priority.
As a result, the response of the overall failover system can
be 1mproved.

In this embodiment, a construction was adopted in which
a low-load mounting mode was provided, in which filesys-
tem takeover 1s effected in cases where the failover target
node 1s 1n a prescribed low-load condition. Takeover pro-
cessing can therefore be completed at an earlier stage than
in the case where takeover processing 1s executed 1rrespec-
tive of the load condition of the failover target node, thereby
Improving response.

Also, 1n this embodiment, in the case of a level 2
fillesystem 1n respect of which takeover processing 1s com-
menced triggered by generation of an access request, even 11
no access request 1s 1n fact generated, the construction 1s
such that takeover processing 1s still executed when the
tallover target node reaches a prescribed low-load condition.
Transier of the level 2 filesystem to the failover target node
can therefore be ellected at an earlier stage, making 1t

possible to process an access request rapidly when an access
request 1n respect of this level 2 filesystem 1s generated.

In this embodiment, a construction was adopted 1n which
level 3 takeover actions, according to which takeover pro-
cessing 1s not executed, are prepared even 1n cases where
fallover has been commenced. Since the actions of level 3
are allocated to filesystems of low degree of utilization, there
1s therefore no need to perform the various processes accoms-
panying failover such as unmounting processing or mount-
ing processing in respect of these filesystems, so takeover
processing of other filesystems of higher degree of utiliza-
tion can be completed at an earlier stage. Also, unmounting,
processing at the failback target node 1s unnecessary in the
event of failback, making it possible to complete failback at
an earlier stage.

|[Embodiment 2]

A second embodiment of the present invention 1s
described with reference to FIG. 14 to FIG. 16. This
embodiment corresponds to a modified example of the first
embodiment. The characteristic feature of this embodiment
1s that the present mnvention 1s applied in the case where a
cluster 1s constituted of three or more servers.

FIG. 14 15 a diagram showing this embodiment schemati-
cally. As shown 1n FIG. 14(a), this failback cluster system 1s
constructed including a total of three nodes, namely, node 1,
node 2 and node 3. The nodes 1 to 3 share for example

information that is employed 1n failover, through a common
LU 4A.

The node 1 monitors the node 2, the node 2 monitors the
node 3 and the node 3 monitors the node 1, respectively. In
the failover management table T7, the name of the moni-
toring target server and the condition of this monitoring
target server are associated, for each server. This manage-
ment table T7 1s stored 1n a shared LU 4A and i1s shared by
the nodes 1 to 3. Also, each of the nodes 1 to 3 respectively
monitors the state of use of the respective filesystems and
one of the sets of actions of levels 1 to 3 1s allocated to these
filesystems 1n accordance with such state of use. The action

allocation list generated at each of the nodes 1 to 3 1s stored
in the shared LU 4.

As shown 1n FIG. 14(b), when the system at the node 1
goes down as a result of a fault, the node 3 takes over the
business service that 1s provided at the node 1. The state of
the node 3 1s altered from ° operatmg” 0 “performing
takeover”. The state of the node 1 1s altered from “operating”
to “down”. Also, accompanying the system-down of the
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node 1, the monitoring targets of the nodes 2 and nodes 3 are
respectively altered. The node 2 and the node 3 now
mutually monitor each other.

As shown 1n FIG. 14(c¢), 11 the system of the node 2 also
goes down prior to recovery ol the node 1, the business
services that was provided by the node 2 is taken over by the
node 3. The result 1s therefore that the node 3 takes over all

of the business services that were respectively provided by
both the node 1 and the node 2.

In the case where a failover cluster 1s constituted by three
or more nodes, as shown 1 FIG. 14, 1t 1s necessary to give
consideration to the probabilities that faults will occur 1n the
respective plurality of nodes. Failover processing of this
embodiment 1s shown 1n FIG. 15.

The failover target node starts failover processing in
response to detection of system-down as a result of inter-
ruption of heartbeat communication. The failover target
node then takes over (S101) the IP address of the failover
source node and updates (S102) the condition of the failover
management table T7.

Next, the node reads (S103) the information of one record
from the action allocation list and determines (5104)
whether or not the last entry of the action allocation list has
been reached. The node then makes a decision (51038), in
respect of all of the filesystems listed 1n the action allocation
list, as to whether or not the actions of level 1 are set. If the

actions of level 1 are set (S105: YES), the node then
performs takeover processing (5106) of such filesystems.

When the node has completed takeover processing of all
of the filesystems to which the actions of level 1 have been
allocated (5104: YES), the node then ascertains whether the
condition of the monitoring target node 1s “performing
takeover” or whether the heartbeat communication between
the node that 1s being monitored by the monitoring target
node and 1tself 1s interrupted.

For example, 11 this faillover processing 1s being executed
by the node 3, 1ts monitoring target node 1s the node 1 and
the monitoring target of this monitoring target node 1s the
node 2. In S107, the node 3 determines whether or not the
condition of the node 1, which 1s 1ts monitoring target, 1s
“performing takeover”. If the condition of the monitoring
target node 1s “performing takeover”, the system of the node
1 has gone down right in the middle of takeover of the
business services of the node 2 by the node 1. Consequently,
in this case, the node 3 must take over not only the business
services that were provided by the node 1 but also the
business services that were provided by node 2.

Also, 1 the above example, the node 3 ascertains whether
or not the heartbeat communication between the monitoring
target node 1.e. the monitoring target (node 2) of the node 1
and 1tself 1s mterrupted. This envisions the case where the
systems of the node 2 and the node 1 go down substantially
simultaneously. In this case also, it 1s necessary for the node
3 to take over the business services provided by the node 2
in addition to the business services provided by the node 1.

Accordingly, if the system of the monitoring target node
goes down during takeover processing, or if the system of
the monitoring target node and the system of the node that
was being monmitored by the monitoring target node both go
down substantially simultaneously (5107: YES), the identity
of the node that was being monitored by the monitoring
target node on system-down may be acquired (S108) by
referring to the management table T7. In the above example,
the node 3 ascertains that the monitoring target of the node
1 was the node 2.

Thus, the failback target node (1n the above example, node
3) acquires (S109) the action allocation list T3 relating to the
monitoring target of the monitoring target node from the

shared LU 4A. This failback target node mounts the file-
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systems registered in this action allocation list T3 at the
tailback target node itself, in accordance with their levels

(S110).

In the above example, the node 3, which 1s the only node
that 1s working of the three nodes, acquires the action
allocation list T3 of the node 2, which i1s the monitoring
target of the monitoring target node and performs takeover
of the file servers registered in this action allocation list T3.
In this case, the node 3 does not take over all of the
filesystems of the node 2 at once but rather, as described 1n
the first embodiment, takes over 1n prioritized fashion only
those filesystems 1n respect of which the actions of level 1
have been set.

The node that has taken over the level 1 filesystems
updates (S111) the monitoring target of the failover man-
agement table T7 and starts up (S112) the monitoring
process for mounting under low-load conditions. It should
be noted that if 1t 1s not the case that the systems of a
plurality of nodes 1n the cluster are simultaneously down
(S107: NO), the processing of S108 to S111 1s skipped and

processing returns to S112.

FIG. 16 1s a diagram showing schematically an outline of
tallover processing according to this embodiment. As shown
in FIG. 16(a), the node 1 comprises three {filesystems,
namely, FS1A to FS1C and the node 2 comprises a single
filesystem, namely, FS2A. The level 1 actions are respec-
tively set for the filesystems FS1A, FS2A. Also, 1n a reversal
of the example shown 1n FIG. 14, in FIG. 16, the monitoring
target of the node 3 1s set as the node 2, the monitoring target
of the node 2 1s set as the node 1 and the monitoring target
of the node 1 1s set as the node 3.

As shown 1n FIG. 16(b), when occurrence of a fault in the
node 1 causes the system of the node 1 to go down, the node

2, which 1s the failover target of the node 1, takes over the
level 1 filesystem FS1A from the node 1.

As shown 1 FIG. 16(c), i the system at the node 2 also
goes down due to occurrence of a fault prior to recovery of
the node 1, the node 3, which 1s the failover target of the
node 2, takes over from the node 2 both of the filesystems
FS1A, FS2A 1n respect of which level 1 actions are set. If the
system of the node 2 has gone down during takeover from
the node 1, the node 3 takes over the filesystem FS2A from

the node 2 and takes over the filesystem FS1A from the node
1.

As described above, the present invention can be eflec-
tively applied even 1n cases comprising three or more nodes,
the same eflects as 1n the case of the first embodiment being,
obtained.

It should be noted that the present invention i1s not
restricted to the embodiments described above. A person
skilled 1n the art may make various additions and modifi-
cations and the like within the scope of the present inven-
tion. For example, it 1s not necessary to adopt all of levels
1 to 3 and arrangements could be adopted employing a
plurality of levels, for example only level 1 and level 2 or
only level 1 and level 3 or only level 2 and level 3.

Also, although the mode 1n which takeover processing 1s
executed only in the case of a low-load condition was
described as being a case employed 1n association with level
2 filesystems, an arrangement could be adopted in which this
level 1n which takeover processing 1s executed 1n low-load
condition 1s mndependently set up as a separate level from
level 2. In this case, takeover processing of filesystems 1n
respect ol which the level has been set 1n which takeover
processing 1s performed under low-load conditions 1s per-
tormed for example only 1n the case of a prescribed low-load
condition of the failover target node, 1rrespective of whether
or not there 1s an access request from a host device.
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Also, although filesystems were taken as an example of a
fallover object resource, the present invention 1s not
restricted to this and could be applied for example to other
resources such as application programs that utilize a file-
system.

What 1s claimed 1s:

1. A failover cluster system 1n which a plurality of
computers are connected and failover object resources of a
fallover source computer are taken over by a failover target
computer, comprising a control section that takes over said
fallover object resources 1n stepwise fashion 1n accordance
with a priority ranking set for said failover object resource,
wherein said priority 1s set by the state of use of said failover
object resource;

wherein each of said computers employs a shared

memory device to share takeover information relating
to takeover of said failover object resources and said
control section can thus take over said failover object
resources 1n stepwise fashion in accordance with said
priority ranking, by referring to the takeover informa-
tion of said shared memory device;

wherein said takeover information 1s constituted by asso-

ciating imformation for speciiying said failover object
resources with takeover processing actions set for said
fallover object resources in accordance with said pri-
ority ranking;

wherein said priority ranking includes a first ranking

whereby takeover processing 1s immediately executed
and a second ranking whereby takeover processing 1s
executed when an access request for said failover
object resources 1s generated.

2. The failover cluster system according to claim 1
wherein said priority ranking further includes a third ranking
whereby takeover processing of said failover object
resources 1s executed 11 said failover target computer 1s in a
prescribed low-load condition.

3. The failover cluster system according to claim 1
wherein said prionity ranking further includes a fourth
ranking whereby takeover processing 1s not executed.

4. The failover cluster system according to claim 1
wherein said failover object resources are filesystems and
said priority rankings are respectively set beforehand for
cach of these filesystems.

5. A failover cluster system comprising a failover source
computer, a failover target computer connected with this
fallover source computer and a shared disk shared by said
fallover source computer and said failover target computer,
wherein, in said failover source computer, there 1s provided
a priority ranking determination processing section that
classifies filesystems constituting the failover objects into
one of a first category, second category or third category 1n
accordance with the state of use of these respective filesys-
tems and that stores 1n said shared disk the correspondence
relationship of these respective filesystems and said respec-
tive categories and, 1n said failover target computer, there
are provided a failover processing section that executes
immediate mounting for the filesystems belonging to said
first category and an access request acceptance processing
section that, if an access request 1s generated 1n respect of a
filesystem belonging to said second category, executes
mounting for the filesystem belonging to said second cat-
cgory but does not execute mounting 1n respect of a file-
system belonging to said third category irrespective of
whether or not there 1s a request for access.
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