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METHOD AND APPARATUS FOR
IMPEDANCE MATCHING IN SYSTEMS
CONFIGURED FOR MULTIPLE
PROCESSORS

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to computer systems, and more
particularly, to impedance matching mechanisms for sys-
tems that configured for multiple processors but having one
or more processors not installed.

2. Description of the Related Art

Many computer systems, such as server systems, include
system boards that are configured to support multiple pro-
cessors. Such computer systems typically imnclude multiple
connectors (e.g. zero-insertion force, or ZIF sockets) to
accommodate the multiple processors. In addition, computer
systems configured for multiple processors may include
multiple bus bridges and peripheral interfaces that may be
intended to be dedicated to a single one of the processors
when multiple processor are installed. This may greatly
Increase system throughput.

Although many systems are configured to support mul-
tiple processors, such systems are often times shipped with
only a single processor, or with fewer processors than the
maximum number that the system 1s configured to accom-
modate. In many such computer systems, the I/O buses are
coupled to the one or more processors by a single bus bridge.
Thus, any processor that 1s in the system may utilize all of
the built-in I/O capability. Furthermore, systems shipped
with one or more processors not installed may still utilize the
full I/O bandwidth regardless of the missing processors.

In contrast to the I/O subsystems described above, some
newer I/O systems may not employ a single bus bridge.
These 1/0 subsystems may utilize a distributed architecture
including one or more bus bridges, or I/O nodes. These 1/0
nodes may be connected to a single processor. The processor
to which each I/O node i1s connected may utilize the I/O
bandwidth provided by the connected I/O node. Thus, a
system having multiple I/O nodes, each connected to a
single processor, may eificiently utilize a very large amount
of I/O capability. In computer systems employing such a
distributed I/O architecture, a processor missing from one of
the processor slots may have the effect of reducing the
system I/O bandwidth.

One possible solution to prevent the potential loss of I/0
bandwidth as described above would be to provide a con-
necting means 1n the slot where a processor would normally
be located. Such a connecting means may provide an elec-
trical connection between a processor and one or more I/0
nodes that would otherwise be coupled to an installed
ProCessor.

One 1mportant consideration when providing a connec-
tion means 1s impedance matching. In order to prevent signal
reflections and other adverse affects, 1t may be important to
carefully match the impedances of signals lines that may be
coupled to each other by a connecting means 1n a processor
slot. Due to the clock frequencies of state-of-the-art system
boards, 1t may be difficult to provide a connection between
two buses across a processor slot. Simple pin-to-pin elec-
tfrical connections may be insuflicient. These pin-to-pin
connections may be unable to match the 1mpedances
between the coupled signal lines. The inability to match
impedances between signal lines across a processor slot may
result 1n the mability to utilize additional I/0, or may result
in the need to redesign a system board.
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2
SUMMARY OF THE INVENTION

A method and apparatus for impedance matching in
systems configured for multiple processors 1s disclosed. In
onc embodiment, a computer system includes a first proces-
sor socket and a second processor socket, each configured to
accommodate a processor. The processor sockets may be
clectrically coupled to each other. A first I/O node may be
clectrically coupled to the first processor socket and a
second I/O node may be electrically coupled to the second
processor socket. A processor may be mounted 1n the first
processor socket, while a bridging circuit may be mounted
in the second processor socket. The bridging circuit may
clectrically couple the processor mounted in the first pro-
cessor socket to the second I/O node, thereby allowing the
computer system to utilize the I/O capability provided by the
second I/O node even when a second processor 1s not present
in the system. The bridging circuit may provide impedance
matched signal paths between the processor and the second

I/O node.

In one embodiment, the bridging circuit may provide an
impedance matched signal path using passive compensation.
The bridging circuit may include circuit traces which are
clectrically coupled to circuit traces of a printed circuit
board (PCB) or other circuit carrier. The circuit traces on the
PCB may provide electrical coupling between the bridging
circuit, the processor, and the second I/0 node. The bridging
circuit, when installed, completes the connection between
the processor and the second I/0 node. Each circuit trace in
the bridging circuit may vary in width 1n order to match the
impedance of the signal lines on the PCB, as well as
compensating for impedance mismatches through disconti-
nuities that may be present in the means by which the
bridging circuit 1s coupled to the PCB.

In another embodiment, the bridging circuit may provide
an 1mpedance-matched signal path through active compen-
sation. A bridging circuit utilizing active compensation may
include circuitry configured for receiving signals from an
external source (i.e. the processor or the I/O node). The
received signals may be forwarded to a repeater circuit. The
repeater circuit may then re-transmit the signals to their
intended destination. Some embodiments of a bridging
circuit utilizing active compensation may include a memory
controller. The memory controller may be coupled to a
memory bank that would normally be associated with a
second processor which could be installed in place of the
bridging circuit. The memory controller may allow the
processor to access the second memory bank.

Signals may be transmitted as single-mode signals
through single signals traces, or may be transmitted as
differential mode signals through pairs of signal traces.

In addition to providing compensation for impedance
mismatches, the bridging circuit may also compensate for
potential timing mismatches. For example, some signals
may be transmitted as a differential pair, including two
signals of opposite polarity. In such instances, the signal
traces for each signal of the differential pair, 1f uncompen-
sated, may be of different lengths. In various embodiments
of the bridging circuit, the signal traces for each signal of the
differential pair may be routed such that the trace lengths are
approximately equal. Such trace length matching may be
provided for any group of associated signals. Trace length
matching may be of particular importance in high-speed
computer systems, as differences in the physical length in
which a signal must travel can significantly affect the time
period 1 which the signal can be properly received.
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BRIEF DESCRIPTION OF THE DRAWINGS

Other aspects of the 1nvention will become apparent upon
reading the following detailed description and upon refer-
ence to the accompanying drawings in which:

FIG. 1 1s a block diagram of one embodiment of a
multi-processor computer system;

FIG. 2 1s a block diagram of one embodiment of a
computer system configured for multiple processors but
implementing only a single processor;

FIG. 3 1s a drawing demonstrating the connection
between a processor and an 1I/O node through a processor
slot for one embodiment of a computer system,;

FIG. 4A 1s a schematic diagram 1illustrating a differential
driver/receiver pair coupled to each other through one
embodiment of a bridging circuit;

FIG. 4B 1s a schematic diagram illustrating the unit
impedances of a printed circuit board (PCB) and a bridging
circuit;

FIG. 5 1s a drawing 1llustrating passive compensation for
impedance matching for one embodiment of the bridging
circuit;

FIG. 6 1s a drawing 1llustrating passive compensation for
trace length matching for one embodiment of the bridging
circuit;

FIG. 7A 15 a side view of one embodiment of a PCB
having socket for mounting a processor and a bridging
circuit configured to be placed mto the processor socket;

FIG. 7B 1s a side view of an alternate embodiment of a
printed circuit board (PCB), wherein a bridging circuit may
be mounted directly to the PCB;

FIG. 8 1s a cutaway view of the internal stack-up for one
embodiment of a bridging circuit;

FIG. 9 1s a diagram illustrating one embodiment of a
bridging circuit utilizing an active compensation scheme;
and

FIG. 10 1s a diagram illustrating one embodiment of a
bridging circuit utilizing an active compensation scheme and
having a memory controller.

While the invention 1s susceptible to various modifica-
tions and alternative forms, specific embodiments thereof
are shown by way of example 1 the drawings and will
herein be described 1n detail. It should be understood,
however, that the drawings and description thereto are not
intended to limit the invention to the particular form dis-
closed, but, on the contrary, the invention 1s to cover all
modifications, equivalents, and alternatives falling with the
spirit and scope of the present invention as defined by the
appended claims.

DETAILED DESCRIPTION OF THE
INVENTION

Turning now to FIG. 1, a block diagram of one embodi-
ment of a computer system 1s shown. The computer system
includes processors 10A—10D each interconnected by a
coherent packet bus 15. Each section of coherent packet bus
15 may form a point-to-point link between each of proces-
sors 10A—D. While four processors are shown using point-to
point links 1t 1s noted that other numbers of processors may
be used and other types of buses may interconnect them. The
computer system also includes three I/O nodes numbered
20, 30 and 40 cach connected together 1 a chain by I/0
packet buses 50B and 50C respectively. I/O packet bus SOA
1s coupled between host node/processor 10A and 1I/O node
20. Processor 10A 1s illustrated as a host node which may
include a host bridge for communicating with I/O packet bus
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4

SOA. Processors 10B—-D may also include host bridges for
communication with other I/O packet buses (not shown).
The communication links formed by I/O packet bus S0A-C
may also be referred to as a point-to-point links. I/O node 20
1s connected to a pair of peripheral buses 25A—B. I/O node
30 1s connected to a graphics bus 35, while I/O node 40 1s
connected to an additional peripheral bus 435.

Processors 10A—10D are each illustrative of, for example,
an x86 microprocessor such as an Athlon™ microprocessor.
In addition, one example of a packet bus such as I/O packet
bus 50A-50C may be a non-coherent HyperTransport™,
Peripheral buses 25A—B and peripheral bus 45 are 1llustra-
five of a common peripheral bus such as a peripheral
component interconnect (PCI) bus. Graphics bus 35 is
illustrative of an accelerated graphics port (AGP), for
example. It 1s understood, however, that other types of
microprocessors and other types of peripheral buses may be
used.

It 1s noted that while three I/O nodes are shown connected
to host processor 10A, other embodiments may have other
numbers of nodes and those nodes may be connected in
other topologies. The chain topology illustrated in FIG. 1 1s
shown for 1ts ease of understanding.

In the 1llustrated embodiment, the host bridge of proces-
sor 10A may receive upstream packet transactions from
downstream nodes such as I/O node 20, 30 or 40. Alterna-
tively, the host bridge of processor 10A may transmit
packets downstream to devices such as peripheral devices
(not shown) that may be connected to peripheral bus 25A for
example.

During operation, I/O node 20 and 40 may translate PCI
bus transactions 1nto upstream packet transactions that travel
in I/O streams and additionally may translate downstream
packet transactions mto PCI bus transactions. All packets
originating at nodes other than the host bridge of processor
10A may flow upstream to the host bridge of processor 10A
before being forwarded to any other node. All packets
originating at the host bridge of processor 10A may flow
downstream to other nodes such as I/O node 20, 30 or 40. As
used herein, “upstream”™ refers to packet traffic flow 1n the
direction of the host bridge of processor 10A and “down-
stream” refers to packet traffic flow 1n the direction away
from the host bridge of processor 10A. Each I/0O stream may
be 1dentified by an identifier called a Unit ID. It 1s contem-
plated that the Unit ID may be part of a packet header or 1t
may be some other designated number of bits 1n a packet or
packets. As used herein, “I/O stream”™ refers to all packet
transactions that contain the same Unit ID and therefore
originate from the same node.

To 1llustrate, a peripheral device on peripheral bus 435
initiates a transaction directed to a peripheral device on
peripheral bus 25. The transaction may first be translated
into one or more packets with a unique Unit ID and then
transmitted upstream. It 1s noted that each packet may be
encoded with specific information which identifies the
packet. For example the Unit ID may be encoded into the
packet header. Additionally, the type of transaction may also
be encoded into the packet header. Each packet may be
assigned a Unit ID that identifies the originating node. Since
I/0 node 20 may not forward packets to a peripheral device
on peripheral bus 25 from downstream, the packets are
transmitted upstream to the host bridge of processor 10A.
The host bridge of processor 10A may then transmit the
packets back downstream with a Unit ID of the host bridge
of processor 10A until I/O node 20 recognizes and claims the
packet for the peripheral device on peripheral bus 25. 1I/0
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node 20 may then translate the packets into peripheral bus
transactions and transmit the transactions to the peripheral
device on peripheral bus 25.

As the packet transactions travel upstream or down-
stream, the packets may pass through one or more I/0O nodes.
The pass-through 1s sometimes referred to as a tunnel and
the I/0 node 1s sometimes referred to as a tunnel device.
Packets that are sent from upstream to downstream or from
downstream to upstream are referred to as “forwarded”
tratfic. Additionally, packet traffic that originates at a par-
ticular I/O node and 1s inserted into the upstream traffic is
referred to as “injected” traffic.

In addition to the I/O nodes coupled to processor 10A,
other I/O nodes may also be present 1n the computer system.
A serially coupled chain of I/O nodes may be coupled to
cach of the one or more of processors 10B—10D 1n a manner
similar to that in which I/O nodes 20—40 are coupled to
processor 10A. In some embodiments, a processor may not
be implemented in the location to which the additional 1/0
nodes are coupled. In such embodiments, the I/O nodes may
be indirectly coupled to a processor through a bridging
circuit, as will be explained 1n further detail below.

Turning now to FIG. 2, a block diagram of one embodi-
ment of a computer system configured for multiple proces-
sors but implementing only a single processor 1s shown. In
the embodiment shown, two processor sockets are present.
Processor 10 1s implemented 1n one processor socket. I/0
node 20 1s coupled to processor 10, as 1s memory unit 12A.
I/0 nodes 2040 are part of a chain of I/O nodes 1mple-
mented using a topology similar to that described above.

In the embodiment shown, no processor 1s implemented
in processor socket 11. In order to enable processor 10 to
utilize the additional I/O bandwidth provided 1/O nodes 50,
60, and 70, bridging circuit 13 may be placed into processor
socket 11. Bridging circuit 13 may also allow processor 10
to utilize the memory capacity provided by memory unit
12B. Brnidging circuit 13 may provide an impedance-
matched signal path between processor 10 and I/0 node 50
and memory unit 12B, and will be discussed in further detail
below.

FIG. 3 1s a drawing demonstrating the connection
between a processor and an I/O node through a processor
slot for one embodiment of a computer system. The embodi-
ment shown 1llustrates and exemplary connection between
processor 10 and I/O node 50. Processor 10 may include a
plurality of pins, which may be electrically coupled to
processor socket 11 through signal traces on a PCB (repre-
sented here by the arrow). I/O node 50 may also be coupled
to processor socket 11 by a plurality of signal traces on a
PCB. A bridging circuit may be placed in processor socket
11. The bridging circuit may also include a plurality of signal
lines/traces. The signal lines/traces of the bridging circuit
placed 1n processor socket 11 may couple the signal traces
from processor 10 to the signal traces from I/O node 50.
Thus, with a bridging circuit present 1n processor socket 11,
processor 10 may communicate with I/O node 50.

Moving now to FIG. 4A, a schematic diagram 1llustrating,
a differential driver/receiver pair coupled to each other
through one embodiment of a bridging circuit 1s shown. In
the embodiment shown, driver 22 1s configured to transmit
a differential signal to receiver 24. Driver 22 may be located
in either processor 10 or I/O node 50, and may be one of a
large plurality of drivers that may be present 1n either of
these chips. Similarly, both processor 10 and I/O node 50
may 1nclude a plurality of receiver circuits 24. In the
embodiment shown, driver 22 and receiver 24 are located 1n
different chips. For example, driver 22 may be located 1n
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processor 10 of any one of the preceding drawings, while
receiver 24 may be located 1n I/O node 50 of any one of the
preceding drawings. Bridging circuit 13 may be provided to
electrically couple processor 10 to I/0 node 50.

Driver 22 may be coupled to transmit a differential signal
via a pair of signal traces 21. Signal traces 21 may electri-
cally couple driver 22 to bridging circuit 13. In order to
ensure that a maximum amount of signal power 1s transmit-
ted onto signal traces 21, the impedance of signal traces 21
may approximately match the output 1impedance of driver
22. In addition to ensuring the maximum amount of signal
power 1s transmitted onto signal traces 21, matching the
impedances may prevent signal reflections that may interfere
with signal transmissions and possibly cause incorrect val-
ues to be read by receiver 24. Signal traces 21 may also be
approximately matched in length to ensure that signals
arrive at their intended destination at approximately the
same time. Trace length matching 1s 1important to ensure a
sufficient amount of setup and hold time for signals trans-
mitted to a receiver, and may be critical for high-speed
systems where the margins of error are smaller.

Receiver 24 may be coupled to signal traces 23. Signal
traces 23 may be impedance matched to an input impedance
of receiver 24, and may also be matched in length in the
same manner as signal traces 21. Furthermore, the input
impedance of receiver 24 may be selected such that it
approximately matches the output impedance of driver 22.

For some embodiments of a computer system, such as
those shown 1n FIGS. 1 and 2, bridging circuit 13 may be
necessary to complete the electrical connection between a
driver 22 located 1n processor 10 and a receiver 24 located
in I/O node 50 (or a driver 22 located in I/O node 50 and a
receiver 24 located in processor 10). Bridging circuit 13
include signal traces that couple signal traces 21 to signal
traces 23. The signal traces of bridging circuit 13 may be
configured to compensate for impedance continuities that
may occur where bridging circuit 13 1s coupled to the PCB
upon which signal traces 21 and 23 are implemented. In
other words, the signal traces of bridging circuit 13 may be
configured to match the impedances of signal traces 21 and
signal traces 23. The signal traces 1 bridging circuit 13 may
also be length matched 1n the same manner as signal traces
21 and 23.

It should be noted that while the example shown 1n FIG.
4A 15 configured for differential signals, embodiments con-
figured for the transmission and reception of single-ended
signals are also possible and contemplated.

FIG. 4B 1s a schematic diagram 1illustrating the unit
impedances of a single signal trace on printed circuit board
(PCB) and a bridging circuit. Each of signal traces 21 and
23, as well as the signal traces 1n bridging circuit 13, may be
modeled as a group of interconnected unit impedances (i.e.
impedance per unit length, or AZ). Each unit impedance
may 1nclude a series inductance and a parallel capacitance.
The series mnductance and parallel capacitance represent
parasitic inductances and capacitances that may occur 1n the
signal traces. Parasitic resistances may also be present 1n the
signal traces, connected 1n series with the inductors. How-
ever, at higher frequencies, the effect of the parasitic resis-
tances may be negligible in comparison to the effects of the
parasitic inductances and capacitances.

In the embodiment shown, the inductances labeled L,
represent the parasitic inductances associated with signal
fraces 21 and 23. Similarly, the inductances labeled C,
represent the parasitic capacitances associlated with signal
traces 21 and 23. The inductances and capacitances that
comprise the unit impedances of signal traces 21/23 may be
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different from the inductances and capacitances of the signal
traces in bridging circuit 13 (represented by L, and C,,
respectively). The combination of L; and C,, if left uncom-
pensated, may produce a unit impedance that 1s mismatched
with the 1impedances of signal traces 21/23. This may be in
part due to discontinuities in the means 1 which bridging
circuit 13 may be coupled to the PCB (e.g. solder balls). In
order to ensure that the impedance of the signal traces in
bridging circuit 13 are approximately matched to that of
signal traces 21/23, it may be necessary to adjust L, C,, or
both.

The amount of inductance or capacitance that must be
changed 1n order to closely match the impedances of two
circuit traces (or other media) may be found by the formula:

This 1s the general equation for the impedance of a single
trace arranged over a plane, and does not apply to differential
impedance matching, which will be discussed below. In this
equation, the impedance value of signal traces 21/23 may be
found by using the values of L, and C, 1n place of L and C.
Inserting these values into the equation may yield the
approximate matching impedance necessary for signal
traces 1n bridging circuit 13. With the approximate matching
impedance known, the value of L,, C,, or both may be
adjusted until the impedances of signal traces 21/23 are
approximately matched to the impedances of the signal
traces 1n bridging circuit 13. In many cases, only one of the
parameters (either L, or C,) is adjusted in order to change
the 1impedance of a signal trace. This may be performed by
adjusting one or more dimensions of the circuit traces, as
will be explained 1n further detail below.

As noted above, differential impedance matching may be
used 1nstead of single-trace 1impedance matching. The
impedances for a pair of differentially matched circuit traces
may be found by the formula:

Zod =2 | L0 — 1M
CC= N CorCm)

wheremn L, and C, are the inductance and capacitance,
respectively, of a single trace in the differential pair, and L m
and Cm are the mutual inductance and mutual capacitance,
respectively, of both traces in the pair. In systems using
differential impedance matching, it 1s important to note that
the mutual inductance and mutual capacitance of the ditfer-
ential pair may be affected by the transmission line geometry
and the spacing between the traces.

Signaling on differentially-matched signal traces may
utilize what 1s known as odd-mode excitation. Odd mode
excitation may be performed by driving a true signal on one
trace of the differential pair, while driving a complement of
the true signal on the other trace of the differential pair. In
the case of signaling using odd-mode excitation on a dif-
ferential pair, the differential impedance may be twice the
odd-mode 1mpedance of the differential pair.

Turning now to FIG. 5, a drawing 1llustrating passive
compensation for impedance matching for one embodiment
of the bridging circuit 1s shown. In the embodiment shown,
two exemplary circuit traces are shown 1n bridging circuit
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13. The exemplary signal traces may be representative of
circuit traces that may be used to couple processor 10 to I/0
node 50 for the computer systems of FIGS. 1 and 2. In the
embodiment shown, the circuit traces of bridging circuit 13
include compensated and uncompensated portions. In this
particular example, the compensated portions are nearest to
the connecting pins to which each of the circuit traces are
coupled to, and thus may compensate for discontinuities that

may be present at these locations. The uncompensated
portions span the length between the compensated portions
of the signal trace.

The compensated portions of the signal traces, in this
embodiment, are narrower than the uncompensated portions
of the signal trace. Adjusting the width to make a circuit
trace (or portion therefor) more narrow may have the effect
of increasing the inductance the width-adjusted portion.
Thus, in the embodiment shown here, the impedance of the
signal traces has been compensated by increasing the induc-
tance for the compensated portions. In other embodiments,
adjustment of the capacitance may be necessary 1n order to
achieve the desired impedance. The capacitance of a signal
trace may be adjusted by increasing its width. Embodiments
of bridging circuit 13 employing passive compensation may
rely on the technique of adjusting the width of signal traces
in order to provide impedance matching functions. How-
ever, other embodiments employing other techniques of
impedance matching are possible and contemplated.

FIG. 6 1s a drawing illustrating passive compensation for
trace length matching for one embodiment of the bridging
circuit. In the embodiment shown, a plurality of signal traces
are routed 1n order to approximately match their respective
lengths. Although not explicitly shown here, these signal
traces may also be of varying widths for impedance match-
Ing purposes 1n accordance, similar to the signal traces
illustrated in FIG. §. The approximate matching of signal
trace lengths may be important for traces coupled to carry
signals that must be latched by a receiver at the same time.
Due to the high speed at which many computer systems
currently operate, the distance which a given signal must
fravel between a transmitter and receiver may have a sig-
nificant effect on the amount of time elapsed between
transmission and reception. Thus, when multiple signals
must be latched by a receiver (or plurality of receivers) at a
ogrven time, the signals may be transmitted at approximately
the same time, and therefore must travel approximately the
same distance 1n order to arrive at their respective receivers
at the same time. Adjusting the trace lengths may ensure that
the signals arrive at their intended destinations at approxi-
mately the same time, with sufficient setup and hold time to
ensure that the proper values are latched by the receiving
circuits.

FIG. 7A 1s a side view of one embodiment of a PCB
having socket for mounting a processor and a bridging
circuit configured to be placed into the processor socket. In
the embodiment shown, bridging circuit 13 1s implemented
in a pin-grid array (PGA) package configured for insertion
in processor socket 11, which 1s mounted upon printed
circuit board 5. In other embodiments, bridging circuit 13
may be implemented in a ball-grid array (BGA), land-grid
array (LGA) or other type of packaging. Bridging circuit 13
may be 1nserted 1nto processor socket 11, which may also be
configured to receive a processor instead of the bridging
circuit. The insertion of bridging circuit 13 may provide an
electrical connection between a processor and an I/0O node,
as described above, where such a connection might not
otherwise exist.
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FIG. 7B 1s a side view of an alternate embodiment of a
printed circuit board (PCB), wherein a bridging circuit may
be mounted directly to the PCB. In this embodiment, bridg-
ing circuit 13 1s mounted directly to PCB 5. Instead of
having an external processor socket, processor socket 11
may be integrated directly into PCB 5. In the embodiment
shown, PCB 5 1s configured to receive a plurality of pins of
bridging circuit 13, which may be a PGA. Bridging circuit
13 may also be an LGA or BGA or other type of surface
mount package, and thus processor socket 11 may include a
plurality of mounting pads. It should also be noted that in
some embodiments, bridging circuit 13 may be implemented

using discrete components mstead of a package such as that
shown 1n FIGS. 7A and 7B.

Moving now to FIG. 8 a cutaway view of the internal
stack-up for one embodiment of a bridging circuit 1s shown.
In the embodiment shown, bridging circuit 13 mcludes two
voltage planes, VSS plane 32 and VDD plane 34. Embodi-
ments employing simple power and ground planes are also
possible and contemplated. Bridging circuit 13 also mcludes
a plurality of signal traces 26 and CAD (control/address/
data) traces 28. Signals traces 26 and CAD traces 28 are
arranged above VSS plane 32 and below VDD plane 34.
Thus, signal traces 26 and CAD traces 28 may function as
micro-strip transmission lines. Embodiments utilizing other
types of transmission line configurations are possible and
contemplated.

Each of signal traces 26 and CAD ftraces 28 may be
separated from their respective power plane (VDD or VSS)
by a dielectric material. A distance H, may separate the
traces from the planes. The ratio of trace width relative to the
distance H, may affect the impedance of the traces. In
ogeneral, 1f a trace 1s wide with respect to the distance H,, the
impedance of the trace will be lower than if the trace is
narrow with respect to the distance H,. Thus, changing this
distance may be another technique which may be used to
adjust the 1mpedance of the signal traces 1n bridging circuit

13.

FIG. 9 1s a diagram illustrating one embodiment of a
bridging circuit utilizing an active compensation scheme. In
the embodiment shown, bridging circuit 13 includes trans-
ceivers 25 and repeaters 28. Transceivers 25 may be con-
figured to receive differential signals from one of a processor
or an I/O node. Similarly, repeaters 28 may be configured to
transmit signals to one of the processor or the 1/O node.

Transceivers 25 and repeaters 28 may each be electrically
coupled to signals traces on a PCB. The mput impedance of
transceivers 25 may be approximately matched to the
impedance of the signal traces to which 1t 1s coupled. The
output impedance of repeaters 28 may also be approximately
matched to the impedance of the signals traces to which it 1s
coupled. Signal traces internal to bridging circuit 13 may be
approximately matched to the output impedance of trans-
ceivers 25 and the mput impedance of repeaters 28. Thus,
bridging circuit 13 may complete an impedance matched
signal path between a processor and an I/O node. Further-
more, the presence of transceivers 25 and repeaters 28 may
provide for enhanced signal strength, which may result in
transmitted signals in being less susceptible to interference.

Other embodiments of bridging circuit 13 employing
active compensation are possible and contemplated. For
example, embodiments employing a single transceiver and
no repeater 1n each signal path may be implemented, as well
as other types of bridging circuitry employing various
combinations of transmitters and receivers. Furthermore,
bridging circuit 13 may be 1mplemented using a single
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integrated circuit, as a group of discrete components, or as
a combination of discrete components and integrated cir-
cuits.

Turning now to FIG. 10 a diagram illustrating one
embodiment of a bridging circuit utilizing an active com-
pensation scheme and having a memory controller 1s shown.
In the embodiment shown, bridging circuit 13 includes
memory controller 80 in addition to the other active com-
pensation circuitry discusses 1n reference to FIG. 9. Memory
controller 80 may be coupled to a processor and a memory
bank. In some embodiments, memory controller 80 may also
be coupled to an I/O node. This particular embodiment of
bridging circuit 13 may be particularly useful for computer
systems such as that shown in FIG. 2, wherein processor
10A would not normally have access to memory unit 12B
when nothing 1s 1nstalled 1n processor socket 11.

Memory controller 80 may provide various memory con-
trol and access functions that would normally be provided
by a processor located 1n the processor socket in which
bridging circuit 13 1s mounted. These functions may include
writing to memory, reading from memory, and buffering for
transactions between the various chips 1n the computer
system.

While not explicitly shown here, additional impedance
matching circuitry may be present and associated with
memory controller 80. The circuitry may employ active or
passive compensation as described above. The impedance
matching circuitry may ensure the signal integrity of
memory signals that are conveyed between the memory
bank and the processor through bridging circuit 13.

While the present invention has been described with
reference to particular embodiments, 1t will be understood
that the embodiments are 1llustrative and that the invention
scope 1s not so limited. Any variations, modifications, addi-
fions, and 1improvements to the embodiments described are
possible. These variations, modifications, additions, and
improvements may fall within the scope of the inventions as
detailed within the following claims.

What 1s claimed 1s:
1. A computer system comprising;:

a first processor socket and a second processor socket, the
first and second processor sockets mounted on a printed
circuit board (PCB) and electrically coupled to each
other; and

a first I/O node electrically coupled to the first socket and
a second I/O node electrically coupled to the second
processor socket;

wherein a processor 1s mounted 1n the first socket and a
bridging circuit 1s mounted in the second socket,
wherein the bridging circuit electrically couples the
second I/0O node to the processor, wherein the bridging
circuit 1s configured to provide an impedance-matched
signal path between the processor and the second I/0O
node, wherein the bridging circuit provides impedance
matching using passive compensation circuitry by
varying the width of a circuit trace.

2. The computer system as recited 1n claim 1, wherein the
bridging circuit 1s further configured to provide timing
compensation by approximately matching circuit trace
lengths.

3. The computer system as recited 1n claim 1, wherein
signals are conveyed between the processor and the second
I/0 node using single-mode signaling.

4. The computer system as recited in claim 1, wherein
signals are conveyed between the processor and the second
I/0 node using differential mode signaling.
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5. The computer system as recited in claim 4, wherein
signals are conveyed between the processor and the second
I/0 node using odd-mode excitation.

6. The computer system as recited 1n claim 1, wherein the
second processor socket 1s mounted to the PCB by a
land-grid array (LGA) connection.

7. The computer system as recited in claim 1, wherein the
second processor socket 1s mounted to the PCB by a
ball-grid array (BGA) connection.

8. The computer system as recited in claim 1, wherein the
second processor socket 1s mounted to the PCB by a pin-grid
array (PGA) connection.

9. The computer system as recited 1n claim 1, wherein the
second processor socket 1s integrated into the PCB, and
wherein the bridging circuit 1s mounted directly to the PCB.

10. The computer system as recited 1n claim 1, wherein
the bridging circuit 1s implemented on an integrated circuit
(1C).

11. The computer system as recited 1 claim 1, wherein

the bridging circuit 1s 1implemented using discrete compo-
nents.

12. A method comprising:

providing a first processor socket and a second processor
socket, the first and second processor sockets mounted
on a printed circuit board (PCB) and electrically
coupled to each other, and wherein the first processor
socket 1s electrically coupled to a first I/O node and the
second processor socket 1s electrically coupled to a
second I/O node;

mounting a processor 1n the first processor socket; and

coupling the processor to the second I/O node by mount-
ing a bridging circuit 1n the second processor socket,
wherein the bridging circuit provides an 1impedance-
matched signal path between the processor and the
second I/O node, wherein the bridging circuit provides
impedance matching using passive compensation cir-
cuitry by varying the width of a circuit trace.

13. The method as recited 1n claim 12, wherein the
bridging circuit provides timing compensation by approxi-
mately matching circuit trace lengths.

14. The method as recited 1n claim 12, wherein signals are
conveyed between the processor and the second I/0 node
using single-mode signaling.

15. The method as recited 1n claim 12, wherein signals are
conveyed between the processor and the second I/0 node
using differential mode signaling.

16. The method as recited 1n claim 15, wherein signals are
conveyed between the processor and the second I/0 node
using odd-mode excitation.

17. The method as recited in claim 12, wherein the second

processor socket 1s mounted to the PCB by a land-grid array
(LGA) connection.

18. The method as recited in claim 12, wherein the second

processor socket 1s mounted to the PCB by a ball-grid array
(BGA) connection.

19. The method as recited in claim 12, wherein the second

processor socket 1s mounted to the PCB by a pin-grid array
(PGA) connection.

20. The method as recited 1in claim 12, wherein the second
processor socket 1s mntegrated into the PCB, and wherein the
bridging circuit 1s mounted directly to the PCB.

21. The method as recited in claim 12, wherein the
bridging circuit is implemented on an integrated circuit (IC).
22. The method as recited 1n claim 12, wherein the
bridging circuit 1s implemented using discrete components.
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23. A bridging circuit comprising;

A plurality of pins for connecting the bridging circuit to
a printed circuit board (PCB) of a computer system, the
computer system including a first processor socket
coupled to a first I/O node and a second processor
socket coupled to a second I/O node, wherein a pro-
cessor 1s mounted 1n the first processor socket and
wherein the bridging circuit 1s mounted in the second
processor socket; and

a compensation network, wherein the compensation net-
work 1s configured to provide an impedance matched
signal path between the processor and the second 1/0
node, wherein the bridging circuit includes passive
compensation circuitry, and wherein the passive com-
pensation circuitry provides impedance matching by
varying the width of a circuit trace.

24. The bridging circuit as recited in claim 23, wherein the
bridging circuit 1s further configured to provide timing
compensation by approximately matching circuit trace
lengths.

25. The bridging circuit as recited 1 claim 23, wherein the
bridging circuit includes a memory controller coupled to the
processor and a memory unit.

26. The bridging circuit as recited in claim 23, wherein the
bridging circuit is implemented on an integrated circuit (IC).

27. The bridging circuit as recited in claim 23, wherein the
bridging circuit 1s implemented using discrete components.

28. A computer system comprising:

a first processor socket and a second processor socket, the
first and second processor sockets mounted on a printed
circuit board (PCB) and electrically coupled to each
other; and

a first I/O node electrically coupled to the first socket and
a second I/O node electrically coupled to the second
processor socket;

wherein a processor 1s mounted 1n the first socket and a
bridging circuit 1s mounted in the second socket,
wherein the bridging circuit electrically couples the
second I/0O node to the processor, wherein the bridging,
circuit 1s configured to provide an impedance-matched
signal path between the processor and the second 1/0
node, wherein the bridging circuit provides impedance
matching using active compensation circuitry, wherein

the active compensation circuitry includes a repeater
CIrcuit.

29. The computer system as recited 1n claim 28, wherein
the active compensation circuit includes a transceiver cir-
cuit, the transceiver circuit, the transceiver circuit coupled to
the repeater circuit by impedance matched circuit traces, the
impedances of the circuit traces approximately matching the
input 1mpedance of the repeater circuit and the output
impedance of the transceiver circuit.

30. The computer system as recited 1n claim 29, wherein
the 1mpedance matched circuit traces are of approximately
equal lengths.

31. The computer system as recited 1n claim 29, wherein
the transceiver circuit 1s coupled to receive a signal from a
first circuit trace on printed circuit board (PCB), and wherein
an 1nput 1impedance of the transceiver circuit 1S approxi-
mately matched to an 1impedance of the first circuit trace.

32. The computer system as recited in claim 31, wherein
the repeater circuit 1s coupled to drive a signal onto a second
circuit trace, wherein an output impedance of the repeater
circuit 1s approximately equal to an impedance of the second
circuit trace.
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33. The computer system as recited 1n claim 32, wherein
the first circuit trace and the second circuit trace are micro-
strip transmission lines.

34. The computer system as recited in claim 28, wherein
the bridging circuit includes a memory controller, the
memory controller coupled to the processor and a memory
unit.

35. A method comprising:

providing a first processor socket and a second processor

socket, the first and second processor sockets mounted
on a printed circuit board (PCB) and electrically
coupled to each other, and wherein the first processor
socket 1s electrically coupled to a first I/O node and the
second processor socket 1s electrically coupled to a
second I/O node;

mounting a processor 1n the first processor socket; and

coupling the processor to the second I/O node by mount-

ing a bridging circuit 1n the second processor socket,
wherein the bridging circuit provides an impedance-
matched signal path between the processor and the
second I/O node, and wherein the bridging circuit
provides impedance matching using active compensa-
tion circuitry, the active compensation circuitry includ-
Ing a repeater circuit.

36. The method as recited 1n claim 35, wherein the active
compensation circuitry includes a transceiver circuit, the
transceiver circuit coupled to the repeater circuit by imped-
ance matched circuit traces, the 1mpedances of the circuit
traces approximately matching the input impedance of the
repeater circuit and the output impedance of the transceiver
circuit.

37. The method as recited in claim 36, wherein the
impedance matched circuit traces are of approximately equal
lengths.

38. The method as recited 1n claim 36, wherein the
transceiver circuit 1s coupled to receive a signal from a first
circuit trace on printed circuit board (PCB), and wherein an
input impedance of the transceiver circuit 1s approximately
matched to an impedance of the first circuit trace.

39. The method as recited 1n claim 38, wherein the
repeater circuit 1s coupled to drive a signal onto a second
circuit trace, wherein an output impedance of the repeater
circuit 1s approximately equal to an impedance of the second
circuit trace.

40. The method as recited 1in claim 39, wherein the first
circuit trace and the second circuit trace are micro-strip
transmission lines.

41. The method as recited 1in claim 35, wherein the
bridging circuit includes a memory controller, the memory
controller coupled to the processor and a memory unit.

42. A computer system comprising;:

a {irst processor socket and a second processor socket, the
first and second processor sockets mounted on a printed
circuit board (PCB) and electrically coupled to each
other; and

a first I/O node electrically coupled to the first socket and
a second I/O node electrically coupled to the second
processor socket;

wherein a processor 1s mounted 1n the first socket and a
bridging circuit 1s mounted in the second socket,
wherein the bridging circuit electrically couples the
second I/O node to the processor, wherein the bridging
circuit 1s configured to provide an impedance-matched
signal path between the processor and the second 1/0
node, wherein the bridging circuit provides impedance
matching using active compensation circuitry, and
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wherein the bridging circuit mcludes a memory con-
troller, the memory controller coupled to the processor
and a memory unit.

43. A method comprising:

providing a first processor socket and a second processor
socket, the first and second processor sockets mounted
on a printed circuit board (PCB) and electrically
coupled to each other, and wherein the first processor
socket 1s electrically coupled to a first I/O node and the
second processor socket 1s electrically coupled to a
second I/O node;

mounting a processor 1n the first processor socket; and

coupling the processor to the second 1/0O node by mount-
ing a bridging circuit 1n the second processor socket,
wherein the bridging circuit provides an impedance-
matched signal path between the processor and the
second I/O node, and wherein the bridging circuit
provides 1mpedance matching using active compensa-
tion circuitry, wherein the bridging circuit includes a
memory controller, the memory controller coupled to
the processor and a memory unit.

44. A bridging circuit comprising:

A plurality of pins for connecting the bridging circuit to

a printed circuit board (PCB) of a computer system, the
computer system including a first processor socket
coupled to a first I/O node and a second processor
socket coupled to a second I/O node, wheremn a pro-
cessor 1s mounted 1n the first processor socket and
wherein the bridging circuit 1s mounted in the second
processor socket; and

a compensation network, wherein the compensation net-

work 1s configured to provide an impedance matched
signal path between the processor and the second I/0O
node, wherein the bridging circuit provides impedance
matching using active compensation circuitry, wherein
the active compensation circuitry includes a repeater
circuit.

45. The bridging circuit as recited in claim 44, wherein the
active compensation circuit includes a transceiver circuit,
the transceiver circuit, the transceiver circuit coupled to the
repeater circuit by impedance matched circuit traces, the
impedances of the circuit traces approximately matching the
mmput 1mpedance of the repeater circuit and the output
impedance of the transceiver circuit.

46. The bridging circuit as recited 1n claim 45, wherein the
impedance matched circuit traces are of approximately equal
length.

4'7. The bridging circuit as recited in claim 45, wherein the
transceiver circuit 1s coupled to receive a signal from a first
circuit trace on printed circuit board (PCB), and wherein an
mput impedance of the transceiver circuit 1s approximately
matched to an impedance of the first circuit trace.

48. The bridging circuit as recited in claim 47, wherein the
repeater circuit 1s coupled to drive a signal onto a second
circuit trace, wherein an output impedance of the repeater
circuit 1s approximately equal to an impedance of the second
circuit trace.

49. The bridging circuit as recited 1n claim 48, wherein the
first circuit trace and the second circuit trace are micro-strip
transmission lines.

50. A bridging circuit comprising;:

A plurality of pins for connecting the bridging circuit to

a printed circuit board (PCB) of a computer system, the
computer system including a first processor socket
coupled to a first I/O node and a second processor
socket coupled to a second I/O node, wherein a pro-
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cessor 1s mounted 1n the first processor socket and
wherein the bridging circuit 1s mounted 1n the second
processor socket; and

a compensation network, wherein the compensation net-
work 1s configured to provide an impedance matched

16

signal path between the processor and the second I/0O
node, wherein the bridging circuit includes a memory
controller coupled to the processor and a memory unit.



	Front Page
	Drawings
	Specification
	Claims

