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(57) ABSTRACT

The present mvention allows video 1mages with improved
subjective quality to be transmitted without a concomitant
increase 1n a total number of bits transmitted per frame.
Quanfization parameters are applied to coeflicients of mac-
roblocks within a given video frame. A lower value of
quantization parameter 1s applied near a central region of a
video frame. This central region 1s referred to as a prime
video region. Applying a lower quantization parameter to
the prime video region has the effect of increasing the bit
density within that area thereby improving the video quality.
Outside of the prime video region, the bit density is pro-
oressively decreased on a macroblock-by-macroblock basis
so as to have a zero or near-zero net-gain 1n bit density over
the entire video frame.

26 Claims, 6 Drawing Sheets
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SYSTEM AND METHOD FOR STATIC
PERCEPTUAL CODING OF MACROBLOCKS
IN A VIDEO FRAME

CROSS-REFERENCE TO RELATED
APPLICATTONS

This application claims benefit of U.S. Provisional Appli-
cation No. 60/311,375 filed Aug. 10, 2001, entitled
“Dynamic Perceptual Coding of Macroblocks 1n a Video
Frame,” and U.S. Provisional Application No. 60/311,405,
enfitled “Static Perceptual Coding of Macroblocks 1 a
Video Frame,” filed Aug. 10, 2001 which are hereby incor-
porated by reference 1n their entirety. This application addi-
tionally 1s related to copending utility application entitled

“System and Method for Dynamic Perceptual Coding of
Macroblocks 1n a Video Frame,” filed Aug. 12, 2002.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mvention relates to video 1images, and more
particularly to a system and method of enhancing video
coding.

2. Description of the Background Art

Video 1mages have become an increasingly important part
of communications 1n general. The ability to nearly instan-
taneously transmit still images, and particularly, live moving
images, has greatly enhanced global communications.

In particular, videoconferencing systems have become an
increasingly important business communication tool. These
systems facilitate meetings between persons or groups of
persons situated remotely from each other, thus eliminating,
or substantially reducing the need for expensive and time-
consuming business travel. Since videoconference partici-
pants are able to see facial expressions and gestures of
remote participants, richer and more natural communication
1s engendered. In addition, videoconferencing allows shar-
ing of visual information, such as photographs, charts, and
figures, and may be 1ntegrated with personal computer
applications to produce sophisticated multimedia presenta-
tions.

To provide cost-effective video communication, the band-
width required to convey video must be limited. The typical
bandwidth used for videoconferencing lies in the range of
128 to 1920 kilobits per second (Kbps). Problems associated
with available videoconferencing systems as these systems
attempt to cope with bandwidth limitations include slow
frame rates, which result in a non-lifelike picture having an
erratic, jerky motion; the use of small video frames or
limited spatial resolution of a transmitted video frame; and
a reduction 1n the signal-to-noise ratio of mndividual video
frames. Conventionally, 1f one or more of these solutions 1s
not employed, higher bandwidths are then required.

At 768 Kbps, digital videoconierencing, using state-of-
the-art video encoding methods, produces a picture that may
be likened to a scene from analog television. Typically, for
most viewers, twenty-four frames per second (fps) are
required to make video frames look fluid and give the
impression that motion 1s continuous. As the frame rate 1s
reduced below twenty-four Ips, an erratic motion results. In
addition, there 1s always a tradeoif between a video frame
size required and available network capacity. Therefore,
lower bandwidth requires a lower frame rate and/or reduced
video frame size.

A standard video format used in videoconferencing,
defined by resolution, 1s Common Intermediate Format
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(CIF). The primary CIF format is also known as Full CIF or
FCIF. The International Telecommunications Union (ITU),
based in Geneva, Switzerland (www.itu.ch), has established
this communications standard. Additional standards waith
resolutions higher and lower than CIF have also been
established. Resolution and bit rate requirements for various
formats are shown in the table below. The bit rates (in
megabits per second, Mbps) shown are for uncompressed
color frames where 12 bits per pixel 1s assumed.

TABLE 1
Resolution and bit-rates for various CIF formats
Bit Rate at 30 fps
CIF Format Resolution (in pixels) (Mbps)
SQCIF (Sub Quarter CIF) 128 x 96 4.4
QCIF (Quarter CIF) 176 x 144 9.1
CIF (Full CIF, FCIF) 352 x 288 36.5
ACIF (4 x CIF) 704 x 576 146.0
16CIF (16 x CIF) 1408 x 1152 583.9

Video compression 1s a way of encoding digital video to
take up less storage space and reduce required transmission

bandwidth. Certain compression/decompression (CODEC)
schemes are frequently used to compress video frames to
reduce the required transmission bit rates. Overall, CODEC
hardware or software compresses digital video into a smaller
binary format than required by the original (i.e.,
uncompressed) digital video format.

H.263 1s a document which describes a common contem-
porary CODEC scheme, requiring a bandwidth from 64 to
1920 Kbps. H.263 1s an I'TU standard for compressing video,
and 1s generically known as a lossy compression method.
Lossy coding assumes that some information can be
discarded, which results in a controlled degradation of the
decoded signal. The lossy coding method 1s designed to
oradually degrade as a progressively lower bit rate 1s avail-
able for transmission. Thus, the use of lossy compression
methods results 1n a loss of some of the original image
information during the compression stage and, hence, the
lost original 1image information becomes unrecoverable. For
example, a solid blue background 1n a video scene can be
compressed significantly with little degradation in apparent
quality. However, other frames containing sparse amounts of
continuous or repeating image portions often cannot be
compressed significantly without a noticeable loss 1n 1mage
quality.

Many video compression standards, including MPEG,
MPEG-2, MPEG-4, H.261, and H.263 utilize a block-based
Discrete Cosine Transform (DCT) operation on data blocks,
8x8 samples 1n size. A set of coeflicients for each block is
generated through the use of a two-dimensional DCT opera-
tion. Such coeflicients relate to a spatial frequency content of
the data block. Subsequently, the 64 DCT coefficients (one
for each sample) 1n a block are uniformly quantized. For
H.263, one quantizer step size 1s applied to every DCT
coellicient 1n a data block and 1s part of the mmformation that
must be transmitted to a H.263 decoder. The quantization
process 1s defined as a division of each DCT coeflicient by
the quantization step size followed by rounding to the
nearest integer. An encoder applies variable uniform quan-
fization to DCT coelflicients to reduce the number of bits
required to represent them. Compression may be performed
on each of the pixels represented by a two-by-two array of
blocks containing luminance samples and two blocks of
chrominance samples. . This array of six blocks 1s com-
monly referred to as a macroblock. The four luminance and
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two chrominance data blocks 1n a macroblock combine to
represent a 16x16 pixel array.

In an H.263 encoder, variable uniform quantization 1s
applied by means of the quantization parameter that pro-
vides quantization step sizes that map the values of DCT
coellicients to a smaller set of values called quantization
indices. In the H.263 decoder, DCT coeflicient recovery 1s
performed, roughly speaking, by multiplying the recovered
quantization indices by the inverse quantization step size.
The decoder then calculates an 1verse DCT using the
recovered coellicients.

Although these and other compression methods have
proven somewhat effective, there remains a need to 1improve
perceived video quality over low bandwidth transmission
channels. Therefore, there 1s a need for a system and method
for static perceptual coding of macroblocks 1n a video frame.

SUMMARY OF THE INVENTION

The present system and method overcomes or substan-
tially reduces prior problems associated with transmission of
high quality video 1images. In general, the present system
and method provide increased subjective video quality with-
out increasing bandwidth required to carry the video.

An embodiment of the present invention is provided
which allows higher quality video images to be transmitted
without a concomitant increase in a total number of video
data bits transmitted per frame or group of frames. To
accomplish this, quantization parameters are applied to DCT
coellicients of macroblocks within a given video frame 1n a
special way. A lower value of quantization parameter 1s
applied near a central region of a video frame. This central
region 1s referred to as a prime video region since a viewer
will, 1n general, concentrate attention on this prime video
region. Applying a lower value quantization parameter to the
prime video region has the effect of increasing the bit density
and, subsequently, increasing the video quality within that
arca. Outside of the prime video region, the bit density per
macroblock 1s decreased so as to have a zero or near-zero
net-gain in bit density over the entire video frame.

In an alternative embodiment of the present invention, a
particular frame may be transmitted with an overall increase
in the number of bits. However, 1n this embodiment, sub-
sequent frames (or preceding frames) will have a decreased
number of bits, thus, producing an overall zero or near-zero-
sum net gain over a span of numerous video frames. By
varying the number of bits between frames while maintain-
ing an overall near zero-sum net gain, 1t 1s possible to
fransmit a video sequence with an increase 1n perceived
quality while still maintaining a given bandwidth usage. The
apparent increase 1n quality results from the application of
quantization parameters having lower values within the
prime video region and higher values outside the prime
video region as described supra.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an embodiment of a video frame with an
exemplary expanded block and macroblock;

FIG. 2 shows an exemplary schematic of a video imaging,
system;
FIG. 3 shows an exemplary image processing engine;

FIG. 4 shows a person framed 1n the prime video region
of a video frame;

FIG. 5 shows an exemplary quantization parameter flow-
chart; and

FIG. 6 shows an exemplary H.263 encoder based embodi-
ment of quantization parameter modification values used to
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change quantization parameter values derived using tradi-
tional error measures.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 illustrates a prior art video window 100, which
may be a window on a computer screen, other display
device, or a full or reduced screen 1mage on a television.
Video frame 110 shows an extent of a typical transmitted
video 1mage used 1n a video apparatus.

The video frame 110 comprises a plurality of macroblocks
such as macroblock 115. An enlarged areca 120 of the
macroblock 115 shows a 16x16 pixel macroblock 130.
Typically, each frame of a video 1mage 1s parfitioned into
macroblocks. Conventionally, a CIF format includes 22x18

macroblocks or 396 total macroblocks for full CIF.

A central viewing area 105 1s indicated within the video
frame 110. The central viewing areca 105 1s frequently an
arca upon which a viewer’s attention 1s most strongly
focused. In one embodiment, the central viewing arca 105
indicates a positional reference related to common framing
of a smngle human face. A common framing technique in
video 1maging 1s to have a single person’s head framed 1n the
video window 100. Typically, such framing locates one of
two human eyes 1n the central viewing area 105. The central
viewing area 105 1s located approximately in the center of
the video frame 110 horizontally and at a vertical height that
1s close to 60% of the video frame 110 height as measured
from a lower boundary 112 of the video frame 110. In the
CIF format, the video frame 110 contains an array of 18
macroblocks 1n a vertical direction and 22 macroblocks 1 a
horizontal direction.

FIG. 2 shows a schematic embodiment of an exemplary
video 1maging system 200. The video 1maging system 200
includes an 1mage capture device 202, a central processing
unit 204, an 1mage processing engine 206, and either a local
or remote display 208.

The 1mage capture device 202 1s used to capture video 1n
a scene. At least one analog or digital video camera may be
used as the 1mage capture device 202. The central processing
unit or CPU 204 coordinates all image capture devices 202
and digitizes the captured video. Further, the CPU 204 keeps
frack of all pixels in a given macroblock, sends each
macroblock for compression coding to the image processing
engine 206, and prepares the processed macroblocks for
viewing on either the local or remote display 208. The 1mage
processing engine 206 1s discussed 1n more detail in con-
nection with FIG. 3.

In an alternative embodiment, the video 1maging system
200 may be practiced using recorded 1images. The practice of
using recorded 1images eliminates the need for the image
capture device 202.

FIG. 3 1s a detailed embodiment of the exemplary image
processing engine 206. The exemplary image processing
engine 206 includes an encoder module 302. All compo-

nents within the encoder module 302 are coupled via system
buses 320, 322.

A motion estimation engine 304 1dentifies frame-to-frame
redundancy 1 a video signal received from the image
capture device 202. A prediction 1mage 1s generated 1n a
motion compensation engine 306 using parameters derived
in the motion estimation engine 304. A rate control engine
314 generates a quantization parameter for each macroblock
to control the average number of bits produced by the
encoder each second. Aresidual coding engine 316 codes the
difference between the motion compensated and the input
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images. An entropy coding engine 318 removes statistical
redundancy from the data that 1s to be sent to a decoder.
Further, the rate control engine 314 comprises two modules:
a quantization parameter. (QP) derivation module 308
designed to produce quantization parameter values using
traditional (e.g., square error) measures to achieve the
desired encoding bit rate; and a quantization (QP) modifi-
cation module 310 which changes the quantization param-
cter values derived 1n the quantization parameter derivation
module 308 to achieve an image coding with higher per-
ceived quality.

Additionally, the optional zero-sum net gain calculator
312 keeps track of whether a relative zero-sum net gain 1s
maintained either within a given video frame (intra-frame)
or over a plurality of frames (inter-frame). The latter inter-
frame case 1s typically used when the intra-frame case does
not yield a zero-sum net gain. A more detailed description of
the rate control engine 314 and the optional zero-sum net
gain calculator 312 1s given 1nira.

FIG. 4 shows an embodiment of a video window 400 1n
use. Contained within the video window 400 i1s an area
referred to as a prime video region 410. The prime video
region 410 1s a region of the video window 400 on which a
viewer of an 1mage will typically focus his or her attention.
(Consequently, central viewing area 105 (FIG. 1) is con-
tained within prime video region 410 ). In a videoconfer-
encing application, the prime video region 410 1s also a
region where an individual’s head image will typically be
located. Alternatively, prime video region 410 may be
another 1mportant viewing region on which a viewer’s
attention will be focused. An example of another important
image on which a viewer’s attention may be focused 1s a
person’s hands while communicating with sign language,
such as American Sign Language (ASL). Consequently, one
embodiment of the present mmvention will increase a number
of bits dedicated to encoding the prime video region 410
through use of the image processing engine 206 (FIG. 2),
while other regions outside of the prime video region 410
may have a lower number of video data bits. Therefore, an
overall bit allocation scheme will increase bit density in the
prime video region 410 and minimize or decrease the
number of video data bits outside of the prime video region

410.

In addition to the encoding algorithm normally optimiz-
ing for minimum mean square error, the encoding algorithm,
in conjunction with the rate control engine 314, also opti-
mizes for greatest perceptual quality under the assumption
that the viewers attention will be on the prime video region
410. In one embodiment, a perceptual enhancement of a
video frame 110 occurs with high quality coding of the
regions that are expected to be important. Since more video
data bits are now allocated to the prime video region 410,
other areas must have a reduced bit density to maintain a
constant overall bit usage. Preferably, the re-allocation of bit
densities produces an overall zero-sum gain 1n a given
frame.

FIG. § shows an embodiment of one method for accom-
plishing the exemplary perceptual enhancement described
above. First, an i1mage 1s received 501 from the 1mage
capture device 202 (FIG. 2) and the prime video region and
arcas outside of the prime video region are i1dentified 503.
An encoder module 505 comprises a rate control algorithm
and an encoding algorithm (not shown). The rate control
algorithm determines the values of the quantization param-
eter for each macroblock and the 1image 1s processed by the
encoding algorithm. For example, an H.263 encoder may be
used to assign DCT coetlicients to each macroblock received
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from the 1mage capture device 202. Once the DCT coefli-
cients have been established, a quantization parameter, one
for each macroblock, will be applied to each DCT coefli-
cient. The value of the quantization parameter that 1s applied
to the DCT coeflicients in a macroblock varies inversely
with the required bit density. This means that a lower
quantization parameter will yield a particular macroblock
within a frame with higher quality and, thus, more video data
bits. The prime video region 410 will be a region that
requires a lower quantization parameter. Conversely, arcas
outside of the prime video region 410 will be assigned a high
quantization parameter. A high quantization parameter will
yield a commensurately lower video-quality macroblock but
will require fewer video data bits. After the encoding process
1s complete a determination 507 i1s made as to whether
another 1mage has been received. If another image has been
received, a loop 1s made back to the encoder module 505 to
determine the quantization parameters for the new 1mage,

the method continues with subsequent steps as shown 1n
FIG. 5.

FIG. 6 shows an exemplary set of quantization parameter
modification values 600 contained within a standard FCIF
window having 22x18 macroblocks. Each quantization
parameter modification value 610 affects the quantization
parameter for only one macroblock. Values of the quantiza-
tion parameter modification values 610 become smaller (and
increasingly negative) approaching a center of the prime
video region 410 (FIG. 4). When summed with the quanti-
zation parameters produced 1n the quantization parameter
value derivation module 308 (FIG. 3), the quantization
parameter modification values 610 have the effect of reduc-
ing the net quantization parameter values approaching the
center of the prime video region 410. This progressive
reduction 1n quantization parameter values assures that the
macroblocks which are most likely to be viewed 1n the video
frame 110 (FIG. 1) will have the greatest number of bits.
Values of a quantization parameter associated with macrob-
locks located along edges of the video frame 110 will usually
be higher to provide a balance for the increased bit density
at the prime video region 410. The perceived quality of the
video frame 110 1s not reduced significantly by the higher
quantization parameter values since the least important
information 1s frequently contained in the edge regions. If
the modified quantization parameter falls outside the
allowed range for quantization parameter values, 1t 1s
assigned to the closest value that 1s 1n range. For H.263, the
allowed quantization parameter range 1s 1 to 32. A quanti-
zation parameter modification value 610 of zero (“0 ) will
not change the value of the quantization parameter derived
by the by the quantization parameter value derivation mod-

ule 308.

Preferably, a value of a quantization parameter does not
change abruptly from one macroblock to an adjacent mac-
roblock resulting 1n a noticeable sudden change 1n video
quality.

In one embodiment, quantization parameter modification
values are given a static assignment for a given location of
a macroblock within the video frame 110. Therefore, once a
quantization parameter modification value array 1s set, the

array does not change to adapt to a new scene or any other
variable.

In alternative embodiments, the quantization parameter
modification values 610 may take on any real value.
Specifically, a quantization parameter modification value
610 may be positive, negative, or zero. Also, the quantiza-
tion parameter modification value 610 may be an integer or
a fractional value. As an example, values 1n a quantization
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parameter modification value 610 array could take on values
of -0.35, 2,-1, 4.3, and 0.

In yet further embodiments, a total number of bits per
video frame may not exhibit a near zero-sum net gain. In this
case, however, an inter-frame comparison will still exhibit
cither a total zero-sum net gain or close to a zero-sum net
gain. For example, a first frame 1n a video 1mage may have
a quanftization parameter gain of 126 quantization units
(referring to a summation of all quantization parameters
within a given frame). This quantization parameter gain will
result n a coded video frame with fewer bits than an
un-quantized video frame. The next frame or plurality of
frames, however, may compensate by lowering their respec-
five frame quantization units to account for the prior frame’s
net gain, resulting 1in an overall net-gain of zero. By employ-
ing this arrangement of allowing certain frames to have
more bits than other previous or subsequent frames, there
will be an apparent increase 1n overall video quality without
a concomitant higher bandwidth requirement.

From the description of the exemplary embodiments of
the apparatus and process set forth herein, 1t will be apparent
to one of ordinary skill in the art that variations and additions
to the embodiments can be made without departing from the
principles of the present invention. For example, a method
whereby an entire three-dimensional (3D) volume could be
transmitted and displayed in a video conferencing system as
opposed to a two-dimensional area may be contemplated.
This may be accomplished by holography or some other
means. In this case, the quantization parameter modification
values 610 would be 1n the form of a three-dimensional
array. Additionally, similar perceptual coding techniques
may be applied by using quantization parameter modifica-
tion values 610 on unit cells other than macroblocks. The
quantization parameter modification values 610 could be
applied, for example, to blocks of varying pixel sizes or
individual pixels. Additionally, perceptual coding tech-
niques may readily be applied when there 1s a plurality of
prime video regions. Therefore, these and other variations
upon the speciiic embodiments are intended to be covered
by the present mvention.

What 1s claimed 1s:

1. A system for static perceptual coding of a plurality of
clements of a video frame comprising:

d Processor,

at least one 1mage capture device coupled to the processor
for capturing video of an 1mage;

an 1mage processing engine coupled to the processor for
quantizing the plurality of elements of the video frame;

a template which defines at least one static prime region
and at least one static secondary region; and

a quantization parameter produced by the 1image process-
ing engine derived from the template for each of the
plurality of elements, the quantization parameter being
capable of producing a variable bit density for percep-
tual video quality improvement over the video frame,
wherein the bit density within the prime region 1s
higher than the bit density within the secondary region.

2. The system of claim 1, wherein the plurality of ele-
ments are macroblocks.

3. The system of claim 1, wheremn the plurality of ele-
ments are 8x8 arrays of pixels.

4. The system of claim 1, wherein the plurality of ele-
ments are pixels.

5. The system of claim 1, wherein the template 1s user
defined.

6. The system of claim 1, wherein a modification of the bit
density within the prime region and a modification of the bit
density within the secondary region are combinable 1n such
a way so as to produce a near zero net-gain 1n bit-density.
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7. The system of claim 1, wherein the plurality of variable
bit-density video frames within the videoconferencing trans-
mission has an overall near zero-sum net gain 1n pixel
density.

8. The system of claim 1, further comprising a plurality of
variable bit-density video frames within a videoconferenc-
ing transmission, wherein a subsequently transmitted vari-
able bit-density frame may not be equal to a previously
transmitted variable hit-density frame in total bit-density.

9. The system of claim 1, wherein the 1mage processing
engine comprises an encoder module.

10. The system of claim 1, wherein the 1mage processing
engine comprises a quantization module.

11. The system of claim 1, wherein the 1mage processing

engine comprises a zero-sum net gain calculator.

12. The system of claim 1, wheremn the quantization
parameter changes gradually in numeric magnitude from
one of the plurality of elements to the next.

13. The system of claim 1, wheremn a value of the
quantization parameter 1s any real number.

14. A system for static perceptual coding of a plurality of
clements of a video frame comprising:

an 1mage processing engine for quantizing the plurality of

elements of the video frame; and

a template which defines at least one static prime region

and at least one static secondary region; and

a quanfization parameter produced by the 1mage process-
ing engine derived from the template for each of the
plurality of elements, the quantization parameter being
capable of producing a variable bit density for percep-
tual video quality improvement over the video frame
wherein the bit density within the prime region 1s
higher than the bit density within the secondary region.

15. The system of claim 14, wherein the plurality of

clements are macroblocks.

16. The system of claim 14, wherein the plurality of

clements are 8x8& arrays of pixels.

17. The system of claim 14, wherein the plurality of

clements are pixels.

18. The system 1n claim 14,

wherein the prime region 1s at the center of the video
frame; and

wherein the secondary region 1s the region outside the
prime region of the video frame.
19. The system 1n claim 18,

wherein the quantization parameters of elements within
the prime region 1s uniform; and

wherein the quantization parameters of elements within
the secondary region increase gradually from the
boundary of the prime region outwards the edges of the
video frame.

20. The system 1n claim 14, wherein the prime region 1s
located at other than the center of the video frame, wherein
the secondary region 1s the region outside the prime region
of the video frame.

21. A method for enhancement of a video frame compris-
Ing:

receiving an 1mage;

applying an encoder algorithm to each element of the

received 1mage;

determining a region 1n which each element belongs

spatially according to a template which defines at least
one static prime region and at least one static secondary
region; and

assigning a quantization parameter to each element to

vary a bit-density of the element to perceptually
improve video quality, such that the bit density within
the prime region 1s higher than the secondary region.

22. The method of claim 21, wherein the element 1s a
macroblock.
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23. The method of claim 21, wherein the element 1s an a means for determining a region in which each element
8x& array of pixels. belongs spatially according to a template which defines
‘24- T'he method ot claim 21, wherem the element 1s a at least one static prime region and at least one static
pixel. _ secondary region; and
25. A computer-readable medium for enhancement of a s
video frame comprising a computer program operable to a means for assigning a quantization parameter to each
carryout the method as 1n claim 21. clement to vary a bit-density of the element to percep-
26. A system for enhancement of a video frame compris- tually improve video quality such that the bit density
ng: within the prime region 1s higher than the secondary
a means for receiving an 1mage; 10 region.

a means for applymmg an encoder algorithm to each
clement of the recerved 1image; k% k%
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