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METHOD FOR AVOIDING DATA COLLISION
IN HALF-DUPLEX MODE USING DIRECT
MEMORY ACCESS LOGIC

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mnvention relates to a Direct Memory Access
(DMA) logic of a half-duplex mode, and more particularly,
to a method for avoiding data collisions 1n a half-duplex
mode using direct memory access logic.

2. Background of the Related Art

Transmission systems for data communications typically
include simplex and duplex communication methods. The
duplex communication method includes a half-duplex trans-
mission and a full-duplex transmission.

The half-duplex transmission 1s a method in which the
direction of data transmission 1s switched over between two
devices to offer each device the opportunity to transmit data
to the other. In such a case, concurrent transmitting and
receiving 1s not possible between the two devices.

A Direct Memory Access (DMA) logic is a hardware
device that allows transmission and reception of data to be
directly controlled. The DMA logic uses a DMA controller
(DMAC) to process data between a memory and an input/
output unit, without the intervention of a CPU. This has the
advantage that 1t 1s able to quickly process an mnput and an
output, allowing a large amount of data to be transmitted at
a high speed.

FIG. 1 1s a schematic block diagram of a related art system

of multi-point linked processors for performing a hali-
duplex transmission.

As shown 1 FIG. 1, a plurality of processors 11, 12, and
13 are coupled to each other and a RTS/CTS controller 14
with one data bus and two signal lines 21 and 22 1n the
multi-point linked processors. The plurality of processors
11, 12, and 13 include a transmission control logic (Tx

DMA) and a receiving control logic (Rx DMA),
respectively, to perform transmitting and receiving of data.

Since the data transmission and reception 1s carried out
over one data bus 1n the multi-point linked processors, when
several processors transmit data at the same time, the data
inevitably collides.

Thus, 1n order to avoid such a data collision, each pro-
cessor 11~13 signals its intention to transmit data through
the signal line 22 when 1t desires to transmit a data. Each
processor 11~13 1s then controlled by the RTS/CTS con-
troller 14 through the signal line 21. Thus, when the pro-
cessors 11, 12, and 13 are not transmitting data, they
transmit a low level request-to-send (RTS) signal to the
RTS/CTS controller 14, signifying a state that data bus is
idle.

Upon receipt of the low level RTS signal, the RTS/CTS
controller 14 transmits a high level CTS (Clear To Send)
signal to all of the processors 11~13 through the signal line
21, informing that the bus 1s currently available for data
fransmission.

Thus, when the processor 11 intends to transmit a data to
the processor 13, the transmitting processor 11 changes its
low level RTS signal to a high level RTS signal, and 1nitiates
the TX DMA logic to start data transmission. When the data
transmission of the Tx DMA logic of the transmitting

processor 11 1s completed, the receiving processor 13 1ni-
fiates the Rx DMA logic to receive the data.

Additionally, when the data transmission of the Tx DMA
logic 1s completed, the transmitting processor 11 changes its
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high level RTS signal back to a low level RTS signal, and the
RTS/CTS controller 14, receiving the low level RTS signal
from the transmitting processor 11, transmits a high level
CTS signal to all of the processors 11~13, indicating that the
data bus 1s 1n an 1dle state.

FIG. 2 1s a timing diagram depicting the related art data
transmission between the multi-point linked processors of a
half-duplex transmission mode.

With reference to FIG. 2, a case where the processor 11
has data to be transmitted to processor 13, and processor 13
also has data to be transmitted to processor 11 will be taken
as an example for descriptions hereinafter.

When the data bus 1s 1n an 1dle state, processor 11
transmits a high level RTS signal through signal line 22 upon
determining the 1dle state of the data bus. Processor 11 then
initiates the Tx DMA logic to transmit data. When the data
transmission 1s completed, processor 11 terminates the Tx
DMA logic and changes the high level RTS signal to a low
level RTS signal. When the Tx DMA logic has completed,
the Rx DMA logic of processor 13 1s mitiated to receive the
data.

In this respect, however, during the transition of the RTS
signal, the processor 11 changes the RTS signal from the low
level to the high level without confirming whether the Rx
DMA logic of the processor 13 has completely received the
data.

Meanwhile, the processor 13, which has been monitoring,
the state of the signal line 21, immediately changes its RTS
signal from the low level to the high level when 1t 1dentifies
the 1dle state of the data bus. Processor 13 then 1nitiates the
Tx DMA logic to start data transmission. During this
process, processor 13 starts the Tx DMA logic and transmits
its data without confirming whether its own Rx DMA logic
has completely received the incoming data.

The related art DMA logic has various problems. For
example, during the process of transmitting and receiving
data, 1f there 1s no Tx data on the data bus regardless of the
state of the transmitting and recei‘ving processors, that 1s, the
CTS 1s 1n a high state, the data 1s transmitted. Thus, in the
related art DMA loglc there 1s a high possibility of data
collision between the Tx DMA logic and the Rx DMA logic
of the receiving processor. In addition, concurrent operations

of the Tx DAM logic and the Rx DMA logic within the
receiving processor can cause a problem of data loss.

The above references are incorporated by reference herein
where appropriate for appropriate teachings of additional or
alternative details, features and/or technical background.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to provide a DMA
logic and a method of using the DMA logic which substan-
tially obviates the problems caused by, limitations and
disadvantages of the related art.

Another object of the present invention 1s to provide a
method for avoiding data collisions 1 a half-duplex mode
using a DMA logic.

Another object of the present invention 1s to provide a
DMA logic and method thereof that is capable of avoiding
a collision between a Tx DMA logic and an Rx DMA logic

of a recerving processor when a data 1s transmitted accord-
ing to a half-duplex mode.

To achieve at least these there 1s provided a method for
avolding data collision 1n a half-duplex mode using a DMA
logic for multi-point linked processors in which data is
transmitted and received 1n a half-duplex mode, wherein a
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transmitting processor holds a request-to-send (RTS) signal
In an active state for a predetermined time so that a trans-
mitting DMA logic of a receiving processor can be started
after the operation of a receiving DMA logic of the receiving
processor 1s terminated.

To further achieve at least the above objects, there 1s
provided a method for avoiding data collision 1n a half-
duplex mode using a DMA logic for multi-point linked
processors 1n which data 1s transmitted and received 1n a
halt-duplex mode, mcluding the steps of: activating a
request-to-send (RTS) signal and transmitting a data from a
fransmitting processor to a receiving processor through a
data bus; holding the RTS signal in an active state when the
data 1s completely transmitted; receiving a data from the
transmitting processor for a predetermined time by a receiv-
ing DMA logic of the receiving processor; and transmitting
a data through the same data bus by a transmitting DMA
logic of the receiving processor when the data 1s completely
received.

In the above method, the predetermined time 1s preferably
set the same as the starting time of the Tx DMA of the
transmitting processor and varied depending on the length of
a transmission data.

Additional advantages, objects, and features of the 1nven-
tion will be set forth 1n part in the description which follows
and 1n part will become apparent to those having ordinary
skill 1in the art upon examination of the following or may be
learned from practice of the i1nvention. The objects and
advantages of the invention may be realized and attained as
particularly pointed out 1n the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The 1nvention will be described 1n detail with reference to
the following drawings in which like reference numerals
refer to like elements wherein:

FIG. 1 1s a schematic block diagram of related art multi-
point linked processors 1n a general half-duplex transmission
mode;

FIG. 2 1s a timing diagram depicting the half-duplex
fransmission between multi-point linked processors in
accordance with the related art; and

FIGS. 3A through 3D are timing diagrams depicting the
half-duplex transmission between multi-point linked proces-
sors 1n accordance with a preferred embodiment of the
present mvention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Reference will now be made in detail to the preferred
embodiments of the present 1nvention, examples of which
are 1llustrated 1n the accompanying drawings.

In the DMA logic of the preferred embodiment of the
present invention, even after a transmitting processor com-
pletely transmits data, it holds a request-to-send (RTS)
signal 1n an active state for a prescribed period of time. The
Tx DMA logic 1s not therefore started until a Rx DMA logic
of the receiving processor 1s terminated, thereby preventing
data collision between the Rx DMA and the Tx DMA of the

reCce1ving processor.

For purpose of example, a case in which processor 11
(FIG. 1) has a data to be transmitted to processor 13, and
processor 13 also has data to be transmitted to processor 11
will be described. It should be understood that any number
of processor could be used, and this method can be used for
any combination of transmission and reception.
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When the data bus 1s 1n an 1dle state, the processor 11
transits the RTS signal from a low level to a high level at the
fime ‘t1’ as shown 1n FIG. 3A, and transmits the high level
RTS signal through the signal line 22 to the RTS/CTS
controller 14. Upon receipt of the RTS signal, the RTS/CTS
controller 14 transmits a high level CTS signal to the
processor 11 without changing the CTS signal level, as
shown 1n FIG. 3B, signifying that the corresponding pro-
cessor 11 may transmit a data.

In addition, the RTS/CTS controller 14 transmits a low
level CTS to the other processors (12 and 13) signal, as
shown in FIG. 3D, to prevent the other processors (12 and
13) from transmitting data. Accordingly, for so long as the
CTS signal 1s at a low level, the processor 13 1s not allowed
to transmit data.

The processor 11 initiates the Tx DMA logic to start
fransmitting data, and when the data transmission 1s com-
pleted at the time ‘t2’, processor 11 terminates the Tx DMA
logic. With the Tx DMA logic of processor 11 terminated,
the Rx DMA logic of the processor 13 1s mitiated to receive
the data.

At this time, even though the Tx DMA logic has termi-
nated at the time ‘t2°, processor 11 continues to hold the RTS
signal at a high level for a predetermined time as shown 1n

FIG. 3A, so that the Tx DMA logic of the processor 13
completely receives the data.

The signal holding time for the RTS signal 1s preferably
the same as the starting time of the Tx DMA of the processor
11, which may be varied depending on the length of a
transmission data. That 1s, the signal holding time preferably
becomes equivalent to the time from starting the Tx DMA
logic of the transmitting party to the time for terminating it.

Thereafter, as the signal holding time elapses, the proces-
sor 11 transits the RTS signal from the high level to the low
level at the time ‘t3°, as shown 1n FIG. 3A, so as to inform

the RTS/CTS controller 14 that the data bus 1s 1n an 1dle
state.

Upon receipt of the low level RTS signal, the RTS/CTS
controller 14 preferably transmits the high level CTS signal,
as shown 1n FIGS. 3B and 3D, to all of the processors 11, 12

and 13, to indicate that data transmission 1s currently avail-

able.

When the CTS signal 1s at a high level, the processor 13,
which has monitored the state of the signal line transits the
RTS signal from the low level to the high level, and
transmits the high level RTS signal through the signal line 22
to the RTS/CTS controller 14, and the RTS/CTS controller
14 transmits the low level CTS signal as shown 1n FIGS. 3B

and 3D to the processors (11 and 12) and the high level CTS
signal to the processor 13.

Accordingly, the processor 13 initiates the Tx DMA logic
at the time ‘t4’° to start transmitting data, and when the data
transmission 1s completed at time ‘t5°, the processor 13
terminates operation of the Tx DMA logic. The processor 11
then 1nitiates the Rx DMA logic to start receiving the data.

At this time, the processor 13 continues to hold the RTS
signal at a high level, as shown 1n FIG. 3D, during the signal
holding time, to avoid data collision between the Tx DMA
logic and the Rx DMA logic within the receiving processor.

The DMA logic and the method for avoiding data colli-
sion 1n a half-duplex mode using a DMA logic of the present
invention has many advantages. For example, the transmit-
ting processor holds its own RTS signal at an active state for
a prescribed period of time so that the receiving processor
can normally complete receiving of data.
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Therefore, since the Tx DMA logic of the receiving
processor starts data transmission after the Rx DMA logic of
the receiving processor completes receiving of data, data
collisions occurring 1n the receiving processor due to the

concurrent operation of the Tx DMA logic and the Rx DMA 5

logic can be prevented.

The foregoing embodiments and advantages are merely
exemplary and are not to be construed as limiting the present
invention. The present teaching can be readily applied to
other types of apparatuses. The description of the present
mvention 1s mtended to be illustrative, and not to limit the
scope of the claims. Many alternatives, modifications, and
variations will be apparent to those skilled 1n the art. In the
claims, means-plus-function clauses are itended to cover
the structures described herein as performing the recited
function and not only structural equivalents but also equiva-
lent structures.

What 1s claimed 1s:

1. A method of transmitting data 1n a half-duplex mode
using a Direct Memory Access (DMA) logic for multi-point
linked processors, comprising:

sending a request-to-send (RTS) signal in an active state
from a first processor;

transmitting data from the {first processor to a second
processor; and

holding the request-to-send (RTS) signal sent from the
first processor 1n the active state for a prescribed period
of time even though the transmission of data 1is
complete, wherein the prescribed period of time 1s set
based on an amount of time to fully receive data by the
second pProcessor.

2. The method of claim 1, wherein the prescribed period
of time 1s equivalent to a duration of a transmission DMA of
the first processor.

3. The method of claim 1, wherem the prescribed period
of time corresponds to a length of the transmitted data.

4. The method of claim 1, wherein the RTS signal 1s
provided by the first processor.

5. The method of claim 1, wherein the RTS signal 1s held
in the active state until a receiving DMA logic of the second
processor 1s terminated.

6. A method for avoiding data collision using Direct
Memory Access (DMA) logic for multi-point linked
Processors, comprising;:

sending a request-to-send (RTS) signal from a transmit-
fing processor;

transmitting first data from the transmitting processor to a
receiving processor through a data bus;

holding the RTS signal sent from the transmitting pro-
cessor 1n an active state for a prescribed period of time
after the first data 1s transmitted, wherein the prescribed
period of time 1s set based on an amount of time to fully
receive data by the receiving processor; and

receiving the first data from the transmitting processor for
the prescribed period of time by a receiving DMA logic
of the receiving processor.

7. The method of claim 6, wherein when the RTS signal
1s 1n an active state, processors other than the transmitting
processor do not transmit data.

8. The method of claim 6, wherein the prescribed period
of time 1s equivalent to an active period of a transmission
DMA logic of the transmitting processor.

9. The method of claim 6, wherein the prescribed period
of time corresponds to a length of transmission data.
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10. The method of claim 6, wherein the receiving pro-
cessor transmits second data through the data bus using a
transmitting DMA logic of the receiving processor when the
first data 1s completely received.

11. The method of claim 10, wherein the transmitting
DMA logic of the receiving processor transmits the second
data when the data bus 1s 1n an 1dle state after the receiving
DMA logic of the receiving processor completes reception
of the first data.

12. The method of claim 10, wherein the first and second
data are transmitted and received in a half-duplex mode.

13. A Direct Memory Access (DMA) logic system, com-
prising:

a plurality of processors coupled to a data bus to transmit

and receive data over the data bus; and

a transmission controller coupled to each of the plurality
of processors to control data transmission by each of
the plurality of processors, wherein the transmission
controller sends a first signal to each of the plurality of
processors when the data bus 1s available for transmis-
sion and sends a second signal to processors other than
the transmitting processor when the transmitting pro-
cessor 15 transmitting data and maintains the second
signal for a prescribed period of time after the data
transmission has ended by the transmitting processor.

14. The system of claim 13, wherein the prescribed period
of rime 1s equivalent to a duration of the data transmaission.

15. The system of claim 13, wherein the prescribed period
of time 1s a length of time required by a receiving one of the
plurality of processors to process the received data.

16. The system of claim 13, wherein each of the plurality
of processors comprises transmission control logic to control
transmission of data, and reception control logic to control
reception of data.

17. The system of claim 13, wherein the first signal 1s a
cleat-to-send (CTS) signal at a first level, and the second
signal 1s a CTS signal at a second level.

18. A method comprising:

sending a request-to-send signal from a first processor;

transmitting data across a data bus from the first processor
to a second processor;

maintaining a state of the request-to-send signal for a
predetermined period of time after transmitting data
from the first processor across the data bus such that the
second processor may fully receive the data; and

changing a state of the request-to-send signal sent from
the first processor after the predetermined period of
time.

19. The method of claim 18, wherein the predetermined
period of time 1s equivalent to a duration of a transmission
DMA of the first processor.

20. The method of claim 18, wherein the predetermined
period of time corresponds to a length of the transmitted
data.

21. The method of claim 18, wherein the predetermined
period of time 1s equal to an amount of time necessary to
fully receive the transmitted data by the second processor.

22. The method of claim 18, wherein the request-to-send
signal 1s held 1n an active state until a receiving DMA logic
of the second processor 1s terminated.
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