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SYNCHRONIZATION METHOD FOR MULITTI-
PROBE COMMUNICATIONS NETWORK
MONITORING

TECHNICAL FIELD

The 1nvention relates to monitoring communications net-
works. In particular, the imvention relates to synchronizing,
the operation of multiple measurement probes 1n a distrib-
uted communications network monitoring system.

BACKGROUND ART

Modern communications networks, especially those that
carry broadband data over large distances, are often large,
complex multi-nodal networks. The complexity of these
modern networks often benelits from or even requires the
utilization of a network monitoring system (NMS) to moni-
tor the activity within and operation of the network. In
particular, the NMS 1s used 1n many modern communica-
tions networks to assist in the coordination of the activities
of the network, to locate and idenfify faulty equipment
and/or problem channels, and to optimize the performance
of the network.

As used herein, the term communications network refers
to a collection of nodes or elements interconnected by a
plurality of paths or communication channels. The commu-
nication channels carry data traffic or simply data from one
node to another. Nodes may be either the source or desti-
nation of data traffic. When a node 1s acting as either a source
or a destination (i.e. sink) for data, the node is often referred
to as an endpoint or an end station. The data moving between
a source and a destination node 1s referred to as a data
stream. More than one data stream may exist between a pair
of nodes at any given time.

In addition to nodes that are endpoints, networks may
contain a plurality of nodes that act as switching elements.
Switching elements or simply switches are nodes used for
routing or relaying data streams from one communication
channel to another within the network. As such, switches are
responsible for dynamically routing data streams through the
network from their source to their destination. Switching
clements can also act as a source or destination of a data
stream combining the switch and endpoint 1n a single node.

Since the purpose of a communications network is to
communicate data from one point to another, the nodes of
the network are usually remotely located from one another.
In some networks, such as those employing earth orbiting
satellites as nodes and/or those which carry data across
continents, the distances between nodes can be very large.

Similarly, the NMS 1s generally a distributed system
having multiple measurement points that are often separated
by large distances. The network measurements performed by
such a distributed NMS include single point measurements
and multi-point measurements. A single point measurement
1s one 1n which all of the information produced by the
measurement can be dertved from the single measurement.
The measurement of data rate at a given point 1n the network
1s an example of a single point measurement.

On the other hand, a multi-point measurement 1s one that
consists of multiple sub-measurements taken at multiple,
physically separated points 1n a network that are subse-
quently combined to yield a single measurement result. The
network measurements produced by such multi-point mea-
surements include but are not limited to such network
parameters as ‘network delay’, ‘delay variance’, and
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‘dropped packet rate’. These network measurements are
useful to the network operator 1n 1dentifying service-
affecting problems in the network as well as for optimization
of the network operation.

Typically, an individual measurement probe performs
cach of the sub-measurements that make up a multi-point
measurement. These measurement probes are each con-
nected to or associated with one or more physical links 1n the
network. Preferably, the connection i1s passive and does not
interfere with normal network operation. As used herein, the
term ‘measurement probe’ refers to a means for sampling or
collecting data packets passing a given point in a network.
Therefore, probes can take the form of an apparatus that 1s
inserted 1nto a network such as a conventional logic probe or
can be a built-in apparatus that enables copies of packets to
be routed to an auxiliary output or sample port of a node.

Given the distributed nature of the network being
measured, the measurement probes are generally located at
physically separated points within the network. Therefore,
probes at separate physical locations in the network produce
cach of the sub-measurements. Moreover, the sub-
measurements are indicative of the data traffic passing the
probe location during a measurement time or interval.

Furthermore, sice 1t 1s intended 1n a mulfi-point mea-
surement that the sub-measurements ultimately be combined
to yield a single measurement result, each sub-measurement
must be performed 1n a manner that 1s, iIn some way,
synchronized or coordinated with other sub-measurements.
Generally this entails synchronmizing multiple probes such
that they observe and collect the ‘same’ set of packets when
making a measurement. Thus, since the probes are located at
different points in the network, they are observing the ‘same’
set of packets at different physical points 1n the network and
potenftially at different points in time as well. Often, 1n fact,
it 1s desirable that all of the sub-measurements be made
simultaneously 1n time across the network.

The term ‘same’, as used herein with reference to sets of
data packets, means that if a pair of sets of data packets are
collected from a given data stream, at least a predefined
sub-set of the packets 1n each of the sets will match each
other. In other words, the ‘same’ data 1s being observed at
different points 1n the path of a data stream through a
network. Conversely, if a pair of sets 1s collected with the
intent of collecting the ‘same’ data and the sets are collected
from two different data streams, 1n general, the pre-defined
sub-sets within the sets will not match each other.

As noted above, normally for a multi-point measurement
to be carried out successtully, the set of measurement probes
and the sub-measurements that they produce must be syn-
chronized to collect the ‘same’ packets. This form of syn-
chronization 1s sometimes called packet synchronization to
distinguish 1t from time-synchronization. Conventionally,
the level of accuracy of the synchronization 1s a function of
the network data rate among other things. However, 1n
ogeneral, a high level of synchronization accuracy 1s typically
required for meaningful multi-point measurements.

Achieving a sufficiently high level of synchronization
accuracy can be challenging in many practical network
implementations. In particular, networks with widely spaced
nodes present an acutely difficult problem for synchroniza-
fion of sub-measurements given the inherent propagation
delay that may be observed between measurement probes. In
the conventional NMS, sufliciently accurate synchronization
1s achieved only through the use of complex, usually
expensive, equipment including highly accurate clocks asso-
ciated with the measurement probes.
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One conventional method of synchronization that
achieves packet synchronization through precise time-
synchronization i1s known as the time plus offset method. In
the time plus offset method, each measurement probe main-
tains a local clock or other method of measuring a global
fime. The local clocks of the measurement probes are
synchronized by using information regarding known propa-
cgation delay within the network. Typically, a first probe
nearest the source of a data stream starts recording data at a
fime chosen 1n advance. A second measurement probe
located at a remote point in the network subsequently begins
its data recording activities at the chosen time plus an offset
time. The offset time 1s determined such that 1t 1s equal to a
known propagation time or delay from the point 1n the
network where the first probe is located to the point 1n the
network where the second probe 1s located. Since the offset
1s chosen to be equal to the propagation delay, the data
recorded by the remote probe 1s time-synchronized to that of

the f]

first probe.

The drawback to this method 1s the need to know the

precise propagation time or delay between probes. In many
networks the propagation delay 1s not known and/or is
variable. The time plus off;

set method cannot be applied if
the propagation delays are either unknown or variable. In
still other networks the propagation delay 1s among the
parameters that are being measured by the NMS and so 1s
not available a prior1 to synchronize the measurement
probes. Even when propagation delay 1n a given network 1s
both constant and known, the precision to which the delay
1s known may not be adequate to meet the needs of syn-
chronization for the measurement probes of a multi-point
measurement.

Another method of synchronization that 1s used with the
measurement probes 1n conventional multi-point measure-
ment systems known 1n the art 1s that of active synch traffic
injection. In this method, synch tratfic with well-known
characteristics or a well-known profile 1s actively injected
into the data stream being monitored. The measurement
probes wait until the 1njected synch trafhic 1s detected before

they begin their respective recording activities.

An example of traffic that has a well-known profile 1s that
Incorporating a speciiic psuedo-random sequence. Another
example of commonly used synch traf

1c often used 1n binary
networks consists of a sequence or series of alternating one’s
and zeros that 1s mjected mnto the data stream for a period of
time. The choice of the specific synchronization sequence
depends on the network but generally an attempt 1s made to
choose a sequence that 1s not likely to occur by chance
during normal network operation. Therefore, each probe will
have a high degree of confidence that 1t has detected the test
tratfic when the sequence 1s recognized.

et

The primary disadvantage of the active synch traffic
injection method i1s that it requires active access to the
network. In addition, since network operation 1s generally
suspended while the active traffic 1s being injected, this
method can be disruptive to network operation. At the very
least, the presence of the synch tratf

ic prevents normal usage
of the given data stream under test.

Thus, 1t would be advantageous to have a method for
synchronizing the measurement probes participating 1n a
multi-point measurement that does not require precise syn-
chronization with respect to time between the measurement
probes that perform the sub-measurements. In addition, it
would be desirable for the method of synchronizing to be
passive and neither require active access nor disrupt or
degrade the normal network operation. Moreover, 1t would
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4

be desirable for the method of synchronization to be appli-
cable to networks with variable propagation delays. Such
method of multi-point measurement method would solve a
long-standing need 1n the area of network monitoring sys-
tems.

SUMMARY OF THE INVENTION

A novel measurement probe synchronization method of
the present invention enables multi-point measurements to
be made upon sets of data packets observed at multiple
locations 1n a network. The synchronization method of the
present 1nvention reduces the need for precise time-
synchronization of the measurement probes utilized by the
monitoring system. The method of the present imnvention 1s
passive and does not require active access to the network and
will not degrade the performance of the network.

The measurement synchronization method of the present
invention utilizes a novel ‘start hash mask’ to trigger the
beginning of data packet collection by measurement probes
of a network monitoring system. The start hash mask 1is
derived from observations of normal traffic data in the
network. The start hash mask 1s chosen such that 1t occurs
statistically infrequently 1in a random data stream and thus
can function as a ‘rare event’ trigger.

The method of synchronizing measurement probes of a
multi-point measurement of the present invention comprises
the steps of deterministically sampling or collecting data
packets from a data stream after a start time; determining
onc or more hash values from invariant portions of the
collected data packets; and comparing the hash value(s) to a
start hash mask. Following the recognition of the ‘start hash
value’ by virtue of it being a hash value or set of hash values
that matches the start hash mask, the measurement probes
begin sub-measurement data packet collection from the data
stream for the multi-point measurement.

The method of the present mnvention reduces the need for
precise time-synchronization between the probes by using
the start hash mask matching event to trigger the onset of
sub-measurement data collection by the measurement
probes. The method of the present invention allows multiple
measurement probes observing the same data stream at
different physical locations to be synchronized such that all
of the probes observe the same set of packets being carried
by the data stream. Moreover, the method of the present
invention depends only on passive access to the physical
links of the network. As such, 1t will not degrade the
performance or availability of the network.

BRIEF DESCRIPTION OF THE DRAWINGS

The various features and advantages of the present mnven-
fion may be more readily understood with reference to the
following detailed description taken in conjunction with the
accompanying drawings, where like reference numerals
designate like structural elements, and 1n which:

FIG. 1 1llustrates a block diagram of the method of
synchronizing measurement probes in a multi-point mea-
surement 1n a network monitoring system of the present
invention.

FIG. 2 illustrates a structure of a typical data packet found
in a data stream of a communications network.

FIG. 3 1llustrates a block diagram of one embodiment of
the step of determining the hash values of the present
invention.

FIG. 4 1llustrates a block diagram of another embodiment
of the step of determining the hash values of the present
invention.
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MODLES FOR CARRYING OUT THE
INVENTION

The present invention 1s a method 100 of synchronizing,
the collection and recording activities of a plurality of
measurement probes participating in a multi-point measure-
ment of a communications network monitoring system.
Measurement probes collect and record data in the form of
data packets taken from data streams 1n a communications
network. The multi-point measurement 1s predicated on the
assumption that the data collected and recorded by the
probes 1s taken from the data streams at a point 1n time in
terms of a time reference frame of the data stream. By
synchronizing the packet collection to the time frame of the
stream, the data recorded by one probe can be meaningfully
compared to that taken by other probes participating in the
multi-point measurement. In short, each probe must be able
to time-coordinate its individual packet collection and
recording activities so that the same data 1s being recorded
by all of the probes monitoring a given data stream. The
method 100 of synchronization of the present invention 1is
individually employed by each of the probes and enables
probes that are remote from one another to perform collec-
tion and recording that insure the same data 1s being col-
lected by each probe.

FIG. 1 1llustrates a block diagram of the method 100 of
synchronizing of the present invention. The method 100 of
synchronizing comprises the step of collecting data packets
from a data stream with a plurality of measurement probes.
The step of collecting 110 begins after a start-time. Prefer-
ably the start-time 1s time-coordinated among all of the
probes participating in the multi-point measurement and 1s
based on a local clock maintained by each of the probes. By
‘time-coordinated’ 1t 1s meant that each of the probes starts
the step of collecting 110 at approximately the same time. In
order to time-coordinate the measurement probes they must
cach be mstructed when to begin collecting packets. The
time at which collection should begin, or the start time, can
be either communicated to the probes explicitly or implic-
itly.

For example, at some time prior to the start time a
message or signal 1s sent to all probes instructing them to
start collecting 110 at an appointed start time according to
their respective local clocks. Then each probe starts collect-
ing 110 after the start time occurs. This 1s an example of an
explicit start time. Alternatively, a message or signal may be
sent out to all probes instructing them to simply start
collecting 110. Upon receipt of the message, the probes
begin collecting 110. This 1s an example of an implicit start
fime. In the case of an implicit start time, the time at which
the probe starts collecting 1s interpreted as the time at which
the probe receives the message. One skilled 1n the art would
readily 1dentify other implicit and explicit forms of a start
time. All such implicit and explicit start times are considered
to be within the scope of the present mmvention.

In the preferred embodiment, the measurement probes
accomplish the step of collecting 110 1n a passive, non-
invasive manner. An example of a measurement probe
utilized 1 performing passive collection 1n typical commu-
nications networks 1s a high impedance logic probe. The
high impedance logic probe can be connected directly to one
of the transmission wires of the network and collect copies
of the data packets 1 the network without interfering with
the normal tratfic flow. In another example for a different
network, the probe might be an inductively or capacitively
coupled logic probe. In yet another example, the probes
might be built into the logic circuitry of the nodes such that
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copies of raw data packets are fed to an output port on the
node. A variety of different probes may be used on a single
network as deemed appropriate. One skilled 1n the art would
readily be able to determine an appropriate probe 102 to use
for a given network without undue experimentation. All
such probes are considered to be within the scope of the
present 1nvention.

The method 100 further comprises the step of determining,
120 a hash value array from an invariant portion of the
collected data packets. In one embodiment, the step of
determining 120 a hash value array comprises the step of
sequentially selecting 122 data packets from the collected
data packets to form a selected set of data packets. The
selected set of data packets has one or more data packets.
The step of determining 120 hash values further comprises
the step of computing 124 a hash value from an invariant
portion of each of the selected packets, thereby producing an
array or string of hash values, one hash value for each data
packet 1n the selected set. FIG. 3 1llustrates a block diagram
of the step of determnining 120 a hash value array.

Data packets carried by the data streams of communica-
tions networks generally have a well-defined structure.
Typically, the data packet structure consists of a header 202,
a payload 204, and a trailer 206. The header 202 usually
includes routing or destination information as well as a
packet 1identification label. The payload 204 portion contains
the data being carried by the packet. Among other things, the
trailer 206 often contains some form of error correction code
(ECC) information used to insure that the packet arrives at
its destination without errors as well as a termination mark

indicating the end of the packet. This basic packet structure
1s 1llustrated 1n FIG. 2.

Often, as a given data packet passes through the network,
fields within the header 202 and trailer 206 are modified by
the switching elements of the network. However, 1n all
networks there are portions of the data packets that are not
intentionally altered or modified while passing through the
network. These unaltered portions of the packet are known
as the mvariant part or portion of the packet.

There are several approaches to performing the step of
sequentially selecting 122 data packets from the collected
data packets. For example, every data packet that 1s col-
lected following the start time may be selected as 1t 1is
sampled. Alternatively, the step of sequentially selecting 122
may 1nvolve selecting only every j-th collected data packet
(122). For example, if j=3, a first collected data packet will
be selected. The selection 122 process will then skip a
second and a third data packet and select a fourth data
packet. The selection 122 process then repeats. Many other
selection approaches are possible that would be readily
apparent to one skilled in the art. All such selection
approaches are considered to be within the scope of the
present 1nvention.

The hash values are computed 1n the step of computing
124 from the 1nvariant part of the selected data packets. As
referred to herein, a “hash value’ 1s a numeric value that 1s
a Tunction of the values contained 1n the 1nvariant part of a
packet. There are many different algorithms available and
known 1n the art for generating hash values. These algo-
rithms are collectively known as hashing algorithms or
hashing functions. For example, a stmple hashing function
algorithm sometimes called the “exclusive-Or” or XOR hash
function can be used for producing a hash value from the
invariant part of a data packet. Among some other well-
known hashing algorithms that are useful are ‘Prime-number
division remainder’, ‘digit extraction’, ‘folding’, ‘radix
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conversion’, and ‘Mid-square’. One skilled 1n the art would
readily be able to determine an adequate hashing function
without undue experimentation. All such hashing functions
are considered to be within the scope of the present inven-
fion.

The XOR hash function utilizes a k-bit exclusive-Or
(XOR) operator to produce a k-bit hash value from the data
being hashed. In particular, the 1nvariant part of the data
packet, referred to herein as the ‘hashed data’, and repre-
sented 1n a binary format, 1s first divided into an array of N,
k-bit segments (e.g. 8-bit for k=8). A so-called ‘running hash
value’, mnitially set to zero, 1s then combined using an XOR
operator with a first k-bit segment from the array. The
resulting k-bit running hash value 1s then combined with a
second k-bit segment using the XOR operator. Each of the
k-bit segments of the hashed data 1s used 1n succession until
all k-bit segments of the hashed data have been combined
with the running hash value using the XOR operator. Finally,
after all of the N, k-bit segments have been used, the k-bit
running hash value becomes the hash value representing the
hashed data. The XOR operator, as used herein, 1s the
conventional binary XOR defined by the following table:

X Y X XOR'Y
0 0 0
0 1 1
1 0 1
1 1 0

The hash value for a packet 1s not a unique representation
of that packet. That 1s to say, data packets with different
contents can be represented by the same hash wvalue.
However, the hash value calculated for a given data packet
with a fixed content will always be the same value each time
the hash value 1s calculated. In addition to the hashing
algorithm, there 1s a choice of precision available with
respect to the size of a packet’s hash. Typically hash values
are based on either an 8-bit or 16-bit precision. Varying the
precision allows the user to modily some of the character-
istics of hash value used. In particular, varying the precision
will affect the amount of storage used to hold the hash values
and the relative uniqueness of each hash value. The relative
uniqueness refers to the probability that two randomly
chosen data packets will produce the same hash value.

In general, traffic carried by a data stream 1s random or
nearly random. This 1s particularly true for the invariant
portions of the data packets 1n the data stream. If the traffic
carried by a data stream 1s assumed to be random, then hash
values that are produced by hashing successive packets will
occur with equal probability. In other words, the probability
that a given hash value will be produced by hashing the
invariant portion of the data packets 1n a typical data stream
1s 1/n where n 1s the number of possible hash values that can
be produced for a given hash precision and hash algorithm.
Similarly, the probability that two consecutive packets 1n a
data stream have the same hash value is (1/n)°. By extension,
the probability that m consecutive packets in a data stream
have the same hash value is (1/n)”. Furthermore, if a data
stream 15 observed and hashed for a long enough period of
time, all possible hash values will be produced.

The method 100 further comprises the step of comparing,
130 the hash value array to a pre-determined start hash
mask. The start hash mask 1s an expression or filter that is
selected prior to employing the method 100 of the present
invention. In particular, the start hash mask 1s an array of
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values corresponding to a specific hash value array that may
be produced 1n the step of determining 120. In other words,
a start hash mask 1s a speciiic realization of the hash value
array that 1s chosen from among all possible realizations that
can occur 1n a random data stream. Selection of the speciiic
start hash mask 1s arbitrary. The start hash mask 1s chosen
prior to 1ts utilization 1n method 100 and 1s communicated to
all measurement probes participating 1n a multi-point mea-
surement. Moreover, all probes performing the method 100
for a griven multi-point measurement use the same start hash
mask.

Each hash value array that 1s determined 1n the step of
determining 120 1s sequentially compared in the step of
comparing 130 to the start hash mask. The step of comparing
130 continues by sequentially comparing individual hash
value arrays until a match 1s found. In particular, a current
hash value array 1s compared to the start hash mask. If the
hash value array matches the start hash mask during the step
of comparing 130, synchronization 1s triggered or initiated.
If the hash value array and start hash mask do not match, a
next hash value array 1s compared to the start hash mask.
The step of comparing 130 continues comparing subsequent
hash value arrays until a match 1s located.

A match between the start hash mask and a given hash
value array (determined in the step of determining 120)
indicates with a known probability that a given portion of the
data stream 1s now present at the measurement probe. The
probe can now begin collecting and recording data for use 1n
the multi-point measurement. If all probes monitoring a data
stream employ the aforementioned method 100, all probes
will begin collecting and recording data synchronously at
the same point 1n the data stream and the data collected will
be the same data.

The method 100 of the present invention 1s based on the
idea that in a random or nearly random data stream, there 1s
a known probability of computing a given hash value array
from the 1nvariant portion of a given set data packets for a
orven hashing algorithm. Hashing algorithms are designed
and/or chosen with this property in mind. Moreover, the
probability that two different sets of data packets will
produce the same hash value array 1s also well known and
controllable for a given hashing algorithm.

Therefore, 1f all measurement probes start searching for a
match between a given hash value array and the start hash
mask at approximately the same time, the probability of a
matching error can be controlled and even made arbitrarily
small by controlling the size or length of the start hash mask.
The probability of a matching error 1s the probability that
two non-identical sets of data packets will hash to the same
hash value array. Similarly, the probability of finding a data
packet 1n a random data stream that produces a hash value
array that matches the start hash mask can also be controlled
by the size of the start hash mask. The longer the mask, the
lower the probability of finding a match 1n a random data
stream and the longer the time interval between matches will
become. One skilled 1n the art would be able to choose an
appropriate start hash mask size that balances the probability
of a matching error with that of the probability of finding a
match without undue experimentation.

Moreover, the relationship between the size of the start
hash mask and the probability of finding a match 1n a
random data stream can be a useful attribute in some cases.
For example, consider the case of a multi-point measure-
ment to be carried out on a single data stream. The start hash
mask can be chosen so that there 1s a high probability that
the time taken to get a match 1s greater than the propagation
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delays between the measurement probes. Correspondingly,
this will increase the probability that the synchronized
measurement probes are monitoring the same set of packets
in the data stream.

In addition to the choice of the size of a start hash mask,
there are several possible choices available over the degree
to which the hash value array must match with the start hash
mask before measurement recording begins. That 1s to say,
the match between a particular hash value array and the start
hash mask need not be exact for the method 100 of the
present 1nvention to work. In some cases 1t may be advan-
tageous to allow a match to be declared when only a portion
of the start hash mask matches a given hash value. For
example, 1n some 1nstances 1t may be advantageous to
declare some portions of the start hash mask to be ‘unim-
portant’. This 1s analogous to the concept of ‘don’t care’
conditions in binary logic. Basically if a hash value array
being examined matches that start hash mask except 1n the
‘don’t care’ portions, a match 1s declared.

In another embodiment, the method 100" of synchronizing,
comprises the step of determining 120" a multi-packet hash
value array. The step of determining 120" comprises the step
of selecting 122 data packets from the collected data pack-
cts. The step of determining 120" further comprises the step
of choosing 123 subsets of the selected data packets. The
step of determining 120" further comprises the step of
computing 124' hash values for each of the subsets, one hash
value for each subset. The set of hash values computed 1n the
step of computing 124' 1s then designated the multi-packet
hash value array. FIG. 4 1illustrates a block diagram of the
step of determining 120' hash values according to the
method 100" of the present invention.

The methods 100, 100' of the present invention reduce the
need for precise time-synchronization between the probes by
using the start hash mask matching event to trigger the onset
of synchronous sub-measurement data collection by the
measurement probes. In effect, two parameters, namely a
relatively coarse time and the matching event, are used to
synchronize data measurement or recording by the probes.
This 1s 1n contrast to the use of one parameter, namely
precise time 1n conventional synchronization methods. The
cffect 1s a substitution of two less precise events for one
precisely timed event to achieve the same overall result.
Theretore the methods 100, 100" of the present invention can
result 1 a less complex, less costly NMS.

The methods 100, 100" of the present mmvention allow
multiple measurement probes observing the same data
stream at different physical locations to be synchronized
such that all of the probes observe the same set of packets
being carried by the data stream. The methods 100, 100" also
allow statistical control over the frequency of packet
matches within a data stream to the start hash mask. In
particular, the probability that a particular hash value that
matches the start hash mask 1s produced from a given set of
data packets 1s well defined for randomly distributed traffic
in a data stream. Therefore, 1t 1s possible to virtually
cguarantee that a match will occur within a specified period.
Moreover, the methods 100, 100" of the present mmvention
reduce the sensitivity of measurement probe synchroniza-
tion to the propagation delays inherent in communications
networks.

Moreover, the methods 100, 100' of the present invention
depend only on passive access to the physical links of the
network. As such, 1t will not degrade the performance or
availability of the network. Furthermore, the methods 100,
100" of the present invention allow a set of measurement
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probes participating in a multi-point measurement on the
same data stream to synchronize their respective activities
such that they will have a quantifiable statistical probability
that they will be able to carry out their measurements on the
same set of packets.

Thus there has been described novel methods 100, 100
for synchronizing the operation of measurement probes used
in multi-point measurements performed by communications
network monitoring systems. It should be understood that
the above-described embodiments are merely illustrative of
the some of the many specific embodiments that represent
the principles of the present invention. Clearly, those skilled
in the art can readily devise numerous other arrangements
without departing from the scope of the present invention.

What 1s claimed 1s:

1. A method of synchronizing a plurality of measurement
probes participating 1n a multi-point measurement of a
communications network having data streams carrying data
packets, each of the data packets having an invariant portion,
the method comprising the steps of:

collecting data packets from a data stream after a start
time;

determining a hash value array from the 1nvariant portion
of the collected data packets; and

comparing the hash value array to a start hash mask until
a match occurs, thereby triggering synchronization.

2. The method of claim 1, wherein m the step of
comparing, the occurrence of the match between the hash
value array and the start hash mask synchronizes the plu-
rality of probes to initiate the multi-point measurement.

3. The method of claim 1, wherein the step of determining
the hash value array comprises the steps of:

sequentially selecting data packets from the collected data
packets to form a selected set; and

computing hash values of the array from the invariant
portions of each of the packets of the set, wherein one
hash value 1s computed for each of the selected packets.

4. The method of claim 3, wherein the step of sequentially
selecting data packet comprises the steps of first selecting a
data packet from the collected data packets; skipping one or
more data packets of the collected data packets; thereafter
selecting another data packet; and repeating the steps of
skipping and thereafter selecting until the selected set is
complete.

5. The method of claim 3, wherein the step of computing,
uses an XOR hash algorithm.

6. The method of claim 1, wherein the hash value array
has one or more elements and the start hash mask has one or
more elements, and wherein the match occurs when the one
or more ¢lements of the hash value array are the same as
corresponding one or more elements of the start hash mask.

7. The method of claim 1, wherein the hash value array
has one or more elements and the start hash mask has one or
more elements, and wherein a match occurs when a subset
of the elements of the hash value array are the same as a
corresponding subset of the elements of the start hash mask.

8. The method of claim 1, wherein the step of determining
the hash value array comprises the steps of:

sequentially selecting data packets from the collected data
packets;

choosing subsets of the selected data packets; and

computing hash values of the array from the invariant
portions of the packets in each of the subsets, wherein
one hash value 1s computed for each subset.
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9. The method of claim 8 wherein the step of computing
uses an XOR hash algorithm.

10. The method of claim 8, wherein the step of sequen-
fially selecting data packet comprises the steps of first
selecting a data packet from the collected data packets;
skipping one or more data packets of the collected data
packets; thereafter selecting another data packet; and repeat-
ing the steps of skipping and thereafter selecting until the
selected set 1s complete.

11. Amethod of synchronizing a plurality of measurement
probes to measure a specific data packet from a communi-
cations network, the network having a data stream carrying
data packets, each of the data packets having an invariant
portion, the method comprising the steps of:

collecting the data packets from the data stream after a
start time;

determining a hash value array from the mvariant portion
of the collected data packets; and

comparing the hash value array to a start hash mask until
a match occurs to initiate the synchronous measure-
ment of the specific data packet by the plurality of
probes.
12. The method of claim 11, wherein the step of deter-
mining the hash value array comprises the steps of:

sequentially selecting data packets from the collected data
packets to form a selected set; and

computing hash values of the array from the invariant
portions of each of the packets of the set, wherein one
hash value 1s computed for each of the selected packets.

13. The method of claim 12, wherein the step of sequen-
fially selecting data packet comprises the steps of first
selecting a data packet from the collected data packets;
skipping one or more data packets of the collected data
packets; thereafter selecting another data packet; and repeat-
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ing the steps of skipping and thereafter selecting until the
selected set 1s complete.

14. The method of claim 12, wherein the step of com-
puting uses an XOR hash algorithm.

15. The method of claim 11, wherein the hash value array
has one or more elements and the start hash mask has one or
more elements, and wherein the match occurs when the one
or more elements of the hash value array are the same as
corresponding one or more elements of the start hash mask.

16. The method of claim 11, wherein the hash value array
has one or more elements and the start hash mask has one or
more elements, and wherein a match occurs when a subset
of the elements of the hash value array are the same as a
corresponding subset of the elements of the start hash mask.

17. The method of claim 11, wherein the step of deter-
mining the hash value array comprises the steps of:

sequentially selecting data packets from the collected data
packets;

choosing subsets of the selected data packets; and

computing hash values of the array from the invariant
portions of the packets 1n each of the subsets, wherein
one hash value 1s computed for each subset.

18. The method of claim 17 wherein the step of computing
uses an XOR hash algorithm.

19. The method of claim 17, wherein the step of sequen-
tially selecting data packet comprises the steps of first
selecting a data packet from the collected data packets;
skipping one or more data packets of the collected data

packets; thereafter selecting another data packet; and repeat-
ing the steps of skipping and thereafter selecting until the
selected set 1s complete.
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