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METHOD AND APPARATUS FOR USE IN
SPECIFYING AND INSURING POLICIES
FOR MANAGEMENT OF COMPUTER
NETWORKS

U.S. patent application Ser. No. 09/610,630 was filed
concurrently herewith, still pending.

TECHNICAL FIELD

This invention relates to computer networks and, more
particularly, to management of resources and of Qualily of
Service (QoS) in such computer networks.

BACKGROUND OF THE INVENTION

Policy-Based Management (PBM) systems are software
applications that are used to manage computer networks.
Such management systems allow the network administrator
to specilty declarative rules, collectively called “policies™ or
“policy rules” of the form “if event/condition then action”
via a graphical or a textual interface. The PBM software
translates these rules into low-level configuration
commands, and sends them to the specified devices in the
network. In other words, policy rules are used for remote,
automatic configuration of network devices to drive the
behavior of the network. The network performance, 1n turn,
determines the quality of service (QoS) that a user observes.
There are two key limitations of such prior policy-based
management systems.

First, prior known policy-based management arrange-
ments do not clearly distinguish the goal (i.e. the “What”) of
management from the policy (i.e. the “How”) that achieves
the goal. Indeed, from a system admainistrator’s viewpoint,
policy rules represent a specification of “what” needs to be
achieved 1n terms of the network behavior. However, from
the viewpoint of a client, 1.e. the end user of a network
service, such as Web or Domain Name Service (DNS), these
rules do not represent his/her goals. The client 1s simply
interested 1n realizing a certain level of service-level QoS.
Indeed, the policy rules represent a “low-level” specification
of “how” the client’s QoS goals may be achieved, but not the
cgoals themselves. In other words, there 1s no support 1n prior
known policy-based management arrangements for specity-
ing the client’s service-level QoS goals along with the
network management policy definition.

The second limitation of prior known policy-based man-
agement systems 1s that they are provided to the adminis-
frator as monolithic systems. That 1s, the functionality of
known systems cannot easily be modified, or extended, by
the administrator in an incremental manner. We 1llustrate
this limitation with an example. As indicated above, the key
task of policy-based management systems 1s to remotely
send configuration commands to network devices. The par-
ticular protocol (SNMP, HTTP, LDAP, CLI over Telnet, or
the like) used to send the commands depends on the network
device, and as such, a policy-based management system
supports a limited set of network devices and protocols. If a
computer network deploys a currently unsupported device,
then the lo system administrator must either live with the
limitation, or wait for the vendor to supply an upgrade of the
whole PBM software system, which supports this device.
This second limitation 1s highlighted further by introduction
of new protocols and new devices 1n the market. Moreover,
even 1f a vendor continually upgrades the PBM software to
support new protocols and devices, the system remains
non-operational during the upgrade. In summary, no prior
known policy-based management system allows for online
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2

modification of its “sub-systems”, nor does 1t allow exten-
sibility (in terms of device and protocol support) by a system
administrator.

SUMMARY OF THE INVENTION

Problems and/or limitations of prior policy-based network
management arrangements are addressed by employing a
“policy component-based” system architecture instead of a
monolithic one. This policy component-based architecture
allows policies to be defined via run-time loading of “policy
packages” that are collections of reusable “policy compo-
nents”. Such reusable policy components may be written by
the vendor of the policy-based management system, or by
system administrators, who are the users of policy-based
management systems or even by third-party people, who
may be experts 1n the management of specific application
domains such as vendors of network devices. In the latter
case, these policy components can be assembled into a
functionally complete policy package by system adminis-
trators. Alternatively, the system administrators can also
load a pre-assembled policy package into a management
server and only have to specify the desired service level
goals.

Specifically, one embodiment of the invention employs a
management server including a graphical interface that
allows a system administrator to load pre-assembled policy
packages 1nto the management server. Further, 1t allows the
administrator to activate one or more policy packages,
which requires supplying prescribed parameter values for a
QoS goal and a policy enforcement “domain”. A policy
package mcludes all the logic needed to enforce a particular
type of service-level QoS goal. Once activated, a policy
package ensures that the specified QoS goal 1s delivered by
monitoring and controlling network elements specified in
the enforcement “domain”. As indicated above, the logic in
the policy components of a policy package represents the
“how” of management, whereas the specified goal parameter
represents the “what” of management. An advantage of this
embodiment of the invention 1s that 1t encapsulates both the
“What” and “How” of management 1n the same framework.

In another embodiment of the invention, service-level
QoS goals are stored 1n a goal repository and continuously
updated by adding, redefining, or removing service-level
QoS goals as requested by an administrator.

In still another embodiment of the invention, policy
packages are stored 1n a package repository where they are
added, removed or updated by the system administrator.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 1s a table 1llustrating, in stmplified and generalized
form, example service-level QoS management goals;

FIG. 2 1s a table illustrating, in simplified form, an
example policy 1n the form of procedural logic;

FIG. 3 1s a table illustrating, in stmplified form, examples
of policy component definitions;

FIG. 4 shows, 1in simplified form, details of a network
employing an embodiment of the mvention; and

FIG. 5 1s a flow chart 1llustrating steps 1n a process
employed 1n an embodiment of the invention.

DETAILED DESCRIPTION

FIG. 1 1s a table illustrating, in simplified form, example
service-level QoS goals. As shown, QoS goals are repre-
sented using the generalized goal template shown in TABLE
1, namely, “during T, satisfy Q for client C that uses service
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S”. The goal parameters, 1n this example, are defined as
follows. Parameters C and S identily respectively a client
and some service accessed by the client, such as a Web or
DNS server, a networked application server, or a file server.
Parameter Q 1s a QoS expression with three parts, as follows.
The first part 1s Q.metric that 1dentifies a QoS metric such as
end-to-end service delay, transaction failure rate, etc.; the
second part 1s Q.op, an operator used to compute whether the
client’s delivered QoS value satisfies the desired QoS; the
third part 1s Q.value, a value that represents the desired QoS
for the given QoS metric. The QoS expression will evaluate
to “true” or “false” at run time when the given operator Q.op
1s used to compare the delivered QoS for the given metric to
the desired QoS, Q.value. Finally, parameter T 1dentifies a
fime range when the given QoS goal 1s mntended to have
cifect. By way of an example, consider an end-to-end QoS
cgoal as follows: “Provide client Joe with average SAP
fransaction delay of at most 1 second,” where SAP 1s an
example networked service. This QoS goal 1s represented by
setting the parameters of TABLE 1 as follows: C=*Joe”,
S=“SAP”, Q.metric="AvgSAPTransactResponse”, Q.op=
“=” Q.value=*1 second”, and T=*Always”. The goal 1s
satisfied when client Joe’s average SAP transaction response
time 1s determined, through observation and/or estimation,
to be less than or equal to one second. The goal 1s not
satisfied whenever Joe’s SAP average transaction response
fime 1s determined to be greater than one second.

FIG. 2 1s a table illustrating, in simplified form, an
example policy expressed as a procedure for use 1n a policy
package. Specifically, shown 1n TABLE 2 1s pseudocode for
one possible procedure for enforcing the above QoS goal 1n
a networked system with priority-based packet switching
and a function defined as getClientQoS( ) that measures or
computes a client’s transaction delay. The example
pseudocode 1s explained as follows. The “if” condition in
line 1 1s satisfied when the delivered QoS for client C using
service S does not satisty the QoS expression of the goal
specified for client C and service S. Line 3 specifies an
example action that 1s expected to help the delivered QoS for
client C to achieve the value specilied 1n the goal.
Specifically, in this example the priority for network traffic
1s 1ncreased, for traffic generated by client C accessing
service S. Lines 5 through 10 specify a rule of the form “if
condition then action” similar to those commonly supported
by existing PBM arrangements and by existing QoS-enabled
network devices. In lines 5 through 7, the condition part of
the rule identifies that a given packet Z 1s part of client C’s
communication with service S. Line 9 contains the action
part of the rule, which 1n the given example 1s setting the
appropriate priority for switching and queuing the packet at
network elements. Line 4 indicates that this policy rule
should be enforced at each element 1n the network over
which client C accesses service S.

It 1s noted that such a procedure can be specified by a
management expert in advance and reused for a number of
different goal parameters, 1.e. for different clients, services,
QoS metrics, etc. Indeed, the procedural policy specification
1s highly dependent on the types of parameters assigned to
the QoS goal template, and on the types of resources in the

networked system that can be controlled 1n order to enforce
QoS.

It 1s felt best to consider some terminology. Thus, a
“policy” 1s defined to be a process that implements a
function with two parameters, namely, a “domain” and a
“oo0al.” A “domain” 1s a set of “targets”. In turn, a “target”
1s any logical or physical element, 1.e. network resource that
1s monitored or controlled to carry out network manage-
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4

ment. A “goal” 1s a proposition defined on (1) a “service”,
i.c. an application, (2) a “client” that accesses the service, (3)
a “time range” for goal enforcement, and (4) a “QoS
“expression” specifled using applicable metric i1dentifiers,
operators, and values. Again, an example goal proposition 1s
as follows: Client=Joe, Service=SAP, Time=Always and
TransactionDelay =1 ms.

A policy 1s said to be 1n an active, or enforced, state at
certain points 1n time with respect to a particular domain and
a goal. The transitions between active and non-active states,
and non-active and active states, are called deactivation and
activation, respectively. When a policy 1s activated, a
domain and a goal must be specified.

A “policy instance” P(G,D) exists whenever goal G is
enforced using policy P on domain D. The 1nputs to a policy
instance are state updates of the client, service, and network
clements that allow the client to access the service. The
outputs are control signals sent directly or indirectly to
network elements and resources to atfect the client’s QoS.
Optionally, the outputs also include notifications sent to an
administrative mterface, including but not limited to service-
level alarms and suggested manual network provisioning
actions. A particular domain or goal can be associated with
multiple stmultaneously active policy instances. Note that a
policy determines what monitoring and control actions
should be taken on what subset of system resources 1n order
to enforce the goal associated with the policy.

A “policy component” “PC” 1s a software object used as
a building block to specity a policy. The basic idea 1s to
separate the complete functionality of a policy mto sub-parts
that can be individually replaced or modified without replac-
ing the rest of the policy. A typical policy includes func-
tionality for monitoring network resources and delivered
QoS. It also mcludes functionality for control of network
devices, speciiically, changing QoS parameters on a device
such as DiffServ code point (DSCP) values. Further, a policy
might optionally include functionality for filtering moni-
tored data as well as optimization logic that determines
when to trigger a particular action and with what parameters.
A single policy component 1s typically designed to carry out
a specialized task or computation, although it can contain all
of the logic needed to implement the whole policy. If a
policy 1s composed of such components, the following
benefits may be derived. (1) A shared policy component
interface allows different developers to i1ndependently
develop portions of a policy. (2) Independently developed
policy components may be composed to form a complete
policy, which fosters software reuse. (3) Support for new
network devices and protocols can be quickly incorporated
by developing monitoring and control policy components
for these devices and protocols. Moreover, these policy
components can be incorporated 1nto a policy without inter-
rupting the operation of the management server.

FIG. 3 shows a table illustrating, 1n simplified form,
examples of policy component definitions. TABLE 3 exem-
plifies the policy from TABLE 2 rewritten as a composition
of three policy components (1) “MONITOR (G, D)”, which
1s responsible for monitoring the actual delivered QoS to
client C for service S via function “getClientQoS( )”. (2)
“SETRULES(G, D)”, which is responsible for sending pri-
ority setting rules to a network device E 1n domain D. Setting
the priority to a proper value will presumably enable the
desired QoS goal to be delivered to client C of service S. In
the logic thus far, the exact priority value has not been
determined. That 1s the function of the third policy
component, namely, (3) “DECIDE__PRIORITY (G, D).

Note that in the example, this policy component simply
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increments the priority value by one. However, more sophis-
ticated logic for determining priority can be envisioned and
implemented to replace the third policy component, even
while the policy 1s activated. Note that each of the policy
components 1s passed the values of the parameters G (goal)
and D (Domain) at the time the policy is activated.

The basic policy component interface associates no spe-
cific management functionality with a policy component,
defining instead just the interface that 1s common to all
policy components. A fully defined policy component usu-
ally has additional interfaces that enable 1t to communicate
with certain other policy components or managed system
resources. The nature of these additional interfaces varies
according to the specialized function of the policy compo-
nent. Policy components can be executed after they are
loaded at run-time by a container software object called a
management server. The management server includes sup-
port for executing policy components. It also provides
support for loading and initialization of policy components,
intercomponent communication, and maintenance of shared
policy component states.

A “policy package” “PP” 1s an object-oriented represen-
tation of a policy that specifies the type of goal and domain
parameters required by the policy. A policy package
includes, for example, (1) the definitions of one or more
policy components, (2) a goal template and (3) a domain
template. When the defined policy components are
instantiated, they together form a policy instance. The
parameters of the policy mstance are a pair of domain and
cgoal objects that are constructed using goal nformation
provided by the system administrator at run-time. The goal
and domain templates describe the type of information the
system administrator must supply. A goal template defines
the valid values that can be assigned to goal parameters for
a goal of the form shown in TABLE 1 of FIG. 1. A domain
template 1identifies what type of targets should be specified
at run-time 1n order for the goal to be enforced.

Note that the creation of a policy instance corresponds to
instantiation of the policy components in a policy package.
At this time, the policy components in the package are
instanitated and, 1n one example, are passed references to
software objects that represent the appropriate domain and
cgoal parameters for the policy instance.

An embodiment of the invention allows the user (system
administrator) to specify a set of goals in a goal repository,
thus describing the “what” of the service-level QoS man-
agement and also to load 1nto the policy package repository
the policy packages at run-time. For some goal G and
domain D thus specified, a policy P 1s automatically
selected, or 1s selected manually by the administrator, such
that the effect of executing policy instance P(G,D) is to
enforce goal G by monitoring and controlling elements 1n
domain D. Thus, this embodiment of the invention accepts
only a limited set of goals for which it contains the policy
logic needed to enforce those goals and the policy package
includes information that describes the possible goals for
which the policy package can be used to enforce. The “how™
of enforcing the goals 1s specified by the logic contained in
policy components of the policy packages loaded in the
invention’s embodiment. As noted earlier, a simplified
example of policy logic 1s given 1n TABLE 2 of FIG. 2.

FIG. 4 shows, 1n simplified form, details of network 400
employing an embodiment of the imvention. Speciiically,
shown are management server 401 including an embodiment
of the invention, an associated graphical user interface 402,
policy package repository 403 and goal repository 404.

5

10

15

20

25

30

35

40

45

50

55

60

65

6

Management server 401 1s controllably connected to a data
communication network 406, for example, the internet or
World Wide Web (the Web), that includes a set of one or
more configurable QoS-enabled network elements 407-1
through 407-N. A set of service servers 408-1 through 408-X
1s also controllably connected to data communications net-
work 406. Finally, a set of client stations 409-1 through
409-Y 1s also controllably connected to data communica-
tions network 406. It 1s noted that client stations 409 may
cach be a personal computer, workstation or the like for
accessing data communication network 4086, 1.¢. the internet.
In this example, configurable QoS-enabled network ele-
ments 407 may include network routers and switches, net-
work tratfic shapers, application-level ftraffic redirectors,
application-level or network-level load balancers, or the
like; the service servers 408 may include file servers (e.g.
NES), database servers (e.g. SQL), domain naming servers
(e.g. DNS), network directories (e.g. LDAP), enterprise
resource planning software (e.g. SAP or PeopleSoft), servers
running any other networked application, or the like; and the
client stations 409 may include thin client terminals, per-
sonal digital assistants, telephony devices, video devices,
web browsers, applets, agents, client programs running on
personal computers or workstations, or the like.

Management server 401 performs loading, reloading and
unloading of policy packages; creation and destruction of
policy 1nstances; and enables policy component 1nstances to
send messages to other policy component instances. Once
loaded, a policy package can be used to create a new policy
instance by execution of the following steps:

Check to see 1f the mdicated domain and goal match the
types that are valid for the policy package as specified
by the domain and goal templates in the policy pack-
age;

Check that there 1s not a policy mstance already active for
this (policy package, domain, goal) combination;

Create a new policy 1nstance by instantiating each policy
component contained in the policy package into the
management server. In an example implementation,
this 1nstantiation 1s performed by loading Java policy
component objects 1nto the management server via a
Java “virtual machine class loader”;

Activate each policy component that 1s instantiated
(loaded) in the previous step in the proper order.
Activation starts the execution of each policy compo-
nent.

FIG. 5 1s a flow chart 1llustrating steps 1n a process
employed in an embodiment of the invention. The process 1s
started 1n step 501. At run-time, a system admuinistrator, or
the like, employing user interface 402 loads a policy pack-
age from policy package repository 403, and defines a
service level QoS goal by selecting a client from 409-1
through 409-Y, an application from service servers 408-1
through 408-X, and a QoS expression. Stated another way,
user 1interface 402 allows the system administrator to specity
cgoal parameters for a goal “G” and choose when attempted
enforcement of “G” should begin. Additionally, the admin-
istrator defines a domain D or selects a predefined one by
selecting a subset of network devices from the set of known
network devices 407-1 through 407-N. At that time, man-
agement server 401 parameterizes and instantiates policy
instance P(G,D) such that the policy logic of policy package
PP 1s appropriate for enforcing goal G on domain D. For
example, the policy logic described 1 simplified form in
FIG. 2 could be selected to enforce a goal of the form given
in FIG. 1. Thereafter, 1n this example, three sub-processes
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run concurrently in management server 401. An additional
sub-process allows a policy component to be replaced 1n the
loaded, 1.e. activated policy package. Examples of policy
components, 1n simplified form, are shown in FIG. 3.
Specifically, a first sub-process includes maintaining the
ogoal repository 404, a second sub-process maintains the
policy package repository 403, a third sub-process deter-
mines 1f a policy component of an activated policy package
shown be replaced and, if so, replaces it, and a fourth
sub-process selects a policy package at run time from policy
package repository 403 to be employed 1n effecting the QoS
management of defined goals. Again, these four sub-
processes, once started, run concurrently and continuously.

The first sub-process of maintaining the goal repository
404 includes step 502 that tests to determine whether the
contents of goal repository 404 should be modified. If the
test result 1n step 502 1s YES, control 1s passed to step 503
that causes the updating of goal repository 404 by adding,
redefining or removing a service level QoS goal. If the test
result 1in step 502 1s NO, the test 1s 1terated until a YES result
1s obtained and control 1s again passed to step 503. Steps 502
and 503 are continuously iterated, as described above.

The second sub-process of maintaining policy package
repository 403 includes step 504 that tests to determine
whether the set of policy packages 1n policy package reposi-
tory 403 should be modified. If the test result 1in step 504 1s
YES, control 1s passed to step 505 that causes updating of
policy package repository 403 by adding, redefining, or
removing a policy package. If a policy package 1s to be
redefined and/or removed from the policy package
repository, a check should be made to ensure that the
intended package 1s not already active. In other words, 1f a
policy instance P(G,D) exists for a certain policy package P
the instance needs to be deactivated and unloaded from the
management server before the corresponding package can
be redefined or removed from the policy package repository.
If the test result 1in step 504 1s NO, the test is iterated until
a YES result 1s obtained and control 1s again passed to step
505. Steps 504 and 505 are continuously iterated, as
described above.

The third sub-process includes step 506 that tests to
determine whether a particular policy component instance
“PC(G,D)” 1n an activated policy instance “P(G,D)” should
be replaced. If the test result 1n step 506 1s YES, control 1s
passed to step S07. Step 507 causes the deactivation and
unloading of the particular policy component instance
PC(G,D) from activated policy instance P(G,D), and the
loading and activation of a replacement policy component
instance for policy component instance PC(G,D) in acti-
vated policy instance P(G,D). If the test result in step 506 1s
NO, the test 1s iterated until a YES result 1s obtained and
control 1s again passed to step S07. Steps 506 and 507 are
continuously iterated, as described above.

The fourth sub-process of selecting a policy package at
run time from policy package repository 403 to be employed
in effecting the QoS management of defined goals includes
step 508. Step S08 tests to determine whether or not there 1s
a change 1n the enforcement status of defined goal “G”.
Among all the defined goals that exist at a certain time in the
ogoal repository 404, the administrator will typically choose
to enforce only a subset of these goals. In other words, a
certain defined goal existing 1n the goal repository can be
only 1n one of two states, “Enforced” or “Not Enforced”. A
change 1n the state of a goal 1s determined by the admainis-
trator. The test 1n step 508 indicates the administrator’s
preference 1n the enforcement status of a goal. If the test
result 1n step 508 1s NO, 1t 1s 1terated until a YES test result
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1s obtained, indicating that there 1s a new enforcement status
for goal G, and control 1s then passed to step 509. Step 509
tests to determine whether the new enforcement status 1s
enforced. If the test result 1n step 509 1s NO, indicating that
the new status 1s not enforced, control 1s passed to step 510.
In step 510, a domain “D” 1s automatically selected, or the
administrator 1s prompted to select domain “D”. Also 1n step
510, a policy instance “P(G,D)” is identified in the manage-
ment server such that “P(G,D)” is currently enforcing goal
G for domain D. Then, step 511 causes the deactivation and
unloading of each policy component instance PC(G,D) that
is running as part of policy instance P(G,D). Note that since
cach policy component instance maintains an internal state
and that the states of policy component instances are inter-
dependent, 1t 1s necessary to deactivate and unload each of
the policy component instances PC(G,D) in the proper order
to ensure consistency of state. Upon completion of step 511
the state of goal G 1s “not enforced”. Thereafter, control 1s
returned to step 508 and appropriate steps 508 through 511
are 1terated until the test result 1in step 509 1s YES and control
1s passed to step 512. Step 512 causes two things. First, a
domain “D” 1s selected, either automatically based on the
value of goal G, or by prompting the administrator to select
or define domain “D”. Second, the selection of a suitable
policy package 1s made, either manually by the admainistra-
tor or automatically, from the available packages in the
policy package repository 403. Automatic selection 1s made
based on the goal and the domain template 1nformation
contained 1n each policy package. Then, step 513 causes the
creation of a new policy instance P(G,D) by loading and
activating a new instance PC(G,D) of each policy compo-
nent PC in the selected policy package, in proper order.
Upon completion of step 513 the state of goal G 1s
“enforced”. It should be noted that a goal G 1s enforced for
domain D if and only if there is a policy instance P(G,D).
Thereafter, control 1s returned to step 508 and appropriate
ones of steps 508 through 513 are iterated continuously as
required.

The above-described embodiments are, of course, merely
illustrative of the principles of the invention. Indeed, numer-
ous other methods or apparatus may be devised by those
skilled 1n the art without departing from the spirit and scope
of the mnvention.

What 1s claimed 1s:

1. Amethod for use 1n a policy-based management system
comprising the steps of:

selecting a prescribed quality of service goal for a pre-
scribed client and prescribed service and an enforce-
ment domain for enforcing said selected goal, said
selected goal representing the what of needs to be
realized 1n terms of network/system behavior;

automatically selecting in accordance with prescribed
criteria a policy package, having goal and enforcement
domain template information and having one or more
policy components selected from a plurality of policy
components, that 1s valid for enforcing said selected
quality of service goal, wherein said prescribed criteria
1s based on said goal and enforcement domain template
information contained 1n the policy package, said one
or more policy components representing how desired
network/system behavior 1s realized; and

executing each of said one or more policy components 1n

proper order 1n said selected policy package, wherein

said selected quality of service goal 1s enforced 1n said
enforcement domain.

2. The method as defined 1n claim 1 wherein said pre-

scribed criteria includes selecting a policy package that is
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valid for enforcing said selected goal on said selected
enforcement domain.

3. The method as defined 1n claim 1 further including
steps of determining whether an enforcement status of said
selected goal should be changed and, if so, determining
whether a new enforcement status for said selected goal 1s
enforced or not enforced.

4. The method as defined in claim 3 1f said new enforce-
ment status 1s enforced further including steps of defining an
enforcement domain, selecting a suitable policy package
based on said selected goal and said defined enforcement
domain, wherein said policy package has one or more policy
components, loading a new policy component mstance for
cach of said one or more policy components 1n proper order,
and activating each of said one or more loaded new policy
component 1nstances 1n proper order, whereby a new policy
instance 1s created and said selected goal 1s 1n an enforced
state.

5. The method as defined in claim 3 1f said new enforce-
ment status 1s not enforced further including steps of select-
ing an enforcement domain, selecting a policy instance for
said selected goal and said selected enforcement domain
which 1s currently enforcing said selected goal for said
selected enforcement domain, wherein said policy instance
includes one or more component instances, deactivating
cach of said one or more component instances 1n proper
order, and unloading each of said one or more component
instances 1n proper order, whereby said selected policy
instance no longer exists and said selected goal 1s 1n a not
enforced state.

6. The method as defined in claim 1 further mncluding
steps of storing said quality of service goals and determining
whether said stored quality of service goals should be
updated.

7. The method as defined in claim 6 further including a
step of updating said stored quality of service goals.

8. The method as defined 1n claim 7 wherein each of said
quality of service goals 1s a service level quality of service
goal.

9. The method as defined 1n claim 8 wherein said step of
updating includes steps of adding a service level quality of
service goal to said stored quality of service goals, redefin-
ing a stored service level quality of service goal or removing
a stored service level quality of service goal.

10. The method as defined 1n claim 1 further including a
step of storing said policy packages.

11. The method as defined in claim 10 further including a
step of determining whether said stored policy packages
should be updated.

12. The method as defined 1n claim 11 further including a
step of updating said stored policy packages.

13. The method as defined 1n clam 12 wherein said step
of updating 1includes steps of adding a policy package to said
stored policy packages, redefining a stored policy package
or removing a policy package.

14. The method as defined 1n claim 10 wherein said policy
package has been used to create one or more policy 1nstances
and each of said policy instances includes one or more
policy component instances, and further including a step of
determining whether a policy component instance of said
one or more policy component instances 1n a policy instance
of said one or more policy instances should be replaced.

15. The method as defined in claim 14 further mncluding
steps of deactivating said policy component instance to be
replaced 1n said policy mnstance and unloading said policy
component instance to be replaced 1n said policy instance.

16. The method as defined in claim 15 further mcluding

steps of loading a replacement policy component instance in
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said policy instance and activating said loaded policy com-
ponent 1nstance replacement 1n said policy instance.
17. Apparatus for use 1n a policy-based management
system comprising:
first means for selecting a prescribed quality of service
goal for a prescribed client and prescribed service
including means for selecting an enforcement domain
for enforcing said selected goal, said selected goal
representing the what of needs to be realized 1n terms
ol network/system behavior;
second means for automatically selecting 1n accordance
with prescribed criteria a policy package having goal
and enforcement domain template information and
having one or more policy components from a plurality
ol policy components, that 1s valid for enforcing said
selected quality of service goal, wherein said pre-
scribed criteria 1s based on said goal and enforcement
domain template 1information contained in the policy
package, said one or more policy components repre-
senting how desired network system behavior 1s real-
1zed; and
means for executing each of said one or more policy
components 1 proper order 1 said selected policy
package, wherein said selected quality of service goal
1s enforced.

18. The apparatus as defined 1in claim 17 wherein said
prescribed criteria includes selecting a policy package that 1s

valid for said selected goal and said selected enforcement
domain.

19. The apparatus as defined in claim 17 further including
means for determining whether an enforcement status of
said selected goal should be changed, and means for deter-
mining whether a new enforcement status for said selected
goal 1s enforced or not enforced.

20. The apparatus as defined in claim 19 if said new
enforcement status 1s enforced further including means for
defining an enforcement domain, means for selecting a
suitable policy package based on said selected goal and said
defined enforcement domain, wherein said policy package
has one or more policy components, means for loading a
new policy component instance for each of said one or more
policy components 1n proper order, and means for activating
cach of said one or more loaded new policy component
instances 1n proper order, whereby a new policy instance 1s
created and said selected goal 1s 1n an enforced state.

21. The apparatus as defined in claim 19 if said new
enforcement status 1s not enforced further including means
for selecting an enforcement domain, means for selecting a
policy instance for said selected goal and said selected
enforcement domain which 1s currently enforcing said
selected goal for said selected enforcement domain, wherein
saild policy instance includes one or more component
instances, means for deactivating each of said one or more
component 1nstances 1n proper order, and means for unload-
ing each of said one or more component 1nstances 1n proper
order, whereby said selected policy instance no longer exists
and said selected goal 1s 1n a not enforced state.

22. The apparatus as defined 1n claim 17 further including
means for storing said selected quality of service goals and
means for determining whether said stored quality of service
goals should be updated.

23. The apparatus as defined 1n claim 22 further including
means for updating said stored quality of service goals.

24. The apparatus as defined in claim 23 wherein each of
said quality of service goals 1s a service level quality of
service goal.

25. The apparatus as defined 1 claim 24 wheremn said
means for updating includes means for adding a service
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level quality of service goal to said stored quality of service
goals, means for redefining a stored service level quality of
service goal and means for removing a stored service level
quality of service goal.

26. The apparatus as defined 1n claim 17 further including
means for storing said policy packages.

27. The apparatus as defined 1n claim 26 further including
means for determining whether said stored policy packages
should be updated.

28. The apparatus as defined 1n claim 27 further including
means for updating said stored policy packages.

29. The apparatus as defined 1n claim 28 wherein said
means for updating includes means for adding a policy
package to said stored policy packages, means for redefining,
a stored policy package and means for removing a policy
package.

30. The apparatus as defined 1n claim 26 wherein said
policy package has been used to create one or more policy
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instances and each of said policy mstances icludes one or
more policy component instances, and further including
means for determining whether a policy component instance
of said one or more policy component 1nstances 1n a policy
instance of said one or more policy instances should be
replaced.

31. The apparatus as defined 1n claim 30 further including
means for deactivating said policy component instance to be
replaced 1 said policy instance and means for unloading
said policy component instance to be replaced 1n said policy
instance.

32. The apparatus as defined 1n claim 31 further including
means for loading a replacement policy component 1nstance
in said policy 1nstance and means for activating said loaded

15 policy component instance replacement 1n said policy

nstance.
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