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OPTIMAL DISCRETE LOADING
ALGORITHM FOR DMT MODULATION

FIELD OF THE INVENTION

The present invention relates to the optimization of trans-
mission bandwidth or discrete multitone modulation (DMT),
and more specifically to a discrete loading algorithm for
maximizing the system performance or data rate of DMT
fransmission.
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2
BACKGROUND OF THE INVENTION

As the Internet gradually becomes part of our life, the
demand for high-speed transmission networks 1s ever
increasing. There have been a number of approaches pro-
posed for improving/constructing the information infrastruc-
ture. Among them, asymmetric digital subscriber line
(ADSL) technology [1] and very-high-speed digital sub-
scriber line (VDSL) technology [2] are two of the most
promising solutions that can provide data rates up to 8
megabits per second and 52 megabits per second respec-
tively over ordinary twisted-pair phone lines from a central
office to a customer’s premise. For the ADSL service, the
discrete multitone modulation (DMT) [1], [3] has been
selected as a standard by various standards institutes. Trans-
mission technique using DMT 1s now also being considered
as an international standard for the future VDSL service.

A basic DMT structure [ 1] is shown in FIG. 1. At first, the

input data stream 1s encoded, including the use of forward
error correcting (FEC) codes, trellis codes (optional), and
interleaving. The usable bandwidth of a channel 1s divided
into N subchannels (or tones) that are assumed to be
independent. With an appropriate loading algorithm, the data
bits to be transmitted are assigned to these N subchannels for
transmission, where the bit loading algorithm is trying to
optimize the transmission bandwidth based on all the sub-
channels’ conditions.

The data bits assigned to each subchannel are mapped
onto QAM constellation to form a complex sample, and then
the resulting N complex samples from the N subchannels are
extended to be a 2ZN-point complex-conjugate symmetric
sequence. This 2N-point complex sequence 1s further modu-
lated by the 2N-point inverse fast Fourier transform (IFFT)
to generate 2N-point real samples for transmission through
the channel. In order to overcome severely intersymbol
interference (ISI) and to make the transmitted signals look
periodic, the last v samples of each 2N-sample block are
circularly wrapped to prefix the block itself. After receiving
the signals transmitted, the receiver discards the first v
samples, and then the remaining received samples are
demodulated by the 2N-point FFT. The resulting transform
samples are further processed by a frequency-domain equal-

izer (FEQ) and a memoryless decoder to recover the original
data bits.

The problem of optimizing the transmission bandwidth
was first solved by Shannon in 1948 [4], known as “water-
f1lling” method, but the corresponding method 1s impractical
to be 1mplemented for the DMT system due to 1ts high
complexity and infinite-granularity in the constellation size.
To overcome this problem, several discrete loading algo-
rithms have been proposed for an optimal or suboptimal
solution 1n the {finite-granularity constellation case.

Basically, these algorithms can be classified 1nto two cat-
egories [5], [6]:

(1) Bit Rate Maximization Problem (BRMP)—Maximize
the data rate subject to power and system performance
margin constraints, 1.¢.,

N (1)
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subject to

N (2)
Z Pnibr) < p
n=1

where b, is the number of bits that are transmitted on the n™

tone, p, 1d the power distribution required to transmit b, bits

on the n” tone, and p is the total power constraint.

(2) Margin Maximization Problem (MMP)—Maximize the
system performance margin subject to power and data rate
constraints, 1.e.,

N (3)

subject to

(4)

N
ZbH:B

n=1

where p_ 1s a function of b, and B 1s the data rate constraint.
The optimal discrete loading algorithm presented by Leke

and Cioffi [7] is of BRMP type. It utilizes the water-filling
solution to determine the turned-on subchannels first, and

then assigns energy to each turned-on subchannel using the
water-filling distribution to maximize the data rate. The
Hughes-Hartogs loading algorithm [8] can be regarded as
BRMP type or MMP type, depending on the constraint used.
This algorithm assigns one additional bit to the subchannel
that needs the least energy until the data rate or power
constraint 1s met. It gives an optimal discrete solution but its
computational complexity becomes impractical when the
number of bits to be transmitted per DMT symbol 1s large.

The suboptimal discrete loading algorithm proposed by
Chow, Cioffi, and Bingham [9], [10] is of MMP type. It
distributes the data bits among all the usable subchannels
according to a well-known formula, and then assigns energy
to each usable subchannel with the flat distribution. Due to
the use of the flat-energy distribution, this loading algorithm
sulffers some performance degradation as compared to the
Hughes-Hartogs algorithm but 1t mmvolves less computa-
tional complexity. In another prior art [11], Fischer and
Huber paid their attention on minimizing the error probabil-
ity of transmission (equivalent to MMP) and derived a
closed form to distribute the bits among those usable sub-
channels. Like the algorithm described in [9] and [ 10], this
method adopts the flat-energy distribution for bit loading
and 1s suboptimal but it has a slight improvement 1n per-
formance.

Campello [6] proposed a discrete loading algorithm that
attempts to maximize the data rate (BRMP) or the system
performance margin (MMP) at a given constraint. This
algorithm first finds an 1nitial bit distribution for the sub-
channels appropriately, and then approaches the optimal
solution using the Hughes-Hartogs method. It 1s actually a
suboptimal algorithm but has less complexity than those
previous algorithms.

From the forgoing discussion, 1t 1s understandable that
there 1s strong need in finding an optimal algorithm {for
maximizing the system performance or data rate for DMT
fransmission.

SUMMARY OF THE INVENTION

The present invention has been made to overcome the
above mentioned drawbacks of conventional discrete load-
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4

ing algorithms for DMT modulation. The primary object of
the mvention 1s to provide a method of discrete bit-loading
algorithm to optimize the performance or data rate of
transmission. It 1s also an object of the invention to provide
a discrete bit-loading algorithm that 1s computationally
efficient for DMT modulation.

In the present invention, a continuous bit distribution
scheme that provides the same solution as the water-filling
solution for DMT transmission 1s first derived. The bat
distribution 1s then rounded appropriately to form an integer
bit distribution that i1s also optimal 1n the discrete case. A
method for implementing the discrete bit distribution algo-
rithm with high-performance and low-complexity features is
presented. The algorithm 1s well suited to practical high-
speed DMT applications, such as the ADSL and VDSL

services over existing twisted-pair phone lines.

Accordingly, the present invention determines a prelimi-
nary bit assignment for each subchannel by optimizing a
DMT system with N carriers for transmission over an
additive white Gaussian channel given an available band-
width assuming that all subchannels are turned on. The
subchannels that receive negative bit assignments are then
excluded, and the procedure for determining the bit assign-
ments 1s repeated until all the bit assignments are positive for
the remaining turned-on subchannels.

The bit assignment of each subchannel 1s rounded and a
corresponding rounding error 1s calculated. If the total bat
number of the bit assignments 1s greater than the target data
rate (or the data rate constraint), the bit assignment of the
subchannel having the least rounding error 1s decreased by
onc bit. If the total bit number of the bit assignments is
smaller than the target data rate, the bit assignment of the
subchannel having the largest rounding error 1s increased by
one bit.

When the total bit number of the bit assignments 1is
identical to the available bandwidth, transmission power 1s
distributed to each channel according to a power distribution
formula. If the total power distributed 1s greater than the
power constraint of the system, the power constraint has to
be loosed. On the other hand, 1if the total power distributed
1s less than the power constraint of the system, the excess
power can be uniformly distributed to each subchannel. The
excess power can also be distributed by assigning one
additional bit to a subchannel that has the largest rounding,
error repeatedly until the power constraint 1s met.

The algorithm of the present invention can maximize the
system performance margin or the data rate, depending on
the constraints that are put on the system. As compared to the
optimal algorithm proposed by Hughes-Hartogs [8], the
present invention achieves the same performance with much
less complexaty. It also has advantages over the suboptimal
algorithm described by Chow, Cioffi, and Bingham [9], [10]
in terms of both performance and complexity.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows the block diagram of a basic DMT trans-
mission structure.

FIG. 2 shows the received SNR plot for the CSA loop 6
with 24 ADSL FEXT+24 ADSL NEXT+AWGN.

FIG. 3 shows the bit distribution generated by the algo-
rithm of this invention for the CSA loop 6 with a data rate

of 1.5 Mbps.

FIG. 4 shows the power distribution generated by the
algorithm of this invention for the CSA loop 6 with a data
rate of 1.5 Mbps.
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FIG. 5 shows the comparison of system performance
margin for different methods.

FIG. 6 shows the flow chart of the discrete loading
algorithm according to the present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The present invention presents a practical DMT discrete
loading algorithm to optimize transmission bandwidth. The
algorithm of the invention can adopt any one of the optimal
criteria described i1n the background section and has the
advantage of being more computationally efficient.

For a given bit error rate, the present invention finds a
method for arranging the power, date rate, and system
performance margin appropriately such that the DMT trans-
mission bandwidth 1s optimized. The main idea of the
algorithm 1n the present invention 1s to determine a bit
distribution for all DMT subchannels that requires the mini-
mum transmission power under a fixed data rate and a fixed
system performance margin. After this bit distribution has
been done, the excess power is further reallocated (i.e., the
difference between the power constraint and the minimum
transmission power mentioned above) to promote the system
performance margin (MMP) or data rate (BRMP) at user’s
choice.

Consider a DMT system with N carriers for transmission
over an additive white Gaussian (AWGN) channel. As
described 1n [9], such a system can be (approximately)
recarded as an aggregate of transmission over N parallel
intersymbol interference free quadrature amplitude modu-
lation subchannels, where the number of bits that the nth
subchannel can support 1s given as

()

Pn'gn)

b”=lﬂg2(1+ <

where g, 1s the signal-to-noise ratio (SNR) on the nth
subchannel with unit input power, p,, 1s the required power
to afford b, bits over the nth subchannel, I' 1s the SNR gap
measuring how far the system 1s away from achieving the
channel capacity, and r, 1s the system performance margin.
Note that 1" will be chosen appropriately to be a constant
based on the desired bit error rate such that none of the
subchannels will dominate the system performance. Without
loss of generality, r, 1s set to 1 to obtain

B (272 — 1) (6)

Prn =
&n

With all the above assumptions, the problem of finding a
bit distribution for the set of N subchnnels that minimizes
the total transmission power 1s equivalent to minimizing

N (7)

N b
Z [ (2P — 1)
pHSE'd:Z Pn =
n=1

&n
n=1

N
an:B.

n=1

Using Lagrange multipliers for this optimization problem,
a modified cost function can be defined as follows:
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N (3)
[-(2% — 1) l
J = Al b B

where A is the Lagrange multiplier. Differentiating (8) with
respect to b, and A and letting the results equal to zero, one
can obtain

2Pn 9)

—— = K{const.)

En

Since (9) holds for all the subchannels (n=1, 2, . .. N), the
following equation can be written:

N (10)

by \N b; N
BRI EiE
8n 8i i—1 8i

=1

From (10), it can be rewritten as

C| (11)

208 =28 (g )V | =
n=1 :
Thus,
R 1N (12)
be= < = = D lom(g) +1og(gn)

=1

With (12), one can obtain a preliminary bit distribution,
where the bit assignment b, for subchannel n may not be
positive. To make the power more efficiently used, one can
make the following modifications: 1) excluding (or turning
off) those subchannels with zero or negative bit assignments
(i.e., b, =0) 1n the bit distribution, and 2) reapplying (12) to
the remaining subchannels to determine a new bit
distribution, where the parameter N 1s changed to be N
representing the number of the remaining subchannels. The
above modification procedure 1s repeated until all the bait
assignments b_’s are positive. After this bit distribution has
been done, the power for the turned-on subchannels 1s
further distributed according to (6) and (9). It 1s easy to
verily that the resulting power distribution is as follows:

2bn T r (13)

pp=1"+— - — = K'(const.) - —
&n &n &n

It 1s worth noting that the power distribution derived is the
same as the water-filling solution for a set of parallel
channels. It should also be noted that if the total power
required 1s greater than the given power constraint, the
power constraint must be loosed properly or declare that the
channel cannot support the target data rate under the given
power constraint. If the total power required 1s less than the
ogrven power constraint, one can either uniformly distribute
the excess power to all the turned-on subchannels or
enhance the bit distribution based on the excess power by
assigning one additional bit to the subchannel that needs the
least energy until the power constraint 1s met. When the
former approach 1s adopted, the proposed bit distribution is
of MMP type. On the other hand, it 1s of BRMP type if the
latter approach 1s used.
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The bit-loading algorithm that has been described so far
1s optimal under the assumption of infinite granularity in the
constellation size which 1s not realizable 1n practice. To
overcome this problem, the algorithm has to be modified
properly for the finite-granularity case. FIG. 6 shows the
flow chart of the algorithm according to the present inven-
tion. Following the rounding procedure described in [9] and
10}, the discrete version of the loading algorithm of the
present mvention can be summarized as follows:

1. Initialize the turned-on subchannels: N_ =N and C_ ={1,

2, ..., N
2. Calculate b, according to (12) for all n€C_,,. Exclude all

subchannels with b, =0 from C__ and determine the

resulting N_ . This step 1s repeated until all b,’s of the
turned-on subchannels are positive.

3. Round all b, ’s of the turned-on subchannels to be integers
and calculate the rounding error:

bgn=round(d,, (14)

Ab,=b,-b,,

fl

(15)

where round(.) is the rounding function.
4. Let

Bum= ) bg,.

H= Cﬂﬂ

If B, _<B, subtract one bit from the bit assignment of

subchannel n with the smallest Ab, and calculate B, =
B, -1.

STEFHE

5.1 B

SEEFHL

Ab_ and calculate B

6.1t B_ =B, distribut??he Ezrfwer according to a modified

version of (13) given as follows:

<B, add one bit to subchannel n with the largest
=B__ +1.

[-(2%2 — 1) (16)

En

Prn =

7. Let

It p_, >power constraint, the power constraint must be
loosed properly or declare that the channel cannot support
the target data rate under the given power constraint.

8. If p_,_<power constraint, the excess power can be dis-
tributed uniformly to all the turned-on subchannels (MMP
type) or enhance the bit distribution based on the excess
power by assigning one additional bit to subchannel n that
needs the least energy until the power constraint 1s met
(BRMP type).

Since the power distribution derived for the continuous
constellation case 1s the same as the water-filling solution
and rounding the continuous water-filling solution will result
in an optimal discrete solution [ 5], [ 13], the discrete loading
algorithm presented above 1s an optimal one.

The following description presents a comparison of com-
plexity of the optimal discrete loading algorithm of this
invention with the previous optimal or suboptimal discrete
loading algorithms described by Hughes-Hartogs [8] and
Chow, Cioffi, and Bingham [9], [10]. For the method
described in [ 8], a table of incremental energies required to
assign one additional bit on each subchannel needs to be
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3

computed. It 1s then sorted and searched for the subchannel
that requires the least incremental energy for each bait. It can
be seen that the computational complexity of the Hughes-
Hartogs method 1s O(BxN). Such computational complexity
would be too high to be realizable for ADSL applications
where N 1s equal to 256 and B 1s up to 1500. The method
proposed in [9] and [10] involves O(log, N) iterations to
determine the turned-on subchannels and compute the asso-
clated bit distribution based on the following equation:

(17)

SNR, ]

b =loe|1 +
" “gz( [+ (dB)

By neglecting the addition operations, each iteration

requires approximately N divisions and N logarithm opera-
tions. The computational complexity of this part is O(N log,

N). In addition to this, the algorithm in [9] and [ 10] needs to
compute the power distribution based on a similar equation
to (16), where the computational complexity 1s O(N). In
contrast, the present algorithm involves O(log, N) iterations
to determine the turned-on subchannels and compute the
associated bit distribution given by (12), where the first
iteration requires approximately one division and N loga-
rithm operations and each of the other iterations requires
approximately only one division. Like the algorithm
described in [9] and [10], the algorithm in this invention
involves O(N) complexity to compute the power distribution
based on (16). It is clear that the optimal algorithm of this
invention 1s more computationally efficient than those pre-
vious optimal or suboptimal algorithms described in [8]-

10].

[ 110 verily the performance of the optimal discrete loading,
algorithm of this invention, a number of simulations for the
MMP case are performed. For the purpose of comparison,
the optimal algorithm by Hughes-Hartogs [8] and the sub-
optimal algorithm by Chow, Cioffi, and Bingham [9], [10]
were also simulated. In the simulations, all the algorithms
are tested on the canonical ADSL carrier-serving-area (CSA)
loop 6 [12] in the downstream direction with 24 ADSL
downstream far-end crosstalk (FEXT), 24 ADSL upstream
near-end crosstalk (NEXT), and -140 dB/Hz AWGN. FIG.
2 shows the received SNR plot of the CSA loop 6 with unit
input power. The transmission performance required 1s to
distribute 100 mW power on the CSA loop 6 with a given
data rate and a bit error rate constraint of 10~ for each
turned-on subchannel.

The bit distribution and power distribution for the date
rate of 1.5 Mbps generated by the loading algorithm of this
invention are shown in FIGS. 3 and 4. FIG. § shows a table
that lists the performance margins for all the algorithms
simulated with data rates ranging from 1 Mbps to 6 Mbps.
From these simulation results, it can be seen that the
algorithm of this invention reaches the same performance as
the optimal one proposed by Hughes-Hartogs [8], which is
better than that of the suboptimal one by Chow, Ciofli, and
Bingham [9], [10]. This further supports that the discrete
loading algorithm of the present mnvention 1s optimal.

Although only the preferred embodiments of this inven-
tion were shown and described in the above description,
numerous changes 1n the detailed construction and combi-
nation as well as arrangement of parts may be restored to
without departing from the spirit or scope of the invention as
hereinafter set forth 1n the appended claims. It 1s requested
that any modification or combination that comes within the
spirit of this 1nvention be protected.

What 1s claimed 1s:

1. A method of bit-loading for discrete multitone modu-
lation 1n a data communication channel having a data rate
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constraint B and N subchannels for transmission, compris-
ing the steps of:

a. mitializing each subchannel as a turned-on subchannel,
and the total number of all turned-on subchannels as
N =N;

OF

b. calculating the number of bits assigned to a subchannel
for each turned-on subchannel according to

N
1 Ol
N TN Z‘ log,(gi) + log, (gn),

whereln n 1s a subchannel number of a turned-on subchannel
having a signal-to-noise ratio g_with unit input power, and

NDH

2,

=1

represents summation over all currently turned-on subchan-
nels;

c. executing step €. if each turned-on subchannel has a
positive number of bits calculated 1n step b.; otherwise,
executing step d.;

d. excluding all subchannels having a negative number of
bits calculated 1n step b., updating the total number of
turned-on channels N__ and returning to step b.;

¢. rounding b_ of each turned-on subchannel to an integer
by, and calculating a corresponding rounding error
Ab, =b,-b,,,;

f. computing B_ =

wherein

neCop

represents summation over all turned-on subchannels;

o, selecting a least-error subchannel having a smallest
rounding error, subtracting one bit from the number of
bits assigned to said least-error subchannel and sub-
tracting one from B_ __ 1if B_  >B;

h. selecting a most-error subchannel having a largest
rounding error, adding one bit to the number of bits
assigned to said most-error subchannel and adding one

toB_ 1 B__<B; and

S LEFHL

1. distributing power to each turned-on subchannel
according to
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[-(2°2n —1)
&

Pn = it Bsam — B,

wherein 1" 1s a pre-determined constant and P, 1s the power
distributed to an nth subchannel.

2. The method of bit-loading for discrete multitone modu-
lation according to claim 1, wherein said data communica-
tion channel further has a power limit, and said method
further comprises the steps of:

j. computing P_ =

S

nelon

wherein

2.

Hi= Cﬂﬂ

represents summation over all turned-on subchannels; and

k. declaring that said data communication channel can not
satisfy said power limit or 1ncreasing said power limit
if p_,.. 1s greater than said power limit.

3. The method of bit-loading for discrete multitone modu-

lation according to claim 2, said method further comprising
the steps of:

1. distributing excess power uniformly to each turned-on
subchannels if p_  1s smaller than said power limit.
4. The method of bit-loading for discrete multitone modu-
lation according to claim 2, said method further comprising
the steps of:

m. distributing excess power by assigning one additional
bit to a subchannel that has least incremental energy if
P.,,, 1S smaller than said power limit;

n. computing updated

pn= Y b0

nelopn

wherein

2.

nelon

represents summation over all turned-on subchannels; and

0. returning to step m. 1if the updated p_, . 1s smaller than
said power limit.
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