(12) United States Patent

Gardere et al.

US006678332B1

US 6,678,332 B1
Jan. 13, 2004

(10) Patent No.:
45) Date of Patent:

(54) SEAMLESS SPLICING OF ENCODED MPEG
VIDEO AND AUDIO

(75) Inventors: Daniel Gardere,

Montigny-le-Bretonneux (FR); John
Forecast, Newton, MA (US); Peter
Bixby, Westborough, MA (US); Sorin
Faibish, Newton, MA (US); Wayne W,
Duso, Shrewsbury, MA (US); Seyfullah
H. Oguz, Framingham, MA (US);
Sebastian Keller, Paris (FR); Michel
Noury, Villebon sur Yette (FR); Jean
Louis Rochette, Vougival (FR)

(73) Assignee: EMC Corporation, Hopkinton, MA

(US)

(*) Notice:  Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35

U.S.C. 154(b) by O days.

(21) Appl. No.: 09/540,347
(22) Filed: Mar. 31, 2000

Related U.S. Application Data

(60) Provisional application No. 60/174,360, filed on Jan. 4,
2000,

(51) Int. CL7 cooovooeeeeenn. HO4B 1/66; HOAN 7/18

(52) US.ClL . 375/240.26; 348/705
(58) Field of Search ...................... 375/240.26, 240.25;
348/705; 370/487; 725/32

(56) References Cited

U.S. PATENT DOCUMENTS

5,231,484 A 7/1993 Gonzales et al. ........... 358/133
5,534.944 A 7/1996 Egawa et al. ............... 348/584
5,675,384 A 10/1997 Ramamurthy et al. ...... 348/405
5,838,678 A 11/1998 Davis et al. ................ 370/389
5,859,660 A * 1/1999 Perkins et al. ................ 725/32
5,892915 A 4/1999 Duso et al. ............ 395/200.49
5917830 A * 6/1999 Chenetal. ................. 370/487

5.059.600 A 0/1999 Toebes, VIII et al. ...... 348/578
6,038,000 A * 3/2000 Hurst, J&. veovveevenn.... 375/240.26
6,414,998 B1 * 7/2002 Yoshinari et al. ...... 375/240.25

OTHER PUBLICAITONS

Y. Nakajima, H. Hori, and T. Kanoh, “Rate Conversion of
MPEG Coded Video by Re—quantization Process,” IEEE
Proc. of ICIP-95, vol. IIlI, Sep. 1995, pp. 408—411.

(List continued on next page.)

Primary Fxaminer—Howard Britton

Assistant Examiner—Allen Wong

(74) Attorney, Agent, or Firm—Howrey Simon Arnold &
White LLP

(57) ABSTRACT

Predictive analysis 1s performed upon encoded digital
motion video (such as an MPEG Transport Stream) to
facilitate real-time splicing. The predictive analysis includes
estimation of upper and lower bounds of the data levels in
a decoder’s video and audio buifers for splicing in such a
way as to prevent buffer overflow and underflow. This
enables bufler management techniques including padding or
stufling, micro-restamping, {reeze or repeat of frames, skip
or drop of frames, alignment of audio with video. The
predictive analysis also includes analysis of the structure of
the encoded audio including audio access units (AAUs) and
compression windows (AFs), prediction in the compressed
domain of initial conditions of the decoder buifer levels for
every single Elementary Stream (ES) component of a Trans-
port Stream (TS), and identification of valid splicing In
Points and Out Points based on the predicted buifer levels
without any special encoder. This permits splicing of dit-
ferent compressed audio types without consideration of the
details of the compression mechanism. The predictive analy-
sis may also include recommendations or marking. The
analysis 1s performed on ingest of the data as a pre-
processing 1n preparation for splicing of a new file on early
queuing 1n a data storage system before streaming.

28 Claims, 40 Drawing Sheets
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SEAMLESS SPLICING OF ENCODED MPEG
VIDEO AND AUDIO

RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional

Application Ser. No. 60/174,360 filed Jan. 4, 2000, 1ncor-
porated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to processing of compressed
audio/visual data, and more particularly to splicing of
streams of audio/visual data.

2. Background Art

It has become common practice to compress audio/visual
data 1n order to reduce the capacity and bandwidth require-
ments for storage and transmission. One of the most popular
audio/video compression techniques is MPEG. MPEG 1s an
acronym for the Moving Picture Experts Group, which was
set up by the International Standards Organization (ISO) to
work on compression. MPEG provides a number of different
variations (MPEG-1, MPEG-2, etc.) to suit different band-
width and quality constraints. MPEG-2, for example, 1s
especially suited to the storage and transmission of broad-
cast quality television programs.

For the video data, MPEG provides a high degree of
compression (up to 200:1) by encoding 8x8 blocks of pixels
into a set of discrete cosine transform (DCT) coefficients,
quantizing and encoding the coeflicients, and using motion
compensation techniques to encode most video frames as
predictions from or between other frames. In particular, the
encoded MPEG video stream 1s comprised of a series of
groups of pictures (GOPs), and each GOP begins with an
independently encoded (intra) I frame and may include one
or more following P-frames and B-frames. Each I frame can
be decoded without information from any preceding and/or
following frame. Decoding of a P frame requires informa-
fion from a preceding frame in the GOP. Decoding of a B
frame requires mformation from a precedmg and following
frame 1n the GOP. To minimize decoder buffer requirements,
cach B frame 1s transmitted 1n reverse of its presentation
order, so that all the information of the other frames required

for decoding the B frame will arrive at the decoder before
the B frame.

In addition to the motion compensation techniques for
video compression, the MPEG standard provides a generic
framework for combining one or more elementary streams
of digital video and audio, as well as system data, 1nto single
or multiple program transport streams (T'S) which are suit-
able for storage or transmission. The system data includes
information about synchronization, random access, manage-
ment of buffers to prevent overflow and undertlow, and time
stamps for video frames and audio packetized elementary
stream packets. The standard specifies the organization of
the elementary streams and the transport streams, and
imposes constraints to enable synchromzed decodmg from
the audio and video decoding buffers under various condi-
fions.

The MPEG 2 standard 1s documented 1in ISO/IEC Inter-
national Standard (IS) 13818-1, “Information Technology-
Generic Coding of Moving Pictures and Associated Audio
Information: Systems,” ISO/IEC IS 13818-2, “Information
Technology-Generic Coding of Moving Pictures and Asso-
ciated Information: Video,” and ISO/IEC IS 13818&-3,

“Information Technology-Generic. Coding of Moving Pic-
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tures and Associated Audio Information: Audio,” 1ncorpo-
rated herein by reference. A concise introduction to MPEG
1s given 1 “A guide to MPEG Fundamentals and Protocol

Analysis (Including DVB and ATSC),” Tektronix Inc., 1997,
incorporated herein by reference.

Splicing of audio/visual programs 1s a common operation
performed, for example, whenever one encoded television
program 15 switched to another. Splicing may be done for
commercial msertion, studio routing, camera switching, and
program editing. The Sphcmg of MPEG encoded audio/
visual streams, however, 1s considerably more difficult than
splicing of the uncompressed audio and video. The P and B
frames cannot be decoded without a preceding I frame, so
that cutting 1nto a stream after an I frame renders the P and
B frames meaningless. The P and B frames are considerably
smaller than the I frames, so that the frame boundaries are
not evenly spaced and must be dynamically synchronized
between the two streams at the time of the splice. Moreover,
because a video decoder bufler 1s required to compensate for
the uneven spacing of the frame boundaries in the encoded
streams, splicing may cause underflow or overflow of the
video decoder buflfer.

The problems of splicing MPEG encoded audio/visual
streams are addressed to some extent 1n Appendix K, entitled
“Splicing Transport Streams,” to the MPEG-2 standard
ISO/IEC 13818-1 1996. Appendix K recognizes that a splice
can be “seamless” when i1t does not result in a decoding
discontinuity, or a splice can be “non-seamless” when 1t
results 1n a decoding discontinuity. In either case, however,
it 1s possible that the spliced stream will cause buifer
overflow.

The Society of Motion Picture and Television Engineers
(SMPTE) apparently thought that the ISO MPEG-2 standard
was 1nadequate with respect to splicing. They promulgated
their own SMPTE Standard 312M, entitled “Splice Points

for MPEG-2 Transport Streams,” incorporated herein by
reference. The SMPTE standard defines constraints on the
encoding of and syntax for MPEG-2 transport streams such
that they may be spliced without moditying the packetized
elementary stream (PES) packet payload. The SMPTE stan-
dard includes some constraints applicable to both seamless
and non-secamless splicing, and other constraints that are
applicable only to seamless splicing. For example, for
scamless and non-seamless splicing, a splice occurs from an
Out Point on a first stream to an In Point on a second stream.
The Out Point is immediately after an I frame or P frame (in
presentation order). The In Point is just before a sequence

header and I frame 1n a “closed” GOP (i.e., no prediction is
allowed back before the In Point).

As further discussed 1n Norm Hurst and Katie Cornog,
“MPEG Splicing: A New Standard for Television—SMPTE

312M,” SMPTE Journal, November 1998, there are two
buflering constraints for scamless splicing. The startup delay
at the In Point must be a particular value, and the ending
delay at the Out Point must be one frame less than that. Also,
the old stream must be constructed so that the video decoder
buffer (VBV buffer) would not overflow if the bit rate were
suddenly increased to a maximum splice rate for a period of

a splice decoding delay before each Out Point.

SUMMARY OF THE INVENTION

In accordance with a first aspect, the invention provides a
method of seamless splicing of a first transport stream to a
second transport stream to produce a spliced transport
stream. The first transport stream includes video access units
encoding video presentation units representing video
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frames, and audio access units encoding audio presentation
units representing segments of a first audio signal. The
second transport stream 1ncludes video access units encod-
ing video presentation units representing video frames, and
audio access units encoding audio presentation units repre-
senting segments of a second audio signal. The first transport
stream has a last video frame to be mcluded 1n the spliced
transport stream, and the second transport stream has a first
video frame to be included 1n the spliced transport stream.
The method includes finding, 1n the first transport stream, an
audio access unit that 1s best aligned with the last video
frame from the first transport stream to be included in the
spliced transport stream, and removing audio access units
from the first transport stream that are subsequent to the
audio access unit that 1s best aligned with the last video
frame from the first transport stream. The method also
includes finding, in the second transport stream, an audio
access unit that 1s best aligned with the first video frame
from the second transport stream to be included in the
spliced transport stream, and removing audio access units
from the second transport stream that are prior to the audio
access unit that 1s best aligned with the first video frame
from the second transport stream. The method further
includes concatenating a portion of the first transport stream
up to and including the last video frame to a portion of the
second transport stream including and subsequent to the first
video frame.

In accordance with another aspect, the invention provides
a method of seamless splicing of a first transport stream to
a second transport stream to produce a spliced transport
stream. The first transport stream mcludes video access units
encoding video presentation units representing video
frames, and audio access units encoding audio presentation
units representing segments of a first audio signal. The
second transport stream 1ncludes video access units encod-
ing video presentation units representing video frames, and
audio access units encoding audio presentation units repre-
senting segments of a second audio signal. The first transport
stream has a last video frame to be included in the spliced
transport stream, and the second transport stream has a first
video frame to be included 1n the spliced transport stream.
The method includes computing differences between pre-
sentation times and corresponding extrapolated program
clock reference times for the audio access units of the second
fransport stream 1n order to estimate the mean audio buifer
level that would result when decoding the second transport
stream. The method further includes concatenating a portion
of the first transport stream up to and 1ncluding the last video
frame to a portion of the second transport stream ncluding
and subsequent to the first video frame, wherein presentation
fimes for audio access units from the second transport
stream are skewed i1n the spliced transport stream with
respect to presentation times for video access units from the
second transport stream 1n order to adjust the estimated
mean audio buifer level toward a half-full audio buffer level
when decoding the spliced transport stream.

In accordance with yet another aspect, the invention
provides a method of seamless splicing of a first transport
stream to a second transport stream to produce a spliced
transport stream. The first transport stream includes video
access units encoding video presentation units representing
video frames. The video access units of the first transport
stream encode the video presentation units using a data
compression technique, and contain a variable amount of
compressed video data. The second transport stream
includes video access units encoding video presentation
units representing video frames. The video access units of
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the second transport stream encode video presentation units
using a data compression technique, and contain a variable

amount of compressed video data. The first transport stream
has a last video frame to be 1included 1n the spliced transport
stream, and the second transport stream has a first video
frame to be 1included 1n the spliced transport stream. Each of
the video access units has a time at which the video access
unit 1s to be received 1n a video decoder buffer and a time at
which the video access unit 1s to be removed from the video
decoder buffer. The method includes setting the time at
which the video access unit for the first video frame of the
second transport stream 1s to be removed from the video
decoder bulfer to a time following 1n a decoding sequence
next after the time at which the last video access unit for the
last frame of the first transport stream 1s to be removed from
the video decoder buflfer. The method also 1includes adjusting
content of the first transport stream so that the beginning of
the video access unit for the first video frame of the second
transport stream will be received 1n the video decoder butfer
immediately after the end of the video access unit for the last
video frame of the first transport stream 1s received 1 the
video decoder buffer. The method further includes concat-
enating a portion of the first transport stream up to and
including the last video frame to a portion of the second
transport stream 1ncluding and subsequent to the first video
frame.

In yet another aspect, the invention provides a method of
scamless splicing of a first transport stream to a second
transport stream to produce a spliced transport stream. The
first transport stream includes video access units encoding
video presentation units representing video frames, and
audio packets including data of audio access units encoding,
audio presentation units representing segments of a first
audio signal. The second transport stream includes video
access units encoding video presentation units representing
video frames, and audio packets including data of audio
access units encoding audio presentation units representing
segments of a second audio signal. The first transport stream
has a last video frame to be 1included 1n the spliced transport
stream, and the second transport stream has a first video
frame to be included 1n the spliced transport stream. The
method includes finding a plurality of (j) non-obsolete audio
packets 1n the first transport stream following the video
access unit of the last video frame in the first transport
strecam and to be included in the spliced transport stream,
and finding a total of (k) null packets and obsolete audio
packets 1 the second transport stream follow the video
access unit of the first video frame of the second transport
stream, where j>k. The method also includes replacing the
null packets and obsolete audio packets with (k) of the
non-obsolete audio packets. The method further includes
concatenating a portion of the first transport stream up to and
including the last video frame to a portion of the second
transport stream including and subsequent to the first video
frame to form the spliced transport stream, wherein the
remaining j-K) audio packets are inserted in the spliced
transport stream before the video access unit of the first
video frame from the second transport stream.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects and advantages of the invention will
become apparent upon reading the following detailed
description with reference to the accompanying drawings, 1n
which:

FIG. 1 1s a block diagram of a video {ile server;

FIG. 2 1s a perspective view showing the use of a set-top
decoder box;
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FIG. 3 1s a block diagram showing a switch for splicing
broadcast audio/visual streams;

FIG. 4 1s a block diagram of an MPEG decoder;

FIG. § 1s a diagram of the format of an MPEG transport
packet stream;

FIG. 6 1s a diagram of the format of an MPEG PES
packet;

FIG. 7 1s a diagram showing audio and video content in
two MPEG transport streams to be spliced;

FIG. 8 1s a diagram showing aligned elementary video and
audio streams resulting from the splicing of the two MPEG
transport streams 1n FIG. 7;

FIG. 9 1s a diagram showing that audio access units are
not aligned on audio PES packet boundaries;

FIG. 10 1s a logic table showing eight cases for the
selection of audio presentation units to be included in the
splicing of two MPEG transport streams;

FIG. 11A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a first case 1n the logic table of FIG. 10;

FIG. 11B 1s a diagram showing the content of video and
audio presentation unit streams resulting from a first pos-

sible splicing of the two MPEG transport streams shown 1n
FIG. 11A;

FIG. 11C 1s a diagram showing the content of video and
audio presentation unit streams resulting from a second

possible splicing of the two MPEG transport streams shown
i FIG. 11A;

FIG. 12A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a second case in the logic table of FIG. 10;

FIG. 12B 1s a diagram showing the content of video and
audio presentation unit streams resulting from splicing of the
two MPEG ftransport streams shown in FIG. 12A;

FIG. 13A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a third case 1n the logic table of FIG. 10;

FIG. 13B 1s a diagram showing the content of video and
audio presentation unit streams resulting from splicing of the
two MPEG ftransport streams shown in FIG. 13A;

FIG. 14A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a fourth case 1n the logic table of FIG. 10;

FIG. 14B 1s a diagram showing the content of video and
audio presentation unit streams resulting from splicing of the
two MPEG ftransport streams shown in FIG. 14A;

FIG. 15A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a fifth case 1n the logic table of FIG. 10;

FIG. 15B 1s a diagram showing the content of video and
audio presentation unit streams resulting from splicing of the
two MPEG ftransport streams shown in FIG. 15A;

FIG. 16 A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a sixth case 1n the logic table of FIG. 10;

FIG. 16B 1s a diagram showing the content of video and

audio presentation unit streams resulting from splicing of the
two MPEG transport streams shown in FIG. 16A;

FIG. 17A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for a seventh case in the logic table of FIG. 10;

FIG. 17B 1s a diagram showing the content of video and
audio presentation unit streams resulting from a first pos-
sible splicing of the two MPEG transport streams shown 1n

FIG. 17A;
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FIG. 17C 1s a diagram showing the content of video and
audio presentation unit streams resulting from a second

possible splicing of the two MPEG transport streams shown
mn FIG. 17A;

FIG. 18A1s a diagram showing content of video and audio
presentation unit streams for the two MPEG transport
streams for an eighth case 1n the logic table of FIG. 10;

FIG. 18B 1s a diagram showing the content of video and

audio presentation unit streams resulting from splicing of the
two MPEG ftransport streams shown in FIG. 18A;

FIG. 19 1s a flow chart of a procedure for splicing MPEG
clips;

FIG. 20A 15 a graph of video buifer level versus time for
decoding the end of a first MPEG clip;

FIG. 20B 1s a graph of video buifer level versus time for
decoding the beginning of a second MPEG clip;

FIG. 21 1s a graph of video buifer level versus time for

decoding of a seamless splicing of the first MPEG clip to the
second MPEG clip;

FIG. 22 1s a flow chart of a basic procedure for seamless
splicing of video streams;

FIG. 23 1s a first portion of a flow chart of a procedure for
splicing video streams;

FI1G. 24 1s a second portion of the flow chart begun 1n FIG.
23;

FIG. 25 1s a first portion of a flow chart of a procedure for
splicing audio streams;

FIG. 26 1s a second portion of the flow chart begun 1n FIG.
25;

FIG. 27 15 a logic table showing how the first and second
clips for the cases of FIGS. 11A to 18A should be spliced

when the second clip has a high or low mean audio bufler
level close to overflowing or underflowing respectively;

FIG. 28 shows how the first and second clips for the case
of FIG. 11A should be spliced when the second clip has a
high mean audio buifer level,;

FIG. 29 shows how the first and second clips for the case
of FIG. 12A should be spliced when the second clip has a
low mean audio buffer level,;

FIG. 30 shows how the first and second clips for the case
of FIG. 13A should be spliced when the second clip has a
low mean audio buffer level,;

FIG. 31 shows how the first and second clips for the case
of FIG. 14A should be spliced when the second clip has a

high mean audio buffer level;

FIG. 32 shows how the first and second clips for the case
of FIG. 15A should be spliced when the second clip has a
low mean audio buffer level;

FIG. 33 shows how the first and second clips for the case
of FIG. 16A should be spliced when the second clip has a
high mean audio buffer level;

FIG. 34 shows how the first and second clips for the case
of FIG. 17A should be spliced when the second clip has a
low mean audio buffer level;

FIG. 35 shows how the first and second clips for the case
of FIG. 18A should be spliced when the second clip has a
high mean audio buffer level;

FIG. 36 1s a schematic diagram of a digital filter for
estimating the average audio buffer level and standard
deviation of the audio buifer level from presentation time
stamps (PTS) and extrapolated program clock reference
(PCR) time stamps for an audio elementary stream,;

FIG. 37 1s a schematic diagram of circuitry for computing
an expected maximum and an expected minimum audio
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buffer level from the estimated average audio buifer level
and standard deviation of the average audio bufter level from
the digital filter circuitry in FIG. 36;

FIG. 38 1s a flow chart of a procedure for computing an
offset for the video decode time stamps (DTS) of the second
clip for splicing the second clip onto the first clip;

FIG. 39 1s a flow chart of a procedure for computing an
offset for the audio presentation time stamps (PTS) of the
second clip for splicing the second clip onto the first clip;

FIG. 40 1s a flow chart of a procedure for computing an
offset for the program clock reference (PCR) time stamps of
the second clip for splicing the second clip to the first clip;

FIG. 41 1s a flow chart of a procedure for re-stamping a
second clip for splicing of the second clip to the first clip;

FIG. 42 1s a diagram of macroblocks 1n a video frame;

FIG. 43 1s a diagram showing non-obsolete audio packets
in a first TS stream following the end of video at an Out
Point and null packets and obsolete audio packets 1n a
second TS stream following the beginning of video at an In
Point;

FIG. 44 1s a flow chart of a re-formatting procedure that

replaces the null packets and obsolete audio packets i FIG.
43 with the non-obsolete audio packets 1n FIG. 43;

FIG. 45 1s a diagram showing MPEG Transport Stream
(TS) metadata computation and storage of the metadata in
the header of an MPEG TS data file;

FIG. 46 1s a block diagram of the preferred format of a
GOP 1index introduced 1n FIG. 45;

FIG. 47 1s a flow chart showing decimation of the GOP
index;

FIG. 48 1s a flowchart showing metadata computations for
a next GOP 1n an ingested TS;

FIG. 49 1s a block diagram of various blocks 1n the stream
server computer of the video file server of FIG. 1 for
computing MPEG metadata during ingestion of an MPEG
TS, and for performing real-time MPEG processing such as
scamless splicing 1n real-time during real-time transmission

of a spliced MPEG TS;

FIG. 50 1s a diagram showing flow of control during a
metered file transter using the video server of FIG. 1;

FIG. 51 1s a block diagram of play lists 1n the video file
server of FIG. 1, showing that a stream server play list 1s
maintained as a window 1nto a control station play list; and

FIG. 52 1s a flow chart showing the use of seamless
splicing for repair of a temporarily corrupted TS.

While the mvention 1s susceptible to various modifica-
fions and alternative forms, specific embodiments thereof
have been shown 1n the drawings and will be described 1n
detail. It should be understood, however, that i1t 1s not
intended to limit the form of the invention to the particular
forms shown, but on the contrary, the mntention 1s to cover all
modifications, equivalents, and alternatives falling within
the scope of the invention as defined by the appended
claims.

DESCRIPTION OF ILLUSTRAITIVE
EMBODIMENTS

Turning now to FIG. 1 of the drawings, there 1s shown a
video file server generally designated 20 which may use the
present invention. The video file server 20 1includes an array
of stream servers 21, at least one control server 28, 29, a
cached disk array storage subsystem 23, and an optional tape
silo 24. The video file server 20 1s a high performance, high
capacity, and high-availability network-attached data server.
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It provides the ability for multiple file systems to exist
concurrently over multiple communication stacks, with
shared data access. It also allows multiple physical file
systems to co-exist, each optimized to the needs of a
particular data service.

The wvideo file server 20 1s managed as a dedicated
network appliance, integrated with popular network operat-
ing systems 1n a way, which, other than its superior
performance, 1s transparent to the end user. It provides
specialized support for real-time data streams used 1n live, as
well as store-and-forward, audio-visual applications.
Therefore, the video file server 20 1s suitable for a wide
variety of applications such as image repositories, video on
demand, and networked video applications, in addition to
high-end file server applications such as the Network File
System (NFS, version 2 and version 3) (and/or other access
protocols), network or on-line backup, fast download, etc.

The clustering of the stream servers 21 as a front end to
the cached disk array 23 provides parallelism and scalability.
The clustering of random-access memory in the stream
servers 21 provides a large capacity cache memory for video
applications.

Each of the stream servers 21 1s a high-end commodity
computer, providing the highest performance appropriate for
a stream server at the lowest cost. The stream servers 21 are
mounted 1n a standard 19" wide rack. Each of the stream
servers 21, for example, includes and Intel processor con-
nected to an EISA or PCI bus and at least 64 MB of
random-access memory. The number of the stream servers
21, their processor class (1486, Pentium, etc.) and the
amount of random-access memory 1n each of the stream
servers, are selected for desired performance and capacity
characteristics, such as the number of concurrent users to be
serviced, the number of independent multi-media programs
to be accessed concurrently, and the desired latency of
access to the multi-media programs.

Each of the stream servers 21 contains one or more
high-performance FWD (fast, wide, differential) SCSI con-
nections to the back-end storage array. Each of the stream
servers 21 may also contain one or more SCSI connections
to the optional tape silo 24. Each of the stream servers 21
also contains one or more outbound network attachments
configured on the stream server’s EISA or PCI bus. The
outbound network attachments, for example, are Ethernet,
FDDI, ATM, DS1, DS3, or channelized T3 attachments to
data links to a network 25. Each of the stream servers 21 also
includes an additional Ethernet connection to a dual redun-
dant internal Ethernet link 26 for coordination of the stream
servers with each other and with one or more controller

servers 28, 29.

The controller servers 28, 29 are dual redundant comput-
ers 28, 29, each of which 1s similar to each of the stream
servers 21. Each of the dual redundant controller servers 28,
29 has a network attachment to a bidirectional link 30 1n the
network 25, through which each of the controller servers 28,
29 can conduct service protocols. The service protocols
include one or more standard management and control
protocols such as the Simple Network Management Protocol
(SNMP), and at least one Continuous Media File Access
Protocol supporting real-time multi-media data transmission
from the stream servers 21 to the network 235.

Each of the dual redundant controller servers 28, 29 has
an Ethernet connection to the local Ethernet link 26. Each of

the controller servers 28, 29 also has a connection to a serial
link 31 to a media server display and keyboard 32. The
controller servers 28, 29 run a conventional operating sys-
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tem (such as Windows NT or UNIX) to provide a hot-
fallover redundant configuration. An active one of the dual
redundant controller servers 28, 29 functions as a media
server controller for the video file server 20. The active one
of the controller servers 28, 29 also allows management and
control of the server resources from the network using
standard protocols, such as the Simple Network Manage-
ment Protocol (SNMP). The active one of the controller
servers 28, 29 may also provide lock management 1f lock

management 1s not provided by the cached disk array 23.

For multi-media data transfer, the active one of the
controller servers 28, 29 assigns one of the stream servers 21
to the network client 54 requesting multi-media service. The
network 25, for example, has conventional transmission
components 53 such as routers or AITM switches that permat
any one of the clients 54 to communicate with any one of the
stream servers 21. The active one of the controller servers
28, 29 could assign a stream server to a network client by a
protocol sending to the client the network address of the
stream server assigned to send or receive data to or from the
client. Alternatively, the active one of the controller servers
28. 29 could communicate with a router or switch in the
transmission components 33 to establish a data link between
the client and the stream server assigned to the client.

The cached disk array 23 1s configured for an open
systems network environment. The cached disk array 23
includes a large capacity semiconductor cache memory 41
and SCSI adapters 45 providing one or more FWD SCSI
links to each of the stream servers 21 and to each of the dual
redundant controller servers 28, 29. The disk array 47 may
store data using mirroring or other RAID (redundant array of
inexpensive disks) techniques to recover from single disk
failure. Although simple mirroring requires more storage
disks than the more complex RAID techniques, 1t has been
found very useful for increasing read access bandwidth by a
factor of two by simultaneously accessing each of two
mirrored copies of a video data set. Preferably, the cached
disk array 23 is a Symmetrix 5500 (Trademark) cached disk
array manufactured by EMC Corporation, 171 South Street,
Hopkinton, Mass., 01748-9103.

The tape silo 24 includes an array of SCSI adapters 50 and
an array of read/write stations 51. Each of the read/write
stations 51 1s connected via a respective one of the SCSI
adapters 50 and a FWD SCSI link to a respective one of the
stream servers 21 or each of the redundant controller servers
28, 29. The read/write stations 51 are controlled robotically
In response to commands from the active one of the con-
troller servers 28, 29 for tape transport functions, and
preferably also for mounting and unmounting of tape car-
tridges into the read/write stations from storage bins.

Further details regarding the structure and operation of the
video file server 20 are found i Wayne Duso and John
Forecast, “System Having Client Sending Edit Commands
to Server During Transmission of Continuous Media from
One Clip 1n Play List for Editing the Play List,” U.S. Pat.
No. 5,892,915, 1ssued Apr. 6, 1999, incorporated herein by
reference. For practicing the present invention, the tape
library 52 or cached disk array 47 stores video clips 1 a
compressed format. Each clip, for example, 1s a recorded
MPEG transport stream, including a video elementary
stream and one or more audio elementary streams synchro-
nized to the video elementary stream. By using the splicing
techniques as described below, 1t 1s possible for the video file
server to make a seamless transition to a second clip from an
intermediate location 1n a first clip during real-time audio/
video data transmission from the video file server 20 to one
of the clients 54. In this regard, for the purposes of inter-
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preting the appended claims, “seamless splicing” should be
understood to mean a process that will produce a spliced
transport stream, the play-out of which is substantially free
from any audio-visual artifact that the human auditory and
visual system can detect.

With reference to FIG. 2, there 1s shown another appli-
cation for seamless splicing of MPEG transport streams. In
this application, a set-top decoder box 61 receives a number
of MPEG transport streams from a coaxial cable 62. Each of
the MPEG transport streams encodes audio and video infor-
mation for a respective television channel. A viewer (not
shown) may operate a remote control 63 to select one of the
channels for viewing on a television 64. The decoder box 61
selects the MPEG transport stream for the desired channel
and decodes the transport stream to provide a conventional
audio/visual signal (such as an NTSC composite analog
audio/video signal) to the television set.

In the set-top application as shown 1n FIG. 2, a problem
arises when the viewer rapidly scans through the channels
available from the decoder 61. If a stmple demultiplexer 1s
used to switch from one MPEG transport stream to another
from the cable 62, a considerable time will be required for
the decoder to adapt to the context of the new stream. During
this adaptation process, undesirable audio and video discon-
finuities may result. One attempt to solve this discontinuity
problem 1s to reset the decoder, squelch the audio, and freeze
the video for a certain amount of time after switching from
one MPEG ftransport stream to another. However, this
approach will slow down the maximum rate at which the
viewer can scan through the channels while looking for an
Interesting program to watch.

A preferred solution 1s to incorporate an MPEG transport
stream splicer into the set-top decoder box. The MPEG
splicer would be programmed to perform a seamless splicing
procedure as will be described further below with reference
to FIG. 7 et seq. The MPEG splicer would seamlessly splice
from an MPEG transport stream currently viewed to a
selected new MPEG transport stream to produce an encoded
MPEG ftransport stream that would be decoded in the
conventional fashion without significant audio/visual dis-
continuities and without a significant delay. The MPEG
splicer 1n the set-top decoder box would be similar to the

MPEG splicer shown 1n FIG. 3.

FIG. 3 shows a switch 70 for seamless switching between
MPEG transport streams in a broadcast environment. The
switch 70 receives MPEG transport streams from a variety
of sources, such as a satellite dish receiver 71, servers 72, 73,
74, and a studio video camera 75 and an MPEG encoder 76.
A conventional method of seamless switching between
MPEG transport streams 1n a broadcast environment 1s to
decode each transport stream 1nto a respective series of
video frames and one or more corresponding audio signals,
switch between the video frames and corresponding audio
signals for one transport stream and the video frames and
corresponding audio signals for another transport stream,
and re-encode the video frames and audio signals to produce
the spliced MPEG transport stream. However, the compu-
tational and storage resources needed for decoding the
MPEG transport streams and encoding the spliced video
frames and audio signals can be avoided using the seamless
splicing procedure described below.

In the switch 70, a de-multiplexer 77 switches from a
current MPEG transport stream to a new MPEG transport
stream. The MPEG transport stream selected by the multi-
plexer 77 1s recetved by an MPEG splicer 78, which
performs seamless splicing as described below. The MPEG
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splicer 78 includes a central processor unit (CPU) and
random access memory 80. The random access memory
provides buffering of the MPEG transport stream selected by
the multiplexer 77 so that at the time of splicing, the splicer
78 will have 1n the memory 80 a portion of the current
MPEG transport stream near the splice point, and a begin-
ning portion of the new MPEG transport stream. The splicer
78 outputs a spliced MPEG transport stream that can be
transmitted to customers, for example, from a broadcast

antenna 81.

With reference to FIG. 4, there 1s shown a block diagram
of an MPEG decoder. The decoder includes a demultiplexer
90, which receives a transport stream (TS) of packets. The
demultiplexer extracts a stream of video packetized elemen-
tary stream (V-PES) packets, and two streams of audio
packetized elementary stream (A-PES) packets. A video
buifer 91 receives the stream of V-PES packets, a first audio
buffer 92 receives the first stream of A-PES packets, and a
second audio buflfer 93 receives the second stream of A-PES
packets. A video decoder 94 receives the V-PES packets
from the video buffer 91 and produces video presentation
units (VPUs). Each VPU, for example, includes digital data
specifying the color and intensity of each pixel 1n a video
frame. A first audio decoder 935 receives A-PES packets from
the first audio buffer 92 and produces audio presentation
units (APUs) for a first audio channel. An audio presentation
unit, for example, includes digital data specifying a series of
audio samples over an interval of time. A second audio
decoder 96 receives A-PES packets from the second audio
buffer 93 and produces APUs for a second audio channel.
The first and second channels, for example, are right and left
stereo audio channels.

For seamless splicing of MPEG transport streams, it 1s not
necessary to decode the video and audio elementary streams
down to the presentation unit level, nor 1s 1t necessary to
simulate the video and audio buflers. Instead, the transport
stream need only be parsed down to the level of the
packetized elementary streams and access units, and the
video and audio buffers need be considered only to the
extent of avoiding buffer overflow or underflow. As will be
described below, buffer overflow or underflow can be
avolded by estimating buffer level based on program clock
reference (PCR) and decode time stamp (DTS) values.
Seamless splicing can be done independently of the method
of audio encoding, although the estimation of buffer level
can be made more precise by taking into consideration
certain encoded data statistics, which happen to be depen-
dent on the type of audio encoding. It 1s desired to provide
a generic splicing method in which no constraining assump-
fions are made about various encoding parameters such as
frame rate, audio bit rate, and audio sampling frequency. It
1s also desired to achieve splicing directly on the transport
streams with as little complexity as possible.

FIG. 5 1s a diagram showing the syntax of the MPEG-2
Transport Stream. This diagram 1s a relevant portion of
Figure F.1 of Annex F of the MPEG-2 standards document
ISO/IEC 13818-1. The MPEG-2 Transport Stream 1s com-
prised of a series of 188 byte TS packets, each of which may
include wvideo, audio, or control information. Seamless
splicing, as described below, may involve modification of
the payload unit start indicator, the packet identifier (PID),
the continuity counter field, the adaptation field length in the
adaptation field, and the program counter (PCR) time stamp
again provided in the adaptation field. If the data of a video
PES packet or audio PES packet starts 1n the payload of a TS
packet, then the payload unit start indicator bit 1s set to a one.
Otherwise, if the TS packet contains the continuation of an
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already mitiated audio or video PES packet, then the payload
unit start indicator bit 1s set to zero. Very typically the
payload unit start indicator will be changed by setting it to
one at the first TS packet of the audio for the second stream
in the spliced Transport Stream. The original continuity
counter values of the second stream are modified so that the
continuity counter values 1n the spliced TS have consecutive
values. The adaptation field length 1n the adaptation fields of
the last audio TS packet 1n the first stream and also the first
audio TS packet 1n the second stream within the spliced TS
will typically need to be modified during splicing in order to
insert some stuffing bytes to generate full 188 byte sized
valid transport packets. The original PCR values from the

second stream are uniformly incremented 1n the spliced TS.

FIG. 6 1s a diagram showing the syntax of an MPEG-2
PES packet. This diagram 1s a relevant portion of Figure F.2

of Annex F of the MPEG-2 standards document ISO/IEC
13818-1. The MPEG-2 PES packet may include video,
audio, or control information. Seamless splicing, as
described below, may involve modification of the PES
packet length, and the data alignment indicator and presen-
tation time stamp (PTS) and decode time stamp (DTS) in the
PES header. During splicing, the PES packet length typically
has to be modified for the audio, 1n two places. The first 1s
the last audio PES packet of the first stream, where the
information about the size often has to be changed. The size
should refer to the bytes preserved 1n these two audio PES
packets after editing for splicing 1s made. The data align-
ment indicator may also change 1n the first audio PES packet
of the second stream due to deletion of some obsolete audio
access units. The original PTS and DTS values from the
second stream are uniformly incremented 1n the spliced TS.

In general, splicing of MPEG-2 Transport Streams
involves selecting an end point 1n a first MPEG-2 TS stream,
selecting a beginning point in a second MPEG-2 TS stream,
combining the content of the first TS stream prior in pre-
sentation order to the end point with the content of the
second TS stream subsequent 1n presentation order to the
beginning point. Unfortunately, the TS streams are format-
ted so that the presentation order 1s often different from the
order 1n which the content appears in the TS streams. In
particular, transport packets including audio information are
delayed with respect to corresponding transport packets of
video information. Moreover, as noted above, the B frames
appear 1n the TS streams 1n reverse of their presentation
order with respect to the reference frames that immediately
follow the B frames. As shown 1n FIG. 7, for example, the
first Transport Stream 101 and the second Transport Stream

102 are subdivided by a dashed cut line 103 which indicates
which of the audio packets (Al) and video packets (V1) in
the first stream appear 1n presentation order before the end
point, and which of the audio packets (A2) and video
packets (V2) in the second stream 102 appear in presentation
order after the beginning point. Due to this problem, the
transport streams are parsed prior to splicing to determine
the relative presentation time of the video and audio infor-
mation around the desired beginning and end points. In
addition, splicing 1s more difficult than just removing certain
Transport Stream packets from the first and second Trans-
port Streams and concatenating the two streams. In general,
the audio data to keep and the audio data to discard will not
be segregated into contiguous blocks i1n the Transport
Streams. Typically the splicing operation will involve refor-
matting of the audio data 1n the spliced Transport Stream, as
discussed below with reference to FIG. 43.

As shown 1n FIG. 8, the portion of the first Transport
Stream prior to the end point has been parsed 1nto a video
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PES stream 111 and an audio PES stream 112, and the
portion of the second Transport Stream after the beginning,
point has been parsed 1nto a video PES stream 113 and an
aligned audio PES stream 114. The two video PES streams
111, 113 have been jointed together at a dashed cut line 1135,
and the two audio PES streams have been also joined at the
dashed cut line 115. The natural cut point for the audio
stream, however, 1S not between video PES boundaries, and
instead it is between audio access units (AAU) which are
decoded to produce corresponding audio presentation units
(APU). Therefore, there may be a slight gap or overlap at the
cut line 115 between the AAUs from the first Transport
Stream and the AAUs from the second Transport Stream.
The gap or the overlap 1s removed during a reformatting
operation 1n which the spliced Transport Stream 1s produced
from the parsed video PES stream and the parsed audio PES
stream. Typically the reformatting operation will shightly
shift the alignment of the audio presentation units from the
second Transport Stream with respect to their corresponding
video presentation units.

As shown 1n FIG. 9, the AAUs are not necessarily aligned
on the audio PES packet boundaries in the elementary
stream. There may be fractions of an AAU at the beginning
116 and/or end 117 of the PES packet payload. The parsing
and the reformatting operations take 1nto account this non-
alignment of the AAUs with the PES packet boundaries.
Each AAU, for example, has 576 bytes, and decodes to a 24
millisecond APU, for a sampling frequency of 48 kHz and
audio bit rate of 192 kbits/sec. Of course, the splicing
techniques disclosed here can be used with a variety of
sampling rates and audio encoding techniques.

One problem with the splicing of transport streams 1s the
climination of any audio discontinuity at the splice point
without causing an excessive or cumulative skew 1n the
audio buffer level or 1n the alignment of the audio with the
corresponding video. In general, there will be no alignment
of the VPUs and the APUs because the audio and video
frame durations are substantially incommensurate. For
example, an MPEG-2 TS encoding an NTSC television
program with an audio sampling frequency of 48 kHz and
audio bit rate of 192 kbits/sec will have a video frame
duration (VPU) of Y2007 sec. and an audio frame duration
(APU) of 24 msec. In this example, the start of a VPU will
be aligned (in presentation time) with the start of an APU
possibly at the beginning of a stream and then only at
multiples of 5 minute increments 1n time. This 1implies that
later they will not be aligned again for all practical purposes.

The splicing pomt between two MPEG-2 Transport
Streams 1s naturally defined with respect to VPUs. The
splicing point, for example, occurs at the end of the VPU for
an Out Point (I or P frame) in the first TS, and at the
beginning of the VPU for an In Point (I frame of a closed
GOP) in the second TS. For splicing, the time base of the
second TS 1s shifted to achieve video presentation continu-
ity.

Because the AAUSs are usually not aligned with the VPUs,
there 1s an 1ssue with respect to the selection of AAUs to be
included in the spliced TS. In general, audio truncation (i.e.,
positioning of the cut with respect to the stream of AAUs in
the first and second TS) should always be done at the AAU
boundaries. Fractional AAUSs are useless because the audio
encoding algorithm 1s such that only whole AAUs can be
decoded. Audio truncation for the ending stream should be
done with respect to the end of 1ts last VPU’s presentation
interval. Audio truncation for the beginning stream should
be done relative to the beginning of 1ts first VPU’s presen-
tation interval. These general rules, however, are msuflicient
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to precisely specity which AAUSs should be selected near the
cut for inclusion 1n the spliced TS.

A more precise set of rules for selection of AAUs near the
cut takes 1nto consideration the concept of the “best aligned
APU” and also takes into consideration the audio buffer
level that would be expected in the beginning (i.e., second)
stream absent splicing. The “best aligned final APU” of the
ending (i.e., first) stream is defined as the APU whose
presentation interval ends within one APU interval centered
about the time of the cut. The “best aligned 1nitial APU” of
the beginning (i.e., second) stream is defined as the APU
whose presentation interval starts within one APU interval
centered about the time of the cut. As shown 1n the logic
table of FIG. 10, there are eight possible cases that can be
identified 1n terms of the “best aligned final APU,” the “best
aligned 1nitial APU,” and the presence of an audio gap or an
audio overlap with respect to these best aligned APUs after
the alignment of the VPUs of first and second streams at the
cut point.

In FIG. 10, the APU duration 1s assumed to be 24 msec
only for illustrative purposes without loss of generality. The
eight cases are shown 1n FIGS. 11A, 12A, 13A, 14A, 15A,
16A, 17A, and 18A, and corresponding splicing solutions
are shown 1 FIGS. 11B, 11C, 12B, 13B, 14B, 15B, 16B,
178, 17C, and 18B. FIGS. 11B and 11C show alternative
solutions, and FIGS. 17B and 17C show alternative solu-
tions. In FIGS. 11A to 18B, VPUKk designates the VPU of the
Out-Point, APUj designates the best aligned. final APU,
VPUn designates the VPU of the In-Point, and APUm
designates the best aligned initial APU. Presentation time
increases from left to right 1n the figures, and the bold dashed
line 1s the cut line at which the beginning presentation time

of VPUn becomes aligned with end presentation time of
VPUK.

The decoding logic of FIG. 10 can be implemented 1n
software 1nstructions for computing delta values, where
delta 1 1s computed as the end of the presentation time of the
last VPU of the first stream minus the presentation time of
the end of the best aligned final APU of the first stream. The
best aligned final APU can be found by computing such a
delta for each APU 1n the first stream around the time of the
cut, and selecting the APU having such a delta that 1s within
plus or minus one-half of the APU interval. Delta 2 1s
computed as the beginning of the presentation time interval
of the first VPU of the second stream minus the presentation
time of the beginning of the best aligned 1nitial APU of the
second stream. The best aligned initial APU can be found by
computing such a delta for each APU 1n the second stream
around the time of the cut, and selecting the APU having

such a delta that 1s within plus or minus one-half of the APU
interval.

The decoding logic of FIG. 10 1s acceptable when the
expected mean audio buffer level would be neither high nor
low 1n the second stream absent splicing (i.e., in the original
form of the second stream). When such a mean audio buffer
level would be high or low for the second stream, additional
solutions may be appropriate, as will be described below

with reference to FIGS. 27 to 35.

Except for the cases in FIGS. 11A and 17A, splicing
involves truncating the first audio stream at the end of the
best aligned final APU, and starting the second audio stream
at the best aligned 1nitial APU. The presentation time stamps
of the best aligned initial APU and all following APUs from
the second stream are re-stamped so that they follow next in
sequence after the best aligned final APU. Since presentation
time stamps are not provided for each AAU but rather
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speciflied 1n the header field of audio PES packets for the first
AAU commencing in the payload of the PES packet, the
above mentioned re-stamping 1s achieved by modifying only
these specified presentation time stamps. Further processing
1s required at the elementary stream level for moditying the
audio PES packet carrying the best aligned final APU, and
modifying the audio PES packet carrying the best aligned
initial APU. The audio PES packet carrying the best aligned
final APU 1s modified by truncation of AAU data after the
AAU associated with the best aligned final APU, and
modifying the PES packet size (in the corresponding PES
packet header field) accordingly. The audio PES packet
carrying the best aligned 1nitial APU 1s modified by deleting
the AAU data preceding the AAU associated with the best
aligned initial APU, and modifying the PES packet size (in
the corresponding PES packet header field) accordingly. In
addition and as mentioned above, the audio PES packet
carrying the best aligned initial APU and all subsequent
audio PES packets are modified by re-stamping their PTS
values to follow 1n sequence from the PTS value of the audio
PES packet carrying the best aligned final APU. The cases
in FIGS. 11A and 17A involve stmilar truncation and modi-
fication operations, but i these cases either an additional
APU is included in between the best aligned APUs (case of
FIG. 11A) or one of the best aligned APUs is omitted (case
of FIG. 17A). For the eight cases of audio splicing identified
in FIG. 10, 1t 1s possible to construct a spliced audio
clementary stream with no holes and no audio PTS discon-
finuity. As a consequence, an audio/video skew 1n presen-
tation time of magnitude at most half of an APU duration
will be introduced following the cut point 1n the spliced
stream. This audio splicing technique can be repeated any
number of times with neither a failure to meet its structural
assumptions nor a degradation in this audio/video skew
performance. The A/V skews introduced by the multiple
splices do not accumulate. Irrespective of the number of
consecutive splices, the worst audio/video skew at any point
in time will be half of the APU duration. At each splice point,
at the termination of the APUs and VPUs of the first stream,
the total audio and video presentation durations up to that
point will be almost matching each other, i.e., |video__
duration-audio__duration|<=(%) APU__duration. Therefore
always the proper amount of audio data will be provided by
the audio splicing procedure described above. The resulting
audio stream 1s error-free and MPEG-2 compliant.

The audio and video elementary streams must be recom-
bined around and following the splice point. This 1s conve-
niently done by reformatting of spliced Transport Stream
around and following the splice point. The truncation of the
final PES packet of the first audio stream will typically
necessitate the insertion of some adaptation field padding
into 1ts last transport packet. The deletion of some AAU data
from the beginning of the second audio stream’s 1nitial PES
packet will typically necessitate the editing of at most two
audio transport packets.

In any MPEG-2 Transport Stream, the audio bit rate, over
the span of a few VAU durations, 1s substantially constant.
The VAUSs, however, are of varying sizes. Therefore the
relative positions of VAUs and AAUs associated with VPUs
and APUs almost aligned in time cannot be maintained
constant. Almost always it 1s the case that the AAUs are
significantly delayed with respect to the corresponding
VAUs for which the decoded representations are almost
synchronous. Therefore, splicing to achieve the solutions for
the cases of FIGS. 11 A to 18A also involves transport packet
buffering and re-multiplexing. The delayed audio packets
near the Out Point in the first TS stream are temporarily

10

15

20

25

30

35

40

45

50

55

60

65

16

stored 1n a buffer when the first T'S stream 1s truncated based
on the VAU of the Out Point. Also, the spliced TS 1is
reformatted by deletion of some obsolete audio packets at
the beginning of the second stream around the In Point, and
repositioning of some audio packets of the first stream just
following the Out Point into the spliced TS.

With reference to FIG. 19, there 1s shown a top-level tlow
chart of the preferred procedure for splicing MPEG Trans-
port Streams. At least the portions of a first and second
MPEG TS stream around the Out Point and In Point,
respectively, are assumed to be stored 1n a buffer. The stored
MPEG TS data for the first stream will be referred to as a

first clip, and the stored MPEG TS data for the second
stream will be referred to as a second clip.

In a first step 121, the splicing procedure receives an
indication of a desired end frame of the first clip and a
desired start frame of the second clip. Next, 1n step 122, the
splicing procedure finds the closest I frame preceding the
desired start frame to be the In Point for splicing. In step 123,
a video splicing subroutine 1s 1nvoked, as further described
below with reference to FIGS. 23 to 24. In step 124, an audio
splicing subroutine 1s invoked, as further described below
with reference to FIGS. 25 to 26. Finally, m step 125, the
concatenation of the first clip up to about the Out Point and
the second clip subsequent to about the In Point 1s
re-formatted, including re-stamping of the PTS and PCR
values for the audio and video.

Considering now video splicing, the splicing procedure
should ensure the absence of objectionable video artifacts,
preserve the duration of the spliced stream, and if possible,
keep all of the desired frames in the spliced stream. The
duration of the spliced stream should be preserved 1n order
to prevent any time drift in the scheduled play-list. In some
cases, 1t 1s not possible to keep all of the original video
frames due to buifer problems. In such a case, one or more
frames of the clip are replaced by frozen frames, and this
frame replacement 1s made as i1nvisible as possible.

Management of the video bufler 1s an important consid-
cration 1n ensuring the absence of objectionable video
artifacts. In a constant bit rate (CBR) and uniform picture
quality sequence, subsequent pictures typically have coded
representations of drastically different sizes. The encoder
must manage the decoder’s buller within several constraints.
The builer should be assumed to have a certain size defined
in the MPEG-2 standard. The decoder buifer should neither
overflow nor underflow. Furthermore, the decoder cannot
decode a picture before it receives it in full (1.e. completely).
Moreover, the decoder should not be made to “wait” for the
next picture to decode; this means that every 40 ms 1in PAL
and 120.07 second 1n NTSC, the decoder must have access to
a full picture ready to be decoded.

The MPEG encoder manages the video decoder buffer
through decode time stamps (DTS), presentation time
stamps (PTS), and program clock reference (PCR) values.
With reference to FIG. 20A, for example, there 1s shown the
video buifer level during the playing of a first clip. The
X-axis represents the time axis. The video buffer level
initially increases 1n a linear fashion over a segment 131 as
the buffer 1s loaded at a constant bit rate. Then over a time
span 132, video data 1s displayed at frame intervals, and the
buffer 1s replenished at least to some extent between the
frame 1ntervals. At a time T , the last video frame’s data 1s
finished being loaded 1nto the video buifer. Then the video
bufler 1s periodically depleted to some extent at each sub-
sequent video frame interval, and becomes emptied at a time

DTS, ;.




US 6,673,332 Bl

17

FIG. 20B shows the video bufler level for a second clip.
The video buffer begins to receive video data for the second
clip at a time PCR_,. (PCR_, 1s extrapolated from the value
of the most recent received genuine PCR record, to the first
byte of the picture header sync word of the first video frame
in the clip to start. The extrapolation adjusts this most
recently recerved genuine PCR record value by the quotient
of the displacement in data bits of the clip from the position
where 1t appears in the second clip to the position at which
video data of the first frame of the second clip begins,
divided by the data transmission bit rate for transmission of
the clip to the decoder.) The video buffer level itially
increases 1n a linear fashion over a segment 134 as the butfer
1s loaded at a constant bit rate. However, the slope of the
secgment 134 1n FIG. 20B may be substantially different from
the slope of the segment 131 1n FIG. 20A. In each case, the
slope of the segment 1s proportional to the bit rate at which
the data 1s loaded 1nto the video buffer. As shown, the video
data of the second clip 1s received at the video buffer at a
higher bit rate than the video data of the first clip. At a time
DTS, the first frame of the second clip 1s decoded as more
video data from the second clip continues to flow into the
video buffer.

When splicing the end of the first clip of FIG. 20A to the
beginning of the second clip of FIG. 20B, there will be a
problem of video buffer management 1f duration of time
DTS, ,-T_ 1s different from the duration of time DTS,.,-
PCR,, minus one video frame (presentation) interval.
Because the time PCR _, must just follow T_, there will be a
cgap 1n the decoding and presentation of video frames if
DTS.,-PCR _, 1s substantially greater than DTS, ,-T  plus
one video frame interval. In this case, the buffer will not be
sufficiently full to begin decoding of the second clip one
video frame 1nterval after the last frame of the first clip has
been decoded. Consequently, either the second clip will be
prematurely started to be decoded or the decoder will be
forced to repeat a frame one or more times after the end of
the display of the last frame from the first clip to provide the
required delay for the second clip’s bufler build-up. In the
case of a premature start for decoding the second clip, a
video buffer underflow risk 1s generated. On the other hand,
in case of repeated frames, the desired frame accuracy for
scheduled play-lists 1s lost besides the fact that a precise
fiming adjustment can neither be achieved through this
procedure.

If DTS.,-PCR _, 1s substantially less than DTS, ,-T_ plus
one video frame interval, then the decoder will not be able
to decode the first frame of the second clip at the specified
time DTS, because the last frame of the first clip will not
yet have been removed from the video buffer. In this case a
video buffer overtlow risk 1s generated. Video buifer over-
flow may present a problem not only at the beginning of the
second clip, but also at a subsequent location of the second
clip. If the second clip 1s encoded by an MPEG-2 compliant
encoder, then video buffer underlow or buffer overflow will
not occur at any time during the decoding of the clip.
However, this guarantee 1s no longer valid if the DTS, —
PCR _, relationship at the beginning of the second clip 1s
altered. Consequently, to avoid buffer problems, the buffer
occupancy at the end of the first clip must be modified 1n
some fashion. This problem 1s i1nevitable when splicing
between clips having significantly different ending and
starting buffer levels. This 1s why SMPTE has defined some
splice types corresponding to well-defined buffer levels.

In order to seamlessly splice the first clip of FIG. 20A to
the second clip of FIG. 20B, the content of the first clip
(towards its end) is modified so that PCR, can just follow T,
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(by one byte transmission time) and DTS, can just follow
DTS, , (by one video frame presentation interval). FIG. 21
shows the video buffer level for the spicing of the first clip
to the second clip in this fashion. The content around the end
of the first clip has been modified to provide a buifer
emptying characteristic shown 1n dashed lines, such as the
line segments 136, so that the buffer 1s emptied sooner of
video data from the first clip. In particular, this is done by
replacing a frame loaded into the video buifer over an
interval 137 with a “freeze frame” having a selected amount
of video data. The position of DTS, , has not changed, the
position of DTS, 1s one video frame interval after DTS, ,,
and the relationship DTS.,—PCR _, 1s unchanged, but the
position of T_ has been moved to T ' 1n order to achieve the
desired conditions for seamless video splicing.

FIG. 22 shows a flow chart of a seamless video splicing,
procedure that obtains the desired conditions just described
above. In a first step 141, the first DTS of the second clip 1s
anchored at one frame 1nterval later than the last DTS of the
first clip 1n order to prevent a video decoding discontinuity.
Then, 1n step 142, the procedure branches depending on
whether the PCR extrapolated to the beginning frame of the
second clip falls just after the ending time of the first clip.
If so, then the splice will be secamless with respect to its
video content. Otherwise, the procedure branches to step
143. In step 143, the content of the first clip 1s adjusted so
that the PCR extrapolated to the beginning frame of the
second clip falls just after the ending time of the first clip.
Therefore the desired conditions for seamless video splicing
are achieved.

With reference to FIG. 23, there 1s shown a more detailed
flow chart of a seamless video splicing procedure. In a first

step 151, the procedure inspects the content of the first clip
to determine the last DTS/PTS of the first clip. This last

DTS/PTS of the first clip 1s designated DTS, ;. Next, 1n step
152, the procedure 1nspects the content of the first clip to
determine the time of arrival (T)) of the last byte of the first
clip. In step 153, the procedure adds one frame interval to
DTS, ; to find the desired first DTS location for the second
clip. The sum, designated DTS, 1s equal to DTS, ,+1/FR,
where FR 1s the video frame rate. In step 154, while keeping
the DTS-PCR | relationship unaltered, the procedure finds
the time instant, designated T, at which the first byte of the
second clip should arrive. This 1s done by calculating

Lszarr=D1Sp,-PCR,,, and T=DTSz ~Tsqs 1

Continuing 1 FIG. 24, m step 155, execution branches
depending on whether T¢ 1s equal to T, plus 8 divided by the
bit rate. If not, then the clips to be spliced need modification
before concatenation, and execution branches to step 156. In
step 156, execution branches depending on whether T 1s
less than T plus 8 divided by the bit rate. If not, then there
1s an undesired gap 1n between the clips to be spliced, and
execution branches to step 157. In step 157, null packets are
inserted into the clips to be spliced to compensate for the
cgap. The gap to be compensated has a number of bytes,
designated G, equal to (T—T )(BIT RATE)/8 minus one. If
in step 156, T 1s less than T, plus 8 divided by the bait rate,
then execution conftinues from step 156 to step 158 to open
up a certain amount of space in the first clip to achieve
T=T_+8/(BIT RATE). The number of bytes to drop 1s one
plus (T,-T )(BIT RATE)/8. If possible, the bytes are
dropped by removing null packets. Otherwise, one or if
neceded more predicted video frames are replaced with
smaller, variable-size freeze frames.

If 1n step 155 T 1s found to be equal to T plus 8 divided
by the bit rate, then execution continues to step 159. Execu-
tion also continues to step 159 from steps 157 and 158. In
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step 159, the transport streams from the two clips are
concatenated. Finally, in step 160, a subroutine, as described
below with reference to FIG. 38, 1s called to compute a video
time stamp offset, designated as Vg ..

With reference to FIG. 25, there 1s shown the beginning
of a flow chart of an audio splicing procedure. In a first step
171, the procedure finds the audio access unit (AAU) of the
first clip best aligned with the end frame of the first clip (in
terms of the ending instants of their presentations) after

splicing of the video. Then, 1n step 172, the procedure finds
the audio access unit (AAU) of the second clip best aligned
with the In Point of the second clip (in terms of the starting
instant of its presentation). In step 173, for the second clip
the mean audio buffer level, assuming no modification made
for splicing, 1s compared to a high threshold, designated B.
(B, for example, has a value of 66% of the audio buffer
capacity.) If this mean audio buffer level exceeds the high
threshold B, then the procedure branches to step 174. In step
174, 1f the above-deﬁned best aligned AAUSs do not achieve
a backward skew, then the best aligned AAUs are modified
by dropping only one of them 1n either of the clips to reduce
the mean audio bufler level for the second clip. In step 173,
if the mean audio buffer level does not exceed the high
threshold B, then execution continues to step 175. In step
175, the mean audio buifer level for the second clip, assum-
ing no modification made for splicing, 1s compared to a low
threshold, designated A. (A, for example, has a value of 33%
of the audio buffer capacity.) If this mean audio buffer level
1s less than the low threshold A, then the procedure branches
to step 176. In step 176, if the above-defined best aligned
AAUs do not achieve a forward skew, then the best aligned
AAUs are modified by appending only one extra AAU either
after the best aligned AAU 1n the first clip or before the best
aligned AAU 1n the second clip to increase the mean audio
buffer level for the second clip.

In general, a forward skew of the AAUSs from the second
stream by incrementing their presentation time instants tends
to 1ncrease the mean audio buffer level. Therefore, a forward
skew 1s good if the mean audio buffer level 1s low for the
second stream. A backward skew of the AAUs from the
seccond stream by decrementing their presentation time
mstants tends to decrease the audio buffer level. Therefore,
a backward skew 1s good 1if the mean audio buffer level 1s
high for the second stream.

In step 175, 1f the mean audio buffer level 1s not less than
the low threshold A, then the procedure continues to step
177 1n FIG. 26. The procedure continues to step 177 also
after steps 174 and 176. In step 177, the procedure removes
all AAUs 1n the first clip after the best aligned AAU 1n the
first clip, and adjusts the last audio PES packet header 1n the
first clip to retlect the change in 1its size 1n bytes after the
removal. In FIG. 26, step 178, the procedure finds the audio
PES packet 1n the second clip which includes the best
aligned AAU 1n the second clip, and removes all AAUs
preceding the best aligned one in this PES packet. Then in
step 179, the procedure produces a PES packet header to
encapsulate the best aligned AAU and the AAUs after 1t, and
writes the PES packet size into the header. Finally, 1n step
180, the procedure calculates the required audio PTS offset
(A per) to be used for re-stamping the audio of the second
clip.

The preferred implementation of the audio Splicing rou-
tine 1n FIGS. 26 and 27 uses the logic shown 1n FIG. 27.
Depending on whether the mean audio buifer level for the
second clip, assuming no modifications are made for
splicing, 1s greater than the high threshold B or less than the
low threshold A, the eight cases of FIG. 10 are expanded to
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sixteen cases. The preferred solutions for these eight addi-
tional cases are shown 1n FIGS. 28 to 35. When the mean
audio buffer level for the second clip, assuming no modifi-
cations are made for splicing, 1s neither greater than the high
threshold B nor less than the low threshold A, then the
solutions shown 1n FIGS. 11 to 18 are immediately appli-
cable.

A preferred method of estimating the mean audio buifer
level of a clip is to use the product (PTS,~PCR_)(BIT

RATE) as an indication of the audio buffer level. PTS;
denotes the 1th audio PTS time stamp, and PCR _; denotes the
PCR value extrapolated to the bit position of PTS,. Because
the product (PTS,-PCR_)(BIT RATE) will fluctuate more
rapidly than the mean audlo buffer level, the computed
values may be processed by a simple digital filter routine to
obtain an estimated value of the mean audio buffer level at
any point of a clip. Shown 1 FIG. 36, for example, 1s a
digital filter schematic that includes a single first-order
recursive stage 191 for computing an estimate of the mean
audio buffer level ABV. The computation includes a scaling
of (PTS,-~PCR_,))(BIT RATE) by a factor of 1/n,,, where n_,,
1s the effective number of samples over which the mean 1s
estimated. The scaled value 1s added to the previous estimate
of the mean value of ABV scaled by a “forgetting factor” of
1-1/n_.. The previous value 1s stored 1n a register 192. In a
similar fashion, an estimate of the variance of the audio
buffer level at any point of a clip 1s computed by similar
circuitry or computations depicted 1n FIG. 36. For example,
the estimate of the variance can be computed by a subtractor
193 that calculates the deviation of each sample of (PTS;-
PCR_)(BIT RATE) from the estimated mean audio buffer
level, a squaring unit 194, and another first-order recursive
filter stage generally designated 1935.

Instead of determining whether the mean audio buffer
level 1s relatively high or low for a clip, a determination can
be made as to whether the audio buffer full level (1.e., audio
buffer size) is within a certain number of estimated standard
deviations from the estimated mean audio buffer level, or
whether the audio buffer empty level (e.g., zero bytes) is
within a certain number of estimated standard deviations
from the estimated mean audio level. In this case, the certain
number can be selected based on the usual statistics of the
type of audio encoding that 1s employed, in order to ensure
the absence of audio buifer undertlow or overflow within a
desired level of confidence. In order to make the compari-
sons very simple at the time of splicing, the maximum and
minimum expected deviations from the estimated average
can be computed in advance for each clip. For example, FIG.
37 shows 1n schematic form the computations necessary (o
compute the maximum of the estimated mean buifer level
AVB plus twice the estimated standard deviation, and to
compute the minimum of the estimated mean buffer level
AVB minus twice the standard deviation. The box 198, for
example, outputs a binary value indicating whether or not
the mput A 1s greater than the mput B. The symbol 199
denotes a multiplexer or selection step. The symbol 200
denotes a square root operator block. The other symbols in
FIG. 37 have meanings similar to the like symbols 1n FIG.

36.

To simplify audio buiffer management during splicing
transients, 1t 1s recommended to have the same audio buffer
levels at the beginning and at the end of the clips. The case
of going from a low to a high audio buffer level 1s the most
problematic, and 1s addressed by a sufficiently precise mean
buffer level estimate for beyond the selected In Point.

If there are multiple audio streams for one program, then
all of these individual audio streams are processed 1ndepen-
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dently 1n the fashion described above for a single stream. For
example, there could be two stereo audio streams for one
program, or four audio streams for quadraphonic sound. The
association of the ending (i.e., first) clip and starting (i.e.,
second) clip audio streams to splice together depends on the
PID of the streams after PID re-mapping, if there 1s PID
re-mapping, or on the PID of each stream in the spliced
clips, if there 1s no PID re-mapping. For an audio stream of
the ending clip that has no audio stream in the starting clip
that can be associated with it, the preserved audio packets
are played until the end. This will achieve the best possible
alignment between audio and video for the ending clip.

The method used above for seamless audio splicing can
also be used for splicing other elementary streams contain-
ing encapsulated data. For example, a TS may have addi-
tional elementary streams of other data encapsulated in
access units such as access units for teletext, closed
captioning, VBI, etc. To apply the seamless splicing method
to a TS having multiple elementary streams of non-video
and non-audio access units, the AU’s 1in each eclementary
stream are found that are best aligned with the first and last
video frames, and an AU sequence over the splice 1s
selected, independent of the content of the other non-video
clementary streams. In this case, the method will minimize
skew with respect to associated video frames and also
prevent accumulation of skew from multiple splices 1n the

18S.

With reference to FIG. 38, there 1s shown a flow chart of
a procedure for calculating the video time stamp oflset
Vorrerr 1IN a first step 211, the procedure finds the DTS of
the last video frame (in decode order) of the first clip. This
DTS of the last video frame of the first clip 1s denoted
DTS, ,. Then 1n step 212, the procedure finds the original
DTS of the first frame to be decoded 1n the second clip. This
DTS of the first frame to be decoded 1n the second clip 1s
denoted DTS, .. Finally, 1n step 213, the video time stamp
offset V,rrorr 18 computed as DTSy, ,—DTS,, plus one
video frame duration.

With reference to FIG. 39, there 1s shown a flow chart of
a procedure for calculating the audio time stamp offset
Ao rree7 In a first step 221, the procedure finds the PTS of
the last AAU of the first clip. This PTS of the last AAU of
the first clip 1s denoted PTS,;,. Then 1n step 222, the
procedure finds the original PTS of the first AAU to be
decoded 1n the second clip. This PTS of the first AAU to be
decoded 1n the second clip 1s denoted PTS, ;.. Finally, 1n step
223, the audio time stamp offset A, ror 1S cCOmputed as

PTS,; ,-PTS,,, plus one AAU duration.

With reference to FIG. 40, there 1s shown a flow chart of
a procedure for calculating the PCR offset PCR ;o7 In @
first step 231, the procedure finds the extrapolated PCR | for
the last byte of the first clip. This extrapolated PCR  1s
denoted PCR _; ;. Then 1n step 232, the procedure finds the
original extrapolated PCR  for the first byte of the second
clip. This extrapolated PCR _ 1s denoted PCR ... Finally, in
step 233, the PCR offset PCR,rr¢z7 18 computed as
PCR _, ,—PCR __., plus eight divided by the bit rate.

With reference to FIG. 41, there 1s shown a flow chart of
a procedure for re-stamping the time stamps in the portion
of the second clip appearing in the spliced transport stream.

In step 241, the video time stamp offset V,zrox715 added to
the DTS and PTS fields of all video PES packets in the

second chp Next, in step 242, the audio time stamp offset

AO o7 18 added to the PTS fields of all audio PES packets
in the second clip. In step 243, the PCR time stamp offset

PCR ,-7¢x7 18 computed by invoking the subroutine of FIG.
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40. In step 244 the PCR -z~ 1s added to all PCR records
in the second clip. In step 245 the PID fields of the TS

packets of the various streams i1n the second clip are
re-stamped based on their associations with the various
streams of the first clip. Finally, 1n step 246, the continuity
counter fields of the TS packets of the various streams are
re-stamped 1n the second clip so as to achieve stream
continuity from the first clip to the second clip.

In order to solve certain buffer problems and also to avoid
artifacts 1n case of clips starting with an open GOP, it
sometimes becomes necessary to remove some frames. If
these frames are removed from the stream without any
replacement, a “hole” 1n the frame presentation time
sequence will be generated. In this case, the result depends
on the decoder implementation (i.e. on how a particular
decoder handles this situation). For example, some decoders
try to correct the problem by themselves. More precisely,
they do not take the recorded DTS values into account and
continue decoding the frames they have received until they
possibly enter an underflow state. The observed result 1s a
freeze of the scene which occurs some frames after the
splicing point (sometimes 10 frames). In other,decoders the
consequences could be more catastrophic.

To avoid any unpleasant effect 1n a controlled fashion, the
frames which cannot be decoded are replaced by encoded
frozen frames. These frames are encoded such that they
ciiectively repeat a previous frame in the decoding order.
They can be either B-frames or P-frames. The frozen frame
implementation relies on null motion vectors and no coded
transform coelflicients. Consequently, these frames are com-
pletely MPEG-2compliant and the decoder doesn’t encoun-
ter any discontinuity in the stream.

With these frozen frames, decoder freeze can be con-
trolled to make the visual perception cleaner. There are three
different types of encoded frozen frames that can be gener-
ated for this purpose. These three types are a P-frame
repeating the previous I or P frame (in display order), a
B-frame repeating the previous I or P frame (in display
order), and a B-frame repeating the following I or P frame
(in display order). Moreover, any frozen frame should not be
separated from the frame it is repeating by some live (i.e.
non-frozen) frames in display order. To avoid any undesir-
able tlickering effect due to the presence of two fields within
an 1nterlaced frame, the frozen frames are generated using,
the dual motion prediction type which allows the encoding
of one field by extrapolation (prediction) from the dual field.

With reference to FIG. 42, there 1s shown a diagram of the
pixels 1 a video frame 250. According to the MPEG video
encoding standard, the video frame can be subdivided into
a rectangular array of macroblocks, where each macroblock
251 includes a square array of pixels. Pixels on the lower
right and lower borders of a frame that do not {it into full size
macroblocks are handled as follows. The frame horizontal
and vertical sizes are completed to the nearest integer
multiples of macroblock horizontal and vertical sizes by
richt-most column and lower-most row reptitions respec-
tively. The MPEG standard also permits slices, or linear
arrays of contiguous macroblocks, to be defined, with the
maximum sized slices 1including an 1nitial macroblock 1n a
left-most column and a final macroblock in a right-most
column. For example, a maximum size slice 255 1s shown
including all of the macroblocks 1n the third row of the
macroblock matrix. A large number of consecutive macrob-
locks 1 a slice can be very efliciently encoded by a
command to skip that number of macroblocks immediately
after the 1nitial macroblock 1n the slice. In case of a skip, the
encoding information (i.e., the motion vectors and quantized
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DCT coefficients for the prediction error) is common to all
skipped macroblocks and therefore 1s not repeated for each
skipped macroblock.

It 1s possible to encode a “freeze frame” 1n various ways,
such that the encoding of the “ifreeze frame” will result 1n a
selected variable size. The smallest freeze frame will define
the maximum number of skipped macroblocks and maxi-
mum si1ze slices, and a null set of DCT coeflicients for the
prediction residual and zero valued displacement vectors.

The largest freeze frame will define, for each of the non-
skipped macroblocks, a set of zero valued DCT coefficients
for the prediction residual and zero valued displacement
vectors. Freeze frames of mntermediate sizes can be defined
by using different numbers of skipped macroblocks, and
then various sizes of slices of macroblocks. Also, a slight
adjustment can be made by padding. Padding 1s done by
placing some stuffing bytes in the adaptation field (see FIG.
5).

With reference to FIG. 43, there 1s 1llustrated a problem of
non-obsolete audio TS packets 260 that follow 1n the first
clip after the end 261 of the video TS packet for the Out
Point, and null TS packets 262 and obsolete audio packets
263 1n the second clip after the beginning of the video TS
packet for the In Point. It 1s desired to replace as many of the
null TS packets 262 and obsolete audio packets 263 as
possible with the non-obsolete audio packets. If any of the
non-obsolete audio packets from the first clip cannot be
repositioned 1nto existing packet positions in the second clip
after the beginning of the video TS packet for the In Point,
then the placement of these remaining non-obsolete audio
TS packets may affect the D'TS.,—PCRC, relationship of the
In Point of the second clip or the T =T +8/(bit rate) rela-
tionship that needs to be satisfied for seamless video splic-
ing. In particular, the number of bits of the remaining
non-obsolete audio packets must either fit 1n the gap that
needs to be compensated 1n step 157 of FIG. 24, or will
require additional space to be opened up 1n the clip 1n step
158 (for example by reducing the size of a freeze frame or
increasing the number of video frames 1n the first clip that
must be replaced by freeze frames) to make room for them.

With reference to FIG. 44, there 1s shown a procedure of
a re-formatting operation that solves the problem of the
non-obsolete audio TS packets 260 that follow 1n the first
clip after the end 261 of the video TS packet for the Out
Point. In a first step 271, the procedure determines the
number (designated ;) of non-obsolete audio packets in the
first TS stream or clip following the end of the video at the
Out Point, and the total number (designated “k”) of null
packets and obsolete audio packets 1n the second TS stream
or clip following the beginning of video at the In Point and
up to the first non-obsolete audio packet 1n the second TS.
Next, 1n step 272, the procedure replaces any of the “k™ null
packets or obsolete audio packets 1n the second TS stream
with corresponding ones of the “y” non-obsolete audio
packets 1 the first TS stream, beginning with the most
advanced 1n time packets. Then, in step 273, the procedure
branches depending on whether or not “y” 1s greater than
“k”. If “1” 1s not greater than “k”, then all of the non-obsolete
audio packets following the Out Point from the first TS
stream have been inserted into the second TS stream fol-
lowing the In Point so that they no longer constitute a
problem for the seamless video splicing. In this case, execu-
fion branches to step 274 to change any remaining obsolete

audio packets to null TS packets, and the reformatting
procedure of FIG. 44 1s finished.

If “47 1s greater than “k”, execution continues from step
273 to step 275. In step 275, for the remaining (j—k)
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non-obsolete audio packets from the first stream, the pro-
cedure creates (j—k)* 188 bytes of additional space for them
in the spliced TS stream prior to the video for the Out Point.
This additional space must be generated so as to maintain the
TS=Te+8/(bit rate) condition of FIG. 24 for seamless video
splicing. This additional space can be entirely or partially
provided by the space of the null TS packets created 1n step
157, 1n which case these null TS packets are replaced with
non-obsolete audio packets. Any remaining ones of the
non-obsolete audio packets are placed into the space opened
up by reducing the space taken by the video packets in the
first stream prior to the Out Point. After step 275, the
re-formatting routine of FIG. 44 1s finished.

The reformatting of the spliced TS stream after concat-
enation also includes steps to ensure the continuity of
associated i1ndividual streams across the splice point. The
same program specific information (PSI) tables must occur
before and after the splicing point. This 1s achieved by
re-stamping all of the program identification indices (PIDs)
within the second clip with the associated stream PIDs of the
first clip. The program 1dentification indices must be the
same for the different component streams which form a
confinuation before and after the splicing points. In addition,
the continuity counter sequence for each elementary stream
must be evolving continuously across the splicing point.
Therefore, typically all of the continuity counter values are
re-stamped for each transport packet of the second stream.

There can also be a need for some further reformatting to
permit the In Point to be an I frame of an open GOP, and to
select where freeze frames should be mserted 1n the last GOP
before the Out Point. When the clip to decode and present
for viewing starts with an open GOP, some B-frames will
typically contain references to a frame that was in the
previous GOP at the encoding time. These reference frames
are not present 1n the new stream. So, it 1s not possible to
play these B frames without artifacts. They must be
removed. However, in order to keep an MPEG-2 compliant
stream and also to preserve frame accuracy, these B frames
are replaced by encoded frozen frames referring to a previ-
ous (in display order) I or P frame. As these B frames sent
after the first I frame of the clip to start, are presented before
it, the freeze will occur just at the splicing. The last anchor
frame of the completed clip 1s repeated one or several times,
but the new clip starts without any artifacts.

At the end of a clip, before decoding the last GOP to play,
the procedure determines which changes are to be performed
in this GOP to avoid builer problems. To do this, the
procedure accesses the following data:

the last GOP size (in bytes)
the last GOP size (in frames)

the DTS-PCR,, at the beginning of this GOP (i.e. for its
first frame) and the ending delay T, =DTS, ;-T_ at the
end of this GOP which can be computed.

the number of frames to play from this GOP which 1s not
necessarily equal to the full GOP size.

To rebuild this GOP, the procedure has access to the GOP
structure and the size of each frame. So, the last GOP 1s read
in full into the memory. This 1s done only if the procedure
needs to terminate with an incomplete GOP. It a play-at-time

interrupt arrives during playing a clip, the procedure deter-
mines 1n advance the number of frames remaining before the

transition to the next clip to prepare the GOP.

The frames to be replaced by encoded frozen frames
depend on the GOP structure. This point will be 1llustrated
by examples.
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EXAMPLE 1

Incomplete GOP With 3n Frames

Transport orde: I BBPBBPB BPBB

Display order: 201534867 11 9 10

Case 1: The procedure has to play 3n frames. The pro-
cedure takes the first 3n frames without any problem since
the set of the first 3n frames 1n the transport order 1s the same
as the set of the first 3n frames 1n display order as shown
above.

EXAMPLE 2

Incomplete GOP With 3n+1 Frames (Case of 3n+
1=7 is Illustrated.)

Transport order: I BB P B B Pil

Display order: 2015346

Case 2: The procedure has to play 3n+1 frames. Then the
procedure replaces the last frame by a frozen frame as shown
above. PII implements a freeze of PS.

EXAMPLE 3

Incomplete GOP With 3n+2 Frames (Case of 3n+
2=8 1s Illustrated.)

Transport order: I B B P B B Pif Bif

Display order: 2015347 6

Case 3: The procedure has to play 3n+2 frames. Then the
procedure 1nserts two frozen frames as shown above. Both
Bif and Pif implement freeze of PS.

EXAMPLE 4

Structurally Closed IBBP . . . GOP

Transport order: IPBBPBBPBBPBB

Display order: 031264597812 10 11

Within this GOP structure playing 3n+1 frames 1is trivial
and can be achieved without any freeze frames. Playing
3n+2 frames can be achieved by freezing just one frame as
1llustrated below for the case of 3n+2=8:

Transport order: IP B B PB B Pif

Display order: 03126457
where Pil implements a freeze of P6. Similarly, playing,
3n frames can be achieved by freezing two frames as
illustrated below for the case of 3n=9:

Transport order: I P B B PB B Pif Bif

Display order: 031264587

where Pif and Bif both implement a freeze of P6.
These changes are applied before taking into account the
buffer level. They provide a modified GOP tailored for
achieving the desired temporal frame accuracy. After these
transformations related to the GOP structure are performed,
the buffer level (DTS-PCR) at the end of this GOP is
computed based on the resultant (i.e. modified) GOP struc-
ture.

If the new GOP’s (i.e. the first GOP of the clip to start)
buifer level 1s too high and if there 1s no padding bandwidth
available 1n the end of the first clip, then additional frames
are replaced by encoded frozen frames, starting from the last
one 1n transport order and proceeding one frame at a time
(towards the beginning of the first clip) until the GOP size
becomes small enough.
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These GOP transformations can be done 1n advance, as
soon as the number of frames to play i1n the current clip
becomes known. This means that, 1f there 1s a play-at-time
command to start the next clip, then the timer must expire
late enough to allow the computation of frames remaining to
play and also the preparation of the last GOP.

With reference to FIG. 45, 1t 1s possible to pre-compute
metadata that can speed up the process of secamless splicing.
This 1s especially useful when the seamless splicing must be
done on the 1ly, during real-time delivery of a TS stream. For
example, a stream server of the video file server 20 of FIG.
1 performs metadata computation (281 in FIG. 45) when the
file server records the MPEG TS stream 1n a MPEG {ile 282.
As the MPEG TS data 285 becomes recorded in the MPEG
file 282, the metadata 1s recorded 1n a header of the MPEG

file. The header, for example, 15 a first megabyte of random-
accessible address space 1n the file. Preferably, the metadata
includes some metadata 283 associated with the clip as a
whole, and metadata 284 associated with the individual
GOPs. Preferably, the metadata 284 associated with the
individual GOPs 1s stored 1n a GOP index table.

The metadata 283 associated with the clip as a whole
includes a program number, the video frame rate, status of
the clip, the number of GOPs 1n the clip, stream 1dentifiers
for the various elementary streams in the TS, a byte index
indicating a beginning position of the clip in the file, and a
byte mdex indicating an ending position of the clip 1 the
file. This metadata 283 1s stored 1n the file header, just before
the GOP index 284.

The GOP index table may store the values of predefined
attributes of each GOP included in the MPEG TS data.
However, it 1s desirable to permit any number of the GOPs
having recorded MPEG TS data 285 to have GOP 1ndex
table entries that are empty of valid metadata values.
Therefore, the metadata computation 281 can be suspended
whenever computational resources are needed for higher
priority tasks.

FIG. 46 shows a preferred format for the GOP index table
284. The GOP 1ndex table mcludes an entry for each GOP
having MPEG TS data recorded imn the MPEG file. Each

entry 1s a row 1n the table, and the table 1s indexed implicitly
by the GOP number. Each entry includes a frame number
which 1s the frame number of the first video frame in the
GOP, a pointer to the beginning of the MPEG TS data for the
GOP, a set of flags for the GOP, and other GOP attributes.
One of the flags for the GOP, or alternatively a sign bit of the
frame number or the presence of a predefined reserved value
for the frame number, indicates whether or not the GOP
entry 1s valid. The GOP attributes include, for example, the
maximum bit rate, the average bit rate, the AAU size 1n
bytes, the APU duration 1n seconds, the audio PES packet
starting locations, the AAU starting locations, the AAU PTS
values, the PCR_ of the first video frame, and a {flag
indicating whether or not the GOP 1s open or closed.

The GOP 1ndex table can be decimated to reduce 1ts size.
For example, if so much MPEG TS data becomes written to
the MPEG TS file that there 1s msuflicient space in the 1
megabyte header to hold entries for all of the GOPS, then the
GOP index can be decimated by a factor of two by writing
the content of the GOP entry for GOP no. 2 over the GOP
entry for GOP no. 1, writing the content of the GOP entry for
GOP. no. 4 over the GOP entry for GOP no. 2, writing the
content of the GOP entry for GOP no. 6 over the entry for
GOP no. 3, etc.
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With reference to FIG. 47, there 1s shown a flow chart for
GOP index decimation. In a first step 331, before computing
attributes for any GOP, a GOP decimation factor 1s set to one
in the metadata for the clip. (This decimation factor, for
example, 1s used to find a GOP table index for a given GOP
number by dividing the given GOP number by the decima-
tion factor.) Computation of attribute values for the GOPS
found 1n an mgested TS and the writing of those attribute
values to respective entries 1n the GOP 1ndex continues in
step 332 until the end of the GOP index 1s reached 1n step
333. Then the procedure continues to step 334 where the
GOP 1ndex 1s decimated by a factor of two. Finally, the
decimation factor 1s increased by a factor of two, and the
procedure loops back to step 332.

Some of the metadata 1s of high priority and some of the
metadata 1s of lower priority. In the absence of sufficient
computational resources, the high priority metadata can be
pre-computed without pre-computing the lower priority
metadata. For example, the frame rate for the clip 1s a high
priority item but the number of frames 1n the clip 1s a low
priority item. The frame number and the pointer to the
corresponding MPEG TS data (i.e., a byte index) are high
priority GOP attributes. The flag indicating whether or not
the GOP 1s open or closed 1s a low priority item. In the
situation where 1t 1s possible that a GOP entry will include
the high priority items but not the low priority items, the low
priority items are encoded with an indication of whether
they are valid or not. This can be done by 1nitially setting the
low priority items to predetermined mvalid values indicating
that valid attribute values are not yet computed.

With reference to FIG. 48, there 1s shown a flow chart of
metadata computations for a next GOP processed in a 'TS. In
a lirst step 341, 1if resources available for computing high
priority metadata are not presently available, then the com-
putations for the GOP are terminated. Otherwise, the pro-
cedure conftinues to step 342, where the high priority meta-
data 1s computed for the GOP. Then, 1n step 343, if resources
for computing low priority metadata are not available, then
the computations for the GOP are terminated. Otherwise, the
procedure conftinues to step 344, where the low priority
metadata 1s computed for the GOP.

The GOPs in a TS can be fixed size (same size throughout
the TS) or variable size in terms of the number of video
frames they contain. If the GOPs are of a fixed size, then
cach has an integral number of*n” frames. In this case,
assuming that the first frame number 1n the TS 1s “m”™, then
the number of the GOP containing a specified frame “p” can
be calculated as the integer quotient of (p—m)/n plus one. If
the GOPs are of variable size, then the metadata may include
an average GOP size; 1.€., an average number of frames per
GOP. In this case, to find the GOP containing a specified
frame, the GOP number 1s estimated using the same formula
(using the average number of frames per GOP for n), and
then the GOP 1ndex table 1s searched 1n the neighborhood of
this GOP for the GOP containing the specified frame num-
DET.

The metadata contains information on the clip which 1s
used during the play operation to check the butfer levels and
to adjust these levels at the splicing time. The fundamental
information 1tem of metadata 1s the difference DTS-PCR
for each video access unit within the video stream which 1s
representative of the bufler level in the sense described
previously. It should be noted that DTS values are defined
for I and P frames for which the decoding and presentation
fimes differ since these frames are used as references by
other P and B frames. However, for type B frames only PTS
1s defined which 1s 1dentical to the DTS of the same frame.
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A subsection of the metadata includes the following two
values:

First PTS: This 1s the PTS of the First Frame in Display
Order.

First PCR, (PCR,): This 1s a calculated (1.,
extrapolated) PCR value corresponding to the beginning (..
the first byte) of the file. This value 1s computed from the
bit-rate, the value of the first genuine PCR record and its
byte position within the file.

Based on these two values, for each I frame the procedure
computes both the DTS of this frame and also the PCR,
value corresponding to the beginning of this frame within
the file. In order to perform these calculations, the procedure
also accesses the frame number (a cumulative frame count
from the beginning of the file) and the byte position of the
beginning of this frame 1n the file, both of which are
recorded 1n the GOP index table.

The GOP index table forms a major sub-section of the
metadata. It 1s easy to see that assuming one I frame per
GOP, the cumulative frame count values at I pictures also
become their cumulative temporal references (referring to
display order). Then, it is straightforward to calculate a PTS
value for each of these I frames assuming a continuous video
play-out. Finally, assuming a known uniform GOP structure,
these presentation time stamps of I pictures can be ecasily
converted to decoding time stamps based on the principle
that the decode time instant of an anchor frame 1s the same
as the presentation time 1nstant of the previous anchor frame.
So, the DTS-PCR | difference can be computed 1in advance
for each I frame of the file and consequently whatever the
start position 1s 1n a clip for play-out, the required buifer
level to be build-up can be known in advance.

With reference to FIG. 49, there are shown further details
of the components mnvolved 1n the ingestion of an MPEG TS
into a stream server computer 291 for recording in the
cached disk array, and for real-time splicing during real-time
transmission of an MPEG TS from the cached disk array and
from the stream server computer to a destination such as one
of the clients (54 in FIG. 1). The stream server computer 291
is interfaced to the network (25 m FIG. 1) via a network
interface board 292. The network interface board 292, for
example, 1s a DVB board, an ATM board, an Ethernet board,
a Fiber Channel board, or a Gigabit Ethernet board. The
network interface board 292 performs a direct memory
access upon buflfers 293 in the random access memory 294
of the stream server computer 291 1n order to exchange
MPEG TS data with the network (25 in FIG. 1). A software
driver 295 for the network interface board 292 initiates the
direct memory access transiers. In particular, the software
driver 295 hands to the network interface board 292 the
RAM address range of the data in the buffer for the DMA
transter. Real-time delivery of an MPEG TS stream from the
stream server 291 1s controlled by a “house” clock signal 55.
As shown 1n FIG. 1, the house clock signal 55 1s applied to
cach of the stream servers 21 and the controller servers 28,
29 1n the video file server 20. This house clock signal 55
simultaneously interrupts each stream server and controller
server at the video frame rate.

For DVB (digital video broadcast), data is transmitted
upon request. When the stream server 1s accepting data from
an application, the request 1s produced when a receive buller
becomes available. For ATM (asynchronous transfer mode),
the data 1s transmitted 1n response to a time mnterrupt signal.
A butfer 1s scheduled to be available when the interrupt 1s
expected to occur. In either case, when transmitting an
MPEG TS, the data must be delivered to ensure that any
jitter 1s within the limit that the MPEG standard imposes on
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the PCR time values. The PCR values must be accurate
within 20 cycles of a 27 MHz decoder clock. Moreover, the
difference between neighboring PCR values 1n the TS 1s kept

less that 100 msec; otherwise, the decoder clock will reset.
When ingesting an MPEG TS from the network (25 in

FIG. 1), once an assigned one of the buffers 293 is filled with
MPEG TS data, the software driver 295 1nserts a pointer to
the filled buffer into a FIFO bufler pointer queue 296. A
metadata computation software program module 297 finds
that the queue 296 1s not empty, and services the queue by

obtaining the buffer pointer from the queue and accessing

the MPEG TS data 1n the buffer 293 indicated by the pointer.
The metadata computed by the program module 297, for
example, 1s placed 1n a header of the buffer. When the
metadata computation module 297 1s finished, it places the
buffer pointer 1n another FIFO buffer pointer queue 298. The
queue 298 1s serviced by a write access program module
299. The write access program module 299 removes the
pointer from the queue 298, and then writes the data from the
indicated buffer to an MPEG TS file of the file system 300.
The file system 300 writes the data to the cached disk array
23 1n an asynchronous write operation to data storage in the
cached disk array. The file system maps the address space of
cach file to one or more 16 megabyte blocks of storage in the
cached disk array. (The active one of the controller servers
28, 29 1 FIG. 1 has supervisory control over these opera-
tions of the stream server computer 291.)

To perform splicing or other real-time MPEG processing,
during real-time delivery of an MPEG TS to the network (25
in FIG. 1), a read access program module 301 invokes the
file system 300 to read the MPEG TS data from an MPEG
TS file 1n the cached disk array 23 1n an asynchronous read
operation upon data storage 1n the cached disk array, and the
read access program module writes the MPEG TS data into
an assigned one of the buffers 293. When the read access
program 301 has filled the assigned one of the buffers 293,
it places a pointer to the buffer on a FIFO buffer pointer
queue 302. An MPEG processing program module 303
services the queue 302. Upon finding that the queue 302 1s
not empty, the module 303 removes the pointer from the
queue 302 and accesses the buffer 293 indicated by the
pointer.

For splicing, the MPEG processing module 303 will
access two consecutive buflers, one contaimning a first clip
and the other containing a second clip. The splicing proce-
dure modifies the first clip 1n its assigned buflfer so that the
first clip will represent the spliced TS. Splicing in real time
requires parsing the TS stream 1n real time for audio PES
packet headers, and parsing the audio PES packets 1n real
fime for the AAUs. Also the TS stream 1s parsed 1n real time
to find the GOP header and to extract the display order and
type (i.€., open or closed) from the GOP header. The AAUSs
around the splice point are 1dentified as obsolete or not, the
non-obsolete AAUs are reformatted and the obsolete AAUSs
are eliminated 1n real time. The TS stream around the splice
point 1s modified in real time for seamless video splicing.
The time stamp offsets are computed and the spliced TS
stream following the splice point has all of its time stamps
and confinuity counters re- Stamped in real time.

When the MPEG processing module 303 1s finished with
the splicing operation, 1t places the pointer to the buffer of
the spliced TS 1nto yet another FIFO buffer pointer queue
304. The queue 304 1s serviced by the software driver. Upon
finding that the queue 304 1s not empty, the software driver
295 removes the pointer from the queue 304, and causes the
network interface board to initiate a direct memory access
transter of the spliced TS from the 1indicated buifer 293 to the
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network (25 in FIG. 1). The TS data is buff

cred from the
MPEG processing to the network interface board because
the network interface board has priority access to the stream
server RAM. (The active one of the controller servers 28, 29
in FIG. 1 has supervisory control over these operations of
the stream server computer 291.)

It 1s also possible for the new spliced TS to be stored 1n
the cached disk array 23, with or without concurrent transfer
to the network (25 in FIG. 1.) In this case, the software
driver 295 passes the buifer pointer from the queue 304 to
the queue 296. Overall, 1t 1s seen that the buffers 293
function as a kind of carousel to distribute clips and MPEG
TS streams data to successive processing, storage, and
stream delivery functions, and the MPEG TS streams can be
casily edited and spliced 1n the process.

The number of buifers 293 that are allocated for use 1n the

carousel during the reading, writing, or generation of a
spliced TS 1s a function of the bit rate of the TS. A

higher bit
rate requires more buil le, has 64
kilobytes of memory, and the data rate can range from about

ers. Each buffer, for examp.

100 kilobits per second to 130 megabits per second. The
buffers smooth out variations 1n bit rate that are not deter-
ministic 1n time. The buffer size can be much smaller than
a clip, and smaller than a portion of a clip that 1s needed for
splicing. In this case, when Sphcmg a first stream (S;) to a
second stream (S.,), alternate buffers in sequence around the
carousel can contain data from the same clip. For example,
a {irst bufler may contain a next-to-last segment of the first
clip, a second buffer may contain a first segment of the
second clip, a third buffer may contain a last segment of the
first clip, and a fourth buifer may a second segment of the
second clip.

The metadata computation module 297 parses the content
of 1ts assigned bufler. The parsing typically continues from
one buffer to a next buffer 1n the carousel, for the usual case
where each buifer has a size smaller than the duration of the
TS. The parsing counts frames, builds GOP entries, calcu-
lates 1nstantaneous bit rates and other GOP attributes, and
looks for error conditions. Each GOP header 1s parsed for
display order and type (i.e., open or closed).

The MPEG processing 303 may use a number of flags.

These MPEG processing flags include the following;:

0x100: re-stamp time records flag

I this tlag 1s set then all of the PCR and DTS/PTS records
are recomputed and re-stamped so that they are continuous
across splicing transitions.

0x200: discontinuity flag

If this flag 1s set, the discontinuity flag of the adaptation
field 1n the TS packet headers 1s set following the splicing
point.

0x1000: rate-based padding flag

This bit 1s not used by the MPEG processing itself. If
padding 1s necessary since the session bit-rate 1s greater than
the clip bit-rate, the right amount of padding will be 1nserted
in any case. However, 1t 1s used by the video service to allow
appending clips having a bit-rate smaller than the session
bit-rate. If 1t 1s not set, the video service allows only clips
having the same bit-rate as the current session.

0x2000: allow removal of B frames 1n an open GOP

If this flag 1s not set then no frames from any clip can be
removed or replaced. This bit must be set only 1f clips are
encoded with an encoder set-up to generate clips that can be
spliced.

0x20000: disable audio splicing flag

This bit when set, disables all of the audio processing
around the splicing points except for the PTS. and PCR
re-computation. All of the audio present in the clip 1s played
in this case.
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With reference to FIG. 50, there 1s shown a diagram that
illustrates a metered file transfer protocol (FTP). This pro-
tocol 1s useful for transter of an MPEG TS stream from the
video file server (20 in FIG. 1) to an application 310. The
application 310, for example, 1s a client application on the
network 25, or it could be another video file server. The
application 310 initiates the metered FTP by sending a copy
command to the active one of the controller servers 28, 29.
The controller server sends a set bandwidth command to the
stream server to set the bit rate for the metered transter of file

data between the stream server 291 and the application 310.
The stream server then 1ssues a connect message to the
application to open an IP channel for the transfer of the file
data. In the metered F'TP protocol, the data transmission rate
1s controlled so that the loading on the stream server is
deterministic. The data transmission 1s TCP flow controlled.
For input to the stream server from the application, the
stream server controls the data rate by flow-control push-
back. For transmission of data from the stream server to the
application, the stream server merely controls the rate at
which 1t transmits the data.

In the transmission control protocol (TCP), the stream

server elther opens or closes a window of time within which
to receive more data. The stream server indicates to the

application a certain number of buffers that are available to
receive the data. In addition, the stream sever acknowledges
receipt of the data.

In the metered FTP protocol, time 1s split up 1nto one-
second 1ntervals, and at every %o of a second, the average
data rate 1s re-computed. An adjustment 1s made to a data
fransmission interval parameter if the computed data rate
deviates from the desired rate. For example, for a desired 10
kilobyte per second transmission rate, the data transmission
size 1s set at one kilobyte, and the data transmission interval
parameter 1s 1nitially set at 110 of a second. If the computed
average data rate happens to be less than 10 kilobytes per
second, then a one kilobyte bunch of data will be transmitted
more frequently than once every %10 of a second.

With reference to FIG. 51, there 1s shown a control station
play list 320 and a stream server play list 321. As described
in the above referenced Duso et al. U.S. Pat. No. 5,892,915,
the stream server can continuously supply a real-time data
stream to a client by servicing a play list. As shown 1n FIG.
51, the play list can be distributed between the controller
server play list 320 and a stream server play list 321. The
controller server play list, for example, holds up to 356
clements that point to clips, and the stream server play list
holds up to three of the elements. The stream server play list
1s 1n effect a window to up to three of the elements that are
at or near the head of the controller server play list. When a
pointer to a clip 1s placed 1n a play-list entry, the entry also
has an indication of an In Point in the clip, an Out Point for
the clip, and a desired start time. A pointer to a clip can be
recalled (1.e., removed) from a play-list entry.

When a pointer to a clip 1s appended to the controller
server play list 320, extra audio packets are loaded 1n a FIFO
buffer. Then, the start and the end positions of the clip are set
based on the video elementary stream only. The clip 1s read
starting with the first video frame to play and until the end
of the last frame to play. One dedicated buffer 1s associated
with each audio stream. The number of additional audio
access units to play 1s computed at the splicing time. All of
these pre-fetched
the clip 1s played
the clip 1s interrupted by a “play-next immediate” or a
“play-next at-time” command then some of the preloaded
extra audio 1s replaced by audio data (i.e. audio access units)
extracted from the new clip’s buffer pool at the splicing
fime.

audio access units will be played only 1f
until the end. However, if the play-out of
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The seamless splicing techniques described above can
also be used to recover from failure conditions that may
destroy or corrupt a portion of an MPEG transport stream.
For example, a component of a data path 1n the cached disk
array may fail, causing an MPEG TS from a disk drive 1n the
cached disk array to be mterrupted for a short period of time
while the failure condition 1s diagnosed and the MPEG TS
1s re-routed to bypass the failed component. As shown 1n the
flow chart of FIG. 52, the MPEG processing module may be
programmed to recognize the failure (step 351) during the
delivery of the MPEG TS to a client (step 352). Once this
failure 1s detected, the MPEG processing module 303 can fill
in this gap 1n the MPEG TS with null packets or freeze
frames with correct PCR values (step 353). By inserting
correct PCR values at less than the required minimum
interval (less than 100 milliseconds), a client’s decoder will
not reset and can be kept 1n a ready state. Once delivery of
the MPEG TS to the MPEG processing module 1s reestab-
lished (as detected in step 354), the MPEG processing
module seamlessly splices (step 355) the re-established TS
(as if it were a second stream or clip) to the TS of null
packets or freeze frames that 1t has been generating and
sending to the client. Splicing could be performed 1n a
similar fashion in the set-top decoder box of FIG. 2 or the
switch of FIG. 3 to compensate for temporary interruptions
in the delivery of an MPEG TS to the set-top decoder box
or to the switch.

In a similar fashion, the MPEG processing module 1n
batch mode could check a clip for any damaged portions,
and once a damaged portion 1s found, remove it by seam-
lessly splicing the end of the first good part of the clip to the
beginning of the last good part of the clip. Batch mode
processing also would have the advantage that the audio and
video buffer levels could be determined exactly by
simulation, so that it would be p0551ble to guarantee the
absence of any buifer underflow or overflow at every point
after the splice. Batch mode processing, with audio and
video buffer simulators, could also measure the quality of
spliced TS streams and determine whether or not the splices
should be repaired using the more accurate simulated butfer
levels. The quality measurement could also include an
analysis of audio delay or skew; how many freeze frames are
in the TS stream and their clustering, and an analysis of PCR
jitter. It would also be very easy for the MPEG processing
module to compute the audio skew and PCR jitter 1n real
time during the real-time transmission of an MPEG TS, and
to display continuous traces of the audio skew and PCR jitter
to a system administrator.

In view of the above, there have been described various
techniques for seamless splicing of audio/visual transport
streams, 1ncluding predictive analysis performed upon
encoded digital motion video (such as an MPEG Transport
Stream). The predictive analysis includes estimation of
upper and lower bounds of the data levels 1n a decoder’s
video and audio buffers for splicing in such a way as to
prevent buller overtlow and underflow. This enables bufler
management techniques including padding or stuffing,
micro-restamping, freeze or repeat of frames, skip or drop of
frames, alignment of audio with video. The predictive analy-
sis also includes analysis of the structure of the encoded
audio including audio access units (AAUs) and compression
windows (AFs), prediction in the compressed domain of
initial conditions of the decoder builer levels for every single
Elementary Stream (ES) component of a Transport Stream
(TS), and 1dentification of valid splicing In Points and Out
Points based on the predicted buffer levels without any
special encoder. This permits splicing of different com-
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pressed audio types without consideration of the details of
the compression mechanism. The predictive analysis may
also include recommendations or marking. The creation of
the metadata 1s performed on ingest of the data as a
pre-processing 1n preparation for splicing of a new file on
carly queuing 1n a data storage system before streaming. The
predictive analysis also provides support for multiplexing of
multiple elementary streams including multiple video,
audio, and data streams, and splicing of elementary streams
encoded with or without variable bit rate.

What 1s claimed 1s:

1. Amethod of seamless splicing of a first transport stream
to a second transport stream to produce a spliced transport
stream, the first transport stream including video access
units encoding video presentation units representing video
frames and audio access units encoding audio presentation
units representing segments of a first audio signal, the
second transport stream 1ncluding video access units encod-
ing video presentation units representing video frames and
audio access units encoding audio presentation units repre-
senting segments of a second audio signal, the first transport
stream having a last video frame to be included in the spliced
transport stream, and the second transport stream having a
first video frame to be included in the spliced transport
stream, said method comprising;:

(a) finding, in the first transport stream, an audio access

unit that 1s best aligned with the last video frame from
the first transport stream to be 1ncluded in the spliced
transport stream, and removing audio access units from
the first transport stream that are subsequent to the
audio access unit that 1s best aligned with the last video

frame from the first transport stream;

(b) finding, in the second transport stream, an audio
access unit that 1s best aligned with the first video frame
from the second transport stream to be included in the
spliced transport stream; and removing audio access
units from the second transport stream that are prior to
the audio access unit that 1s best aligned with the first
video frame from the second transport stream; and

(¢) concatenating a portion of the first transport stream up
to and including the last video frame to a portion of the
second transport stream including and subsequent to
the first video frame.

2. The method as claimed 1n claim 1, which includes
finding, in the first transport stream, the audio access unit
that 1s best aligned with the last video frame from the first
transport stream to be included in the spliced transport
stream by computing a difference between presentation time
at the end of an audio presentation unit encoded 1n the first
transport stream and a presentation time at the end of the last
video frame from the first transport stream to be included in
the spliced transport stream, and finding that the difference
has a magnitude less than half of a duration of the audio
presentation unit, wherein the audio access unit that 1s best
aligned with the last video frame from the first transport
stream to be included 1n the spliced transport stream encodes
the audio presentation unit having an ending presentation
fime that 1s best aligned with the ending presentation time of
the last video frame from the first transport stream to be
included in the spliced transport stream.

3. The method as claimed 1n claim 1, which includes
finding, 1n the second transport stream, the audio access unit
that 1s best aligned with the first video frame from the second
transport stream to be included in the spliced transport
stream by computing a difference between presentation time
at the beginning of an audio presentation unit encoded 1n the
second transport stream and a presentation time at the
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beginning of the first video frame from the second transport
stream to be included 1n the spliced transport stream, and
finding that the difference has a magnitude less that a half of
a duration of the audio presentation unit, wherein the audio
access unit that 1s best aligned with the first video frame
from the second transport stream to be included in the
spliced transport stream encodes the audio presentation unit
having a beginning presentation time that 1s best aligned
with the beginning presentation time of the first video frame
from the second transport stream to be included in the
spliced transport stream.

4. The method as claimed 1n claim 1, which includes
deciding that decoding of the second transport stream 1n the
absence of splicing would cause an audio decoder butfer to
have a mean level substantially more than half full, and upon
deciding that decoding of the second transport stream 1n the
absence of splicing would cause the audio decoder buffer to
have a mean level substantially more than half full and also
concluding that a backward audio skew would not result in
the second transport stream after splicing 1f both of the audio
access unit that 1s best aligned with the first video frame and
the audio access unit that 1s best aligned with the second
video frame, then excluding, from the spliced transport
stream, only one of either the audio access unit that 1s best
aligned with the first video frame or the audio access unit
that 1s best aligned with the second video frame 1n order to
reduce the mean level of the audio decoder buffer for
decoding of the second transport stream.

S. The method as claimed 1n claim 1, which includes
deciding that decoding of the second transport stream 1n the
absence of splicing would cause an audio decoder buffer to
have a mean level substantially less than half full and also
concluding that a backward audio skew, and upon deciding
that decoding of the second transport stream 1n the absence
of splicing would cause the audio decoder buifer to have a
mean level substantially less than half full and also con-
cluding that a forward audio skew 1n the second transport
stream after splicing would not result without inclusion of an
additional audio access unit 1n the spliced transport stream,
then including, in the spliced transport stream, only one
additional audio access unit either after the best aligned
audio access unit 1n the first transport stream or before the
best aligned audio access unit 1n the second transport stream
in order to increase the mean level of the audio decoder
buffer for decoding of the second transport stream.

6. The method as claimed 1n claim 1, wherein audio
access units to be 1ncluded 1n the spliced transport stream
from the first transport stream and the second transport
stream are selected by decoding one of sixteen possible
cases determined from a presentation time offset (delta 1) of
alignment between audio and video for the audio access unit
that 1s best aligned with the last video frame from the first
transport stream to be included in the spliced transport
stream, a presentation time offset (delta 2) of alignment
between audio and video for the audio access unit that 1s best
aligned with the first video frame from the second transport
stream to be included 1n the spliced transport stream; and a
mean level that an audio decoding buifer would have upon
decoding of the second transport stream in the absence of
splicing.

7. The method as claimed 1n claim 6, wherein the decod-
ing includes inspecting the sign of the presentation time
oifset delta 1, mspecting the sign of the presentation time
oifset delta 2, comparing a difference between the presen-
tation time offset delta 1 and the presentation time oifset
delta 2 to a numerical range, and comparing at least two
threshold to a mean level that the audio decoding buifer
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would have upon decoding of the second transport stream in
the absence of splicing.

8. The method as claimed 1n claim 1, wherein the first
fransport stream, the second transport stream, and the
spliced transport stream are MPEG-2 compliant.

9. The method as claimed 1n claim 1, which 1ncludes
skewing, 1n the spliced transport stream, presentation times
for audio access units from the second transport stream with
respect to presentation times for associated video access
units from the second transport stream in order to adjust a
mean audio buffer level that would be substantially different
from half-full when decoding the second transport stream 1n
the absence of splicing, toward a half-full audio buifer level
when decoding the spliced transport stream.

10. The method as claimed 1n claim 9, wherein audio/
visual skew 1s not introduced in a cumulative fashion for
multiple consecutive splices.

11. The method as claimed 1n claim 9, which includes
estimating the mean audio buifer level that would result
when decoding the second transport stream, in the absence
of splicing, by filtering a sequence of differences between
presentation times and corresponding extrapolated program
clock reference times for the audio access units of the second
transport stream.

12. The method as claimed 1n claim 11, which further
includes estimating a variance of the audio buffer level that
would result when decoding the second stream, in the
absence of splicing, to ensure with a level of confidence that
the audio buffer for the spliced transport stream will not
overtlow or underflow.

13. The method as claimed 1n claim 1, which i1ncludes
modifying the portion of the first transport stream contained
in the spliced transport stream 1n order to eliminate any
substantial video presentation discontinuity, the modifica-
fion being performed prior to finding, in the first transport
stream, an audio access unit that 1s best aligned with the last
video frame from the first transport stream to be included in
the spliced transport stream.

14. A method of seamless splicing of a first transport
stream to a second transport stream to produce a spliced
fransport stream, the first transport stream including video
access units encoding video presentation units representing
video frames and audio access units encoding audio presen-
tation units representing segments of a first audio signal, the
second transport stream 1ncluding video access units encod-
ing video presentation units representing video frames and
audio access units encoding audio presentation units repre-
senting segments of a second audio signal, the first transport
stream having a last video frame to be included in the spliced
transport stream, and the second transport stream having a
first video frame to be included in the spliced transport
stream, said method comprising;:

(a) computing differences between presentation times and
corresponding extrapolated program clock reference
times for the audio access units of the second transport
stream 1n order to estimate the mean audio buffer level
that would result when decoding the second transport
stream; and

(b) concatenating a portion of the first transport stream up
to and 1ncluding the last video frame to a portion of the
second transport stream including and subsequent to
the first video frame, wherein presentation times for
audio access units from the second transport stream are
skewed 1n the spliced transport stream with respect to
presentation times for video access units from the
second transport stream 1n order to adjust the estimated
mean audio buffer level toward a half-full audio buffer
level when decoding the spliced transport stream.
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15. The method as claimed in claim 14, which further
includes passing the differences through a digital filter to
compute an estimate of the mean audio buffer level that
would result when decoding the second transport stream.

16. The method as claimed in claim 14, which further
includes computing an estimate of a variance of the audio
buffer level of the second stream, 1n the absence of splicing,
to ensure with a level of confidence that the audio buffer for
the spliced transport stream will not overflow or underflow.

17. A method of seamless splicing of a first transport
stream to a second transport stream to produce a spliced
transport stream, the first transport stream including video
access units encoding video presentation units representing,
video frames, the video access units of the first transport
strecam encoding the video presentation units using a data
compression technique and containing a variable amount of
compressed video data, the second transport stream includ-
ing video access units encoding video presentation units
representing video frames, the video access units of the
second transport stream encoding the video presentation
units using a data compression technique and containing a
variable amount of compressed video data, the first transport
stream having a last video frame to be included in the spliced
transport stream, and the second transport stream having a
first video frame to be included in the spliced transport
stream, each of the video access units having a time at which
cach video access unit 1s to be received 1 a video decoder
buffer and a time at which said each video access unit 1s to
be removed from the video decoder buffer, said method
comprising:

(a) setting the time at which the video access unit for the
first video frame of the second transport stream 1s to be
removed from the video decoder buffer to a time
following 1n a decoding sequence next after the time at
which the last video access unit for the last frame of the
first transport stream 1s to be removed from the video
decoder buffer;

(b) adjusting content of the first transport stream so that
the beginning of the video access unit for first video
frame of the second transport stream will be received 1n
the video decoder buifer immediately after the end of
the video access unit for the last video frame of the first
transport stream 1s received 1n the video decoder buffer;
and

(c) concatenating a portion of the first transport stream up
to and 1ncluding the last video frame to a portion of the
second transport stream including and subsequent to
the first video frame.

18. The method as claimed 1n claim 17, wherein the video
access unit for the last video frame of the first transport
stream has a decode time stamp (DTS, ;) specifying when
the video access unit for the last video frame of the first
transport stream 1s to be removed from the video decoder
buffer, the video access unit for the first video frame of the
second transport stream has a decode time stamp (DTSy,)
specifying when the video access unit for the first video
frame of the second transport stream 1s to be removed from
the video decoder bufler, and the method includes setting the
decode time stamp of the video access unit for the first video
frame of the second video stream substantially equal to the
decode time stamp of the video access unit for the last video
frame of the first video stream plus one video frame interval.

19. The method as claimed 1n claim 18, wherein the first
fransport stream has at least one program clock reference
time stamp from which can be extrapolated a time (T,) at
which the end of the video access unit for the last video
frame of the first transport stream will be received in the
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video decoder buffer, and the second transport stream has at
least one program clock reference time stamp from which
can be extrapolated a time (PCR_,) at which the beginning
of the video access unit for the first video frame of the
second transport stream will be received i1n the wvideo
decoder buffer, and the method includes adjusting the con-
tent of the first video stream so that PCR _, will immediately
follow T, and the original difference (DTS,-PCR _,) for the
second stream will be substantially equal to the difference
(DTS;,-PCR_,) between corresponding locations in the
spliced transport stream.

20. The method as claimed 1n claim 19, wherein PCR _, 1n
the spliced transport stream 1s substantially equal to T_ plus
the quotient of eight divided by a bit transmission rate for the
spliced transport stream.

21. The method as claimed 1n claim 17, which 1ncludes
computing a time (T) at which a first byte for the first video
frame of the second transport stream should be received 1n
the video decoder bufler where T=DTS.,-DTS..+PCR_,,

and computing a difference between T, and T to compute
an amount of data that is removed from at least one video
access unit 1n the first transport stream that 1s included 1n the
spliced transport stream.

22. The method as claimed i1n claim 17, wherein the
content of the first transport stream 1s adjusted by replacing
at least one video access unit 1n the first transport stream
with a video access unit encoding a freeze frame having a
size selected so that the beginning of the video access unit
for the first video frame of the second transport stream will
be received 1n the video decoder buffer immediately after the
end of the video access unit of the last video frame of the
first transport stream 1s received 1n the video decoder buffer.

23. The method as claimed 1n claim 22, which includes
selecting the size of the freeze frame by selecting the size of
at least one slice in the freeze frame.

24. The method as claimed i1n claim 17, wherein the
second transport stream has a higher bit transmission rate
than the first transport stream, and the second transport
stream 1s spliced 1n substantially seamless fashion to the first
fransport stream.

25. The method as claimed 1n claim 17, wherein the first
transport stream, the second transport stream, and the
spliced transport stream are MPEG-2 compliant.

26. The method as claimed 1n claim 17, wherein the first
transport stream 1ncludes audio packets, the second transport
stream includes audio packets, a plurality of (j) non-obsolete
audio packets in the first transport stream follow the begin-
ning of the video access unit of the last video frame 1n the
first transport stream and are included 1n the spliced trans-
port stream, a total of (k) null packets and obsolete audio
packets 1 the second transport stream follow the video
access unit of the first video frame of the second transport
stream, and the method includes, for >k, replacing the null
packets and obsolete audio packets with (k) of the non-
obsolete audio packets, mserting the remaining (j-k) audio
packets 1n the spliced transport stream before the video
access unit of the first video frame from the second transport
stream, and taking 1nto consideration the amount of data in
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the remaining (j—k) audio packets when ensuring that the
time at which the video access unit for the first video frame
of the second transport stream 1s to be removed from the
video decoder buffer follows in a decoding sequence next
after the time at which the last video access unit for the last
frame of the first transport stream 1s to be removed from the
video decoder buffer, and that the beginning of the video
access unit for the first video frame of the second transport
stream will be received 1n the video decoder bufler imme-
diately after the end of the video access unit for the last video
frame of the first transport stream 1s received 1n the video
decoder buffer and the original difference (DTS ,,-PCR _,)
for the second stream will be substantially equal to the
difference (DTS ,—PCR ) between the corresponding loca-
tions 1n the spliced transport stream.

27. A method of seamless splicing a first transport stream
to a second transport stream to produce a spliced transport
stream, the first transport stream including video access
units encoding video presentation units representing video
frames and audio packets including data of audio access
units encoding audio presentation units representing seg-
ments of a first audio signal, the second transport stream
including video access units encoding video presentation
units representing video frames and audio packets including
data of audio access units encoding audio presentation units
representing segments of a second audio signal, the first
transport stream having a last video frame to be mncluded in
the spliced transport stream, and the second transport stream
having a first video frame to be included in the spliced
transport stream, said method comprising:

finding a plurality of (j) non-obsolete audio packets in the
first transport stream following the video access unit of
the last video frame 1n the first transport stream and to
be mcluded 1n the spliced transport stream,

finding a total of (k) null packets and obsolete audio

packets 1n the second transport stream follow the video
access unit of the first video frame of the second

transport stream, where 1>Kk;

replacing the null packets and obsolete audio packets with
(k) of the non-obsolete audio packets; and

concatenating a portion of the first transport stream up to
and mcluding the last video frame to a portion of the
second transport stream including and subsequent to
the first video frame to form the spliced transport
stream, wherein the remaining (j-k) audio packets are
inserted 1n the spliced transport stream before the video
access unit of the first video frame from the second
transport stream.

28. The method as claimed 1n claim 27, wherein content
of the portion of the first transport stream up to and including
the last video frame 1s adjusted to reduce a video decoding
discontinuity, and the amount of data in the remaining (j-k)
audio packets 1s taken mto consideration when adjusting the
content of the portion of the first transport stream up to and
including the last video frame.
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