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IMAGE-BASED WALKTHROUGH SYSTEM
AND PROCESS EMPLOYING SPATIAL
VIDEO STREAMING

BACKGROUND

1. Technical Field

The mvention 1s related to a virtual walkthrough system
and process, and more particularly to an 1mage-based walk-
through system and process that employs pictures,
panoramas, and/or concentric mosaics captured from real
scenes to present a photo-realistic environment to a viewer
locally and/or over a network environment.

2. Background Art

Rapid expansion of the Internet has enabled a number of
interesting applications related to virtually wandering in a
remote environment, €.g. online virtual tours, shopping, and
cgames. Traditionally, a virtual environment i1s synthesized as
a collection of 3D geometrical enfities. These geometrical
enfities are rendered in real-time, often with the help of
special purpose 3D rendering engines, to provide an inter-
active walkthrough experience. The Virtual Reality Model-
ing Language (VRML) [1] is presently a standard file format
for the delivery of 3D models over the Internet.
Subsequently, efforts have been made to effectively com-
press and progressively transmit the VRML files over the
Internet |2, 3, 4, 5].

The 3D modeling and rendering approach has several
main problems. First, 1t 1s very labor-intensive to construct
a synthetic scene. Second, 1n order to achieve a real-time
performance, the complexity and rendering quality are usu-
ally limited by the rendering engine. Third, the requirement
of certain accelerating hardware limits the wide application
of the approach.

Recently developed image-based modeling and rendering,
techniques [ 6, 7] have made it possible to simulate photo-
realistic environments. The advantages of 1mage-based ren-
dering methods are that the cost of rendering a scene 1s
independent of the scene complexity and truly compelling
photo-realism can be achieved since the 1mages can be
directly taken from the real world. One of the most popular
image-based rendering software 1s Apple Computer’s
QuickTime™ VR [7]. QuickTime™ VR has its roots in
branching movies, ¢.g., the movie-map [ 8], the Digital Video
Interactive (DVI) [9], and the “Virtual Museum” [10].
QuickTime™ VR uses cylindrical panoramic images to
compose a virtual environment, therefore provides users an
immersive experience. However 1t only allows panoramic
views at separate positions.

It 1s noted that 1n the preceding paragraphs, as well as in
the remainder of this specification, the description refers to
various 1ndividual publications identified by a numeric des-
ignator contained within a pair of brackets. For example,
such a reference may be identified by reciting, “reference
[1]” or simply “[1]”. Multiple references will be identified
by a pair of brackets containing more than one designator,
for example, [2, 3, 4, 5]. A listing of the publications
corresponding to each designator can be found at the end of
the Detailed Description section.

SUMMARY

The present invention 1s directed toward an 1mage-based
walkthrough system and process that employs pictures,
panoramas, and/or concentric mosaics captured from real
scenes to present a photo-realistic environment to a viewer.
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This 1s generally accomplished by dividing a walkthrough
space that 1s made available to the viewer for exploring into
a horizontally sectioned grid. The viewer 1s allowed to
“walk” through the walkthrough space and view the sur-
rounding scene from a horizontal plane i1n the space. In
doing so, the viewer “enters” and “exits” the various cells of
the grid. Each cell of the grid 1s assigned at least one source
of 1mage data from which an 1mage of a part or all of the
surrounding scene as viewed from that cell can be rendered.
Specifically, each cell 1s associated with one or more point-
ers to sources of 1mage data, each of which corresponds to
one of the aforementioned pictures, panoramas or concentric
MOSaIcCs.

In the case where the image data 1s a picture, 1ts pointer
will be associated with the location 1n the cell corresponding
to the viewpoint from which the picture was captured.
Similarly, a pointer to panoramic 1mage data will be asso-
ciated with the location i1n the cell corresponding to the
center of the panorama. And when the 1mage data represents
a concentric mosaic, the pointer 1s associated with the region
of the cell corresponding to the portion of the wandering
circle of the concentric mosaic contained within the cell. It
should be noted that unlike a panorama and picture, a
concentric mosaic could be associated with more than one
cell of the walkthrough space since its wandering circle
could encompass more than one cell.

Whenever the viewer moves 1nto one of the grid cells, the
pointers associated with that cell, as well as the pointers
associated with the adjacent cells (e.g., the eight neighboring
cells assuming square or rectangular-shaped cells), are con-
sidered. Specifically, the distance between the current loca-
tion of the viewer, and each picture viewpoint, panorama
center, and nearest wandering circle point, 1n the considered
cells 1s computed. If the viewer’s current location 1s within
the wandering circle of a concentric mosaic, then no action
1s taken to shift the viewer’s position. However, it the
viewer’s current position 1s not within such a wandering
circle, the viewer 1s slotted onto the closest of these afore-
mentioned points.

In general, the foregoing image-based rendering tech-
nique for providing a continuous walkthrough experience to
a viewer would require a large number of 1mages, and so the
transtfer of a large amount of 1mage data between the device
employed to store the data and the processor used to render
the 1mages. If the 1mage data 1s stored locally, such as on a
hard drive, or on a CD or DVD, which 1s directly accessible
by the processor, then the requirement to transfer large
amounts of 1mage data 1s of little concern. However, walk-
through systems are often implemented in a network envi-
ronment (€.g., the Internet) where the image data 1s stored in
or directly accessible by a network server, and the processor
used to render the 1mages 1s located 1n a network client. In
such a network environment the large amount of 1image data
that needs to be transferred between the server and client 1s
a concern as bandwidths are typically limited.

In order to overcome the bandwidth limitations 1n net-
work environments, the present invention 1s additionally
directed toward a unique 1mage data transier scheme that
involves streaming the 1mage data so that the viewer can
move around 1n the virtual environment while downloading.
Similar to other network streaming techniques, this new
streaming technology cuts down the waiting time for the
viewer. Furthermore, the viewer can interactively move in
the environment, making the waiting less perceptible. In
ogeneral the new transfer scheme allows the client to selec-
tively retrieve 1image segments associlated with the viewer’s
current viewpoint and viewing direction, rather than trans-
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mitting the image data 1n the typical frame by frame manner.
Thus, the server 1s used to store the huge amount of 1mage
data, while the client 1s designed to interact with the viewer
and retrieve the necessary data from the server. This selec-
five retrieval 1s achieved by implementing a new client-
server communication protocol. Additionally, cache strate-
o1es are designed to ensure a smooth viewing experience for
the viewer by capturing the correlation between subsequent
views of a scene.

In essence, the new transmission scheme characterizes
pictures and panoramas similar to a concentric mosaic in
that each 1s represented by a sequence of 1image columns. As
with the concentric mosaics each 1mage column can be of
any width, but typically will be the width of one pixel,
making the 1image column a column of pixels. To facilitate
the transfer of the image data, whether 1t be 1n the form of
a picture, panorama or concentric mosaic, a specialized
server-side file structure 1s employed. This structure includes
a file header, or a separate tag file, which provides descrip-
five information about the associated image data. It 1s also
noted that the 1mage data may be compressed to facilitate its
ciiicient transfer over the network. The type of compression
used should allow for random access and quick selective
decoding of the image data. The aforementioned headers or
tag files would include information needed to assist the
client in decompressing the incoming 1mage data.

As 1ndicated previously, the client-server scheme accord-
ing to the present mnvention involves an interactive client-
server approach where the client selectively retrieves image
segments associated with the viewer’s current viewpoint and
viewing direction. In other words, rather than waiting for the
particular frames of a time-sequence of frames that contain
the 1mage data needed to render the desired view of the
scene to arrive, the actual 1image data needed to render the
view 15 requested and sent. This transmission process,
dubbed spatial video streaming, 1s accomplished as follows.
First, the client tracks the movements of the viewer within
the walkthrough space. For each new position of the viewer,
the coordinates of the position are provided over the network
to the server. The server determines which picture
viewpoint, panorama center, and wandering circle point 1s
nearest to the coordinates provided by the client. The server
then sends out the description mmformation associated with
the closest source of 1image data. This information includes
an 1ndicator of the type of image data file, 1.e. picture,
panorama, or concentric mosaics, and the header (or tag file)
information associated with the image data file. It also
includes the walkthrough space coordinates of the closest
source. If these coordinates are different from the viewer’s
current location, the client “transports” the viewer into the
source coordinates. As the grid cells are relatively small, this
change 1n location will probably be imperceptible to the
viewer. Next, the client allocates buflers to store the 1mage
data, and then requests the image columns that are needed to
render the 1mage corresponding to the viewing position and
direction selected by the viewer. The 1image columns are
preferably requested in order of their importance. To this
end, the 1mage columns that are needed to render the
viewer’s 1mage are requested from the center of this 1image
(which corresponds to the viewing direction) outward, in an
alternating pattern.

Whenever the server receives a request for an 1mage
column, it sends the requested column 1n compressed or
uncompressed form to the requesting client. If the 1mage
column data 1s compressed, as it typically would be for
transfer over a network, the client would decompress the
data upon 1ts receipt and use it to construct the viewer’s
image. The client then displays the image to the viewer.
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It was mentioned above that the client allocates buifers to
store the mmcoming image data. This can be accomplished
using a full cache strategy, especially when the amount of
image data needed to render the entire scene 1s small enough
to be readily stored by the client. In such a case, the data
assoclated with the whole scene 1s streamed to the client and
stored. Of course, any requested data would be provided first
and the rest sent as time permits. In this way, eventually the
whole scene will be stored by the client. The client would
check the stored data before requesting an 1mage column to
ensure 1t has not already been sent. If the required column
1s already 1n storage, 1t 1s simply retrieved. If the required
column 1s not found 1n the client’s memory, then the request
1s made to the server as described previously.

The second approach uses a partial cache scheme. This
scheme 1s preferred when either the memory space of the
client 1s very small such as in mobile devices, or when the
amount of the image data is so large (e.g., concentric
mosaics) that transmitting and storing all of it is impractical.
In the partial cache scheme, two 1nitially equal-sized buifers
are allocated 1n the client’s memory. The 1nitial size of these
buffers 1s made large enough to store the data associated
with the number of 1mage column needed to render a full
360 degree view of the scene around the viewer’s current
position in the walkthrough space and at the viewer’s current
zoom level (1.e., current lateral field of view). The reason for
this 1s that the client continues to request 1image columns in
the aforementioned alternating fashion even when all the
columns necessary to render the current image of the scene
to the viewer have been requested. Thus, in the case of
panorama or concentric mosaic 1mage data, enough 1mage
columns to render a full panoramic view of the scene
surrounding the viewer’s current position could eventually
be transterred. This data would be enfirely stored 1n one of
the two buflers. The continuing request procedure has the
advantage of providing, ahead of time, the image data that
the client would need to render images of the entire scene
surrounding the viewer’s current location. Thus, a viewer
could rotate their viewing direction about the same view-
point 1n the walkabout space and be presented 1images of the
surrounding scene on nearly a real-time basis. The only time
this would not be true 1s when the viewer rotates their
viewing direction too quickly into a region of the scene
assoclated with 1mage columns that have not yet been
received by the client. To minimize the occurrence of such
an event, the requesting process changes any time the viewer
rotates their viewing position. Specifically, rather than
employing the aforementioned alternating request
procedure, the client immediately begins requesting succes-
sive 1mage columns 1n the direction the viewer is rotating,
and stops requesting columns 1n the direction opposite the
viewer's rotation. Should the viewer change his or her
direction of rotation, this same-direction requesting proce-
dure would be repeated, except 1n the opposite rotation
direction. The same-direction requesting procedure contin-
ues until all the available 1mage columns are exhausted
(such as when the image data is in the form of a picture), or
when all the 1image columns needed to provide a 360 degree
view of the scene have been requested.

The viewer 1s not limited to just rotating his or her
viewing direction around the same viewpoint. Rather, the
viewer can also change positions (i.e., translate within the
walkthrough space), or zoom in to or out from a current view
of the scene. In the case of the viewer changing viewpoints,
the client-server interaction described above i1s simply
repeated for the new location, with the exception that the
second buffer comes into play. Specifically, rather than
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requesting the server to provide every image column needed
to produce the new view of the scene to the viewer, 1t 1s
recognized that some of the columns may have already been
sent 1n connection with the previous viewpoint. Accordingly,
before requesting an i1mage column from the server, the
client checks the first bufler to determine 1f the column has
already been received. I so, it 1s copied to the second bulifer.
If not, 1t 1s requested from the server. As soon as the image
columns needed to render the 1mage of the scene for the new
viewpoint have been received, the screen 1s refreshed and
the view of the new position 1s displayed to the viewer. The
coordination between the buffers 1s repeated everytime the
viewer moves to a new viewpoint in the walkthrough space,
except the buflers exchange roles each time. In this way,
devices with limited storage capacity can still provide a

realistic walkthrough experience.

In the case of where the viewer zooms into or out of the
currently depicted portion of the scene, the two-buifer
scheme also comes 1nto play. Specifically, the second buifer
1s used to gather the 1mage columns needed to present the
zoomed 1mage to the viewer. However, 1t 1s noted that when
the viewer’s lateral field of view decreases as when the
viewer zooms 1n, the result 1s the need for more 1mage
columns to provide the same-dimensioned i1mage to the
viewer. Thus, 1n the case where the 1mage data 1s associated
with a panorama or concentric mosaic, the size of the
“recerving”’ bufler must be increased to accommodate the
additional 1image data that will be needed to store the entire
panoramic view of the scene from the selected viewing
position at the new zoom level. Once the buifer size has been
increased, the process of copying and requesting the needed
image column 1s the same as described previously.

Another aspect of the 1image column requesting process
involves building up additional or “secondary” buifers of
image data 1n an attempt to anticipate the next change 1n the
viewer's viewpoint within the walkthrough space. Thus,
assuming the client has sufficient available storage space,
additional buifers could be created and filled whenever the
client and server are not busy providing 1image data to fill the
active one of the two aforementioned “primary” builers.
Each of the new buflers would contain the 1mage columns
needed to render 1images of the surrounding scene from a
different viewpoint. Preferably, buit

ers assoclated with the
image data corresponding to viewpoints immediately adja-
cent the current viewpoint would be filled first, with subse-
quent buffers being filled with 1mage data associated with
viewpolnts radiating progressively out from the current
viewpolnt. These new buifers would be filled 1n the same
way as the first buffer described above, with the exception
the Viewing direction would be assumed to be the central
viewing direction if picture data 1s mvolved, the starting
direction if panorama data 1s involved, and the starting
direction corresponding to the central viewing direction of
the first image captured in a concentric mosaic. As with the
two-buifer scheme, the viewer may change viewpoints dur-
ing the process of building up the secondary buifers. In that
case, the current requesting procedure 1s terminated, and the
requesting process to {ill the active primary buffer and any
additional buifers 1s begun again for the new viewpoint. This
process would include searching the existing buffers for
previously stored 1mage columns before requesting them
from the server.

Finally, 1t 1s noted that while the foregoing image data
fransfer scheme was described 1n connection with its use
with the above-described walkthrough system, it could also
be i1mplemented with other walkthrough systems. For
example, the new transmission scheme would be particu-
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6

larly useful 1n conjunction with a walkthrough system
employ one or several 1nterconnected concentric mosaics.

In addition to the just described benefits, other advantages
of the present invention will become apparent from the
detailed description which follows hereinafter when taken in
conjunction with the drawing figures which accompany

DESCRIPTION OF THE DRAWINGS

The specific features, aspects, and advantages of the
present invention will become better understood with regard
to the following description, appended claims, and accom-
panying drawings where:

FIG. 1 1s a diagram depicting a general purpose comput-
ing device constituting an exemplary system for implement-
ing the present mvention.

FIG. 2 1s a diagram depicting a top view of a portion of
the walkthrough space showing a part of the horizontal grid
and various representations of 1image data in the form of
pictures, panoramas and concentric mosaics.

FIGS. 3A through 3C are diagrams depicting representa-
tions of 1mage data 1n the form of a picture, panorama and
concentric mosaic, respectively.

FIG. 4 1s a flow chart diagramming an overall process for
conlfiguring a walkthrough space in accordance with the
present 1nvention.

FIG. § 1s a flow chart diagramming an overall process 1n
accordance with the present invention for using the walk-
through system to provide an 1image of the scene based on a
viewer's selection of a viewing position and direction within
the walkthrough space.

FIGS. 6A and 6B are a flow chart diagramming a process
for implementing the process of FIG. 5 1n a client-server
based network.

FIG. 7 1s a diagram depicting the geometry associated
with 1dentifying an image column location 1n a picture.

FIG. 8 1s a diagram depicting the geometry associated
with 1dentifying an 1image column location in a panorama.

FIG. 9 1s a diagram depicting the geometry associated
with 1dentifying an 1mage column location in a concentric
MOSaic.

FIG. 10 1s a flow chart diagramming a process for
building up an 1nactive primary bulifer to provide an 1mage
of the scene to a viewer from a newly selected viewing
location or at the same location but at a different zoom level
in an embodiment of the invention employing a partial cache
strategy.

FIGS. 11A and 11B are a flow chart dlagrammmg a
process for bulldmg up a secondary buffer with image data
for providing an 1mage of the scene to a viewer from a yet
unselected viewing position in anticipation that the viewer
might select that position.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

In the following description of the preferred embodiments
of the present invention, reference 1s made to the accompa-
nying drawings which form a part hereof, and 1n which 1s
shown by way of 1llustration specific embodiments 1n which
the mvention may be practiced. It 1s understood that other
embodiments may be utilized and structural changes may be
made without departing from the scope of the present
ivention.

Before providing a description of the preferred embodi-
ments of the present invention, a brief, general description of
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a suitable computing environment in which the invention
may be implemented will be described. FIG. 1 illustrates an
example of a suitable computing system environment 100.
The computing system environment 100 1s only one
example of a suitable computing environment and 1s not
intended to suggest any limitation as to the scope of use or
functionality of the mvention. Neither should the computing
environment 100 be interpreted as having any dependency
or requirement relating to any one or combination of com-

ponents illustrated 1n the exemplary operating environment

100.

The 1nvention 1s operational with numerous other general
purpose or special purpose computing system environments
or configurations. Examples of well known computing
systems, environments, and/or configurations that may be
suitable for use with the invention include, but are not
limited to, personal computers, server computers, hand-held
or laptop devices, multiprocessor systems, miCroprocessor-
based systems, set top boxes, programmable consumer
clectronics, network PCs, minicomputers, mainirame
computers, distributed computing environments that include
any of the above systems or devices, and the like.

The invention may be described 1n the general context of
computer-executable instructions, such as program modules,
being executed by a computer. Generally, program modules
include routines, programs, objects, components, data
structures, etc. that perform particular tasks or implement
particular abstract data types. The mvention may also be
practiced 1n distributed computing environments where
tasks are performed by remote processing devices that are
linked through a communications network. In a distributed
computing environment, program modules may be located
in both local and remote computer storage media mcluding
memory storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device 1 the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not
limitation, computer readable media may comprise com-
puter storage media and communication media. Computer
storage media includes both volatile and nonvolatile, remov-
able and non-removable media implemented in any method
or technology for storage of information such as computer
readable instructions, data structures, program modules or
other data. Computer storage media includes, but i1s not
limited to, RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile disks
(DVD) or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic
storage devices, or any other medium which can be used to
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store the desired information and which can be accessed by
computer 110. Communication media typically embodies
computer readable instructions, data structures, program
modules or other data 1n a modulated data signal such as a
carrier wave or other transport mechanism and includes any
information delivery media. The term “modulated data sig-
nal” means a signal that has one or more of its characteristics
set or changed 1n such a manner as to encode information in
the signal. By way of example, and not limitation, commu-
nication media includes wired media such as a wired net-
work or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within

the scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, 1s typically stored in ROM 131. RAM 132 typically
contaimns data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 1385,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 1llustrates a hard disk drive 141
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an opftical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 i1s
typically connected to the system bus 121 through an
non-removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated 1in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 1s illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 110
through 1nput devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
to the processing unit 120 through a user input interface 160
that 1s coupled to the system bus 121, but may be connected
by other interface and bus structures, such as a parallel port,
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game port or a universal serial bus (USB). A monitor 191 or
other type of display device 1s also connected to the system
bus 121 via an interface, such as a video mterface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 195. Of particular significance to the present
invention, a camera 163 (such as a digital/electronic still or
video camera, or film/photographic scanner) capable of
capturing a sequence of 1images 164 can also be included as
an 1nput device to the personal computer 110. Further, while
just one camera 15 depicted, multiple cameras could be
included as 1input devices to the personal computer 110. The
images 164 from the one or more cameras are 1input into the
computer 110 via an appropriate camera interface 1635. This
interface 165 1s connected to the system bus 121, thereby
allowing the images to be routed to and stored 1n the RAM
132, or one of the other data storage devices associated with
the computer 110. However, 1t 1s noted that image data can
be 1nput 1nto the computer 110 from any of the aforemen-
tioned computer-readable media as well, without requiring
the use of the camera 163.

The computer 110 may operate 1n a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been 1llustrated 1n FIG. 1. The logical
connections depicted 1n FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also mclude other networks. Such networking environments
are commonplace 1n offices, enterprise-wide computer
networks, mtranets and the Internet.

When used 1n a LAN networking environment, the com-
puter 110 1s connected to the LAN 171 through a network
interface or adapter 170. When used 1in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input mterface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.
1.0 The Walkthrough System

The exemplary operating environment having now been
discussed, the remaining part of this description section will
be devoted to a description of the program modules embody-
ing the mvention. The present invention mmvolves an 1mage-
based walkthrough system and process that employs
pictures, panoramas, and/or concentric mosaics [11] cap-
tured from real scenes to present a photo-realistic environ-
ment to a viewer. In general, this 1s accomplished as follows.
Referring to FIG. 2, a walkthrough space 200 1s established.
This walkthrough space 1s a virtual space having any desired
dimensions, limited only by the image data available as will
be seen. The viewer can select a viewing position anywhere
on a prescribed horizontal plane of the walkthrough space,
as well as a viewing direction for viewing the surrounding
scene from that position. The walkthrough space 1s cordoned
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off 1nto a horizontally sectioned grid 202. Thus, as the
viewer “moves” about 1n the walkthrough space, he or she
enters and exits the various cells of the grid 202. Each cell
of the grid 202 1s assigned at least one source of 1mage data
from which a view of a part or all of the surrounding scene
as viewed from that cell can be rendered. It 1s noted that only
a few of the image data sources associated with the cells of
the walkthrough space grid are shown in FIG. 2.
Specifically, the aforementioned assignment 1s accom-
plished by associating each cell with one or more pointers to
various sources of image data. As indicated previously, the
data sources can be either pictures 206, panoramas 208 or
concentric mosaics 210. As best illustrated in FIGS. 3A
through 3C, in the horizontal plane, a picture (FIG. 3A)
records light rays that reach a pomnt 300 between certain
azimuth angles 302 such as ®, and ®,; a panorama (FIG.
3B) records light rays that reach a point 304 from directions
of 360 degrees; and concentric mosaics (FIG. 3C) record
light rays that reach a circular region 306 referred to as a
wandering circle (as depicted within the dotted circle in FIG.
3C). In regard to a concentric mosaic, an image of the
surrounding scene can be constructed from the image data
from any point within the wandering circle [ 11]. The afore-
mentioned pointers preferably point to memory locations
containing files constituting a picture, panorama or concen-
tric mosaic, as the case may be. The detailed file structures
of these three types will be described later.

Referring once again to FIG. 2, each of the image data
sources 15 assoclated with at least one point within the cell.
For example, a picture 206 and panorama 208 would be
assoclated with their respective capture points. These cap-
ture points correspond to the location in the walkthrough
space 200 from which the image data of the picture or
panorama can be used to produce an 1mage of the surround-
ing scene (or a part thereof as it would appear to a viewer
observing the scene from that location. In the case of a
picture 206 the capture point corresponds to the fixed
viewpoint of the camera and in the case of a panorama 208
the capture point corresponds to the center of the panorama.
As for a concentric mosaic 210, 1t can be associated with
multiple points 1n a cell. Specifically, 1t 1s associated with
any point in a cell that 1s contained within the wandering,
circle of the concentric mosaic 210.

Whenever the viewer moves 1nto one of the grid cells, the
pointers associated with that cell, as well as the pointers
associated with the adjacent cells (e.g., up to eight neigh-
boring cells assuming square or rectangular-shaped cells),
are considered. Specifically, the distance between the current
location of the viewer, and each picture viewpoint, pan-
orama center, and nearest wandering circle point, 1n the
considered cells 1s computed. If the viewer’s current location
1s within the wandering circle of a concentric mosaic, then
no action 1s taken to shift the viewer’s position. However, 1t
the viewer’s current position 1s not within such a wandering
circle, the viewer 1s slotted onto the closest of these afore-
mentioned points. For instance, referring to FIG. 2, 1t the
viewer selects a viewing position (P,) 212 in cell 2A of the
orid 202, the closest point in the neighborhood of adjacent
cells associated with a source of image data 1s the capture
point 214 of the picture 206. Thus, the viewer will be
mapped from P, 212 to the capture point 214 of the picture
206 1 cell 2A. Similarly, 1if the viewer selects viewing
position (P,) 216 in cell 3B of the grid 202, the closest point
in the neighborhood of adjacent cells associated with a
source of 1mage data 1s the point P;218 on the wandering
circle of the concentric mosaic 210. As such, the viewer will

be mapped from P,216 to P;218.



US 6,633,317 B2

11

Based on the foregoing description, the present walkabout
system can be generally implemented as follows 1n reference
to FIG. 4. First, a walkthrough space 1s defined 1n which the
viewer can select a viewing position on a horizontal plane of
the space and a viewing direction for viewing the scene
(process action 400). The walkthrough space is divided into
a horizontally sectioned grid (process action 402). As indi-
cated 1n process action 404, cach cell of the grid 1s assigned
at least one source of image data from which a view of a part
or all of the surrounding scene as viewed from that cell can
be rendered. In addition, as indicated by process action 406,
cach of the 1mage data sources assigned to a cell 15 associ-
ated with at least one point within the cell.

Referring now to FIG. §, once the walkthrough system
has been 1mplemented, a viewer can select a viewing posi-
fion on the aforementioned horizontal plane in the walk-
through space, as well as a viewing direction (process action
500). The walkthrough system then determines which cell
the selected position resides (process action 502), and ascer-
tains which of the points associated with data sources
assigned to the cell containing the selected position, or an
adjoining cell, 1s closest to the selected position (process
action 504). Finally, an image is rendered and displayed to
the viewer that depicts a portion of the surrounding scene
from the perspective of the point ascertained to be the closest
to the selected position and 1n the direction previously
selected by the viewer (process action 506). This image is of
course rendered from i1mage data taken from the source
associated with the ascertained closest point.

In the foregoing description it was indicated that the
viewer “moves’” through the walkthrough space by selecting,
a new viewpoint. While 1t would be possible to allow the
viewer to select any location each time, this could result
walkthrough experience characterized by a series of notice-
able jumps. To prevent this, the viewer could be restricted to
moving about the walkthrough space via a series of distance-
limited steps designed to create a more realistic transit
experience. However, 1f the step distance 1s made too small
there 1s a possibility that the viewer would become trapped
at a viewpoint. For example, 1n cases where the viewer’s
current viewpomnt 1s the capture point of a picture of
panorama, a step that 1s too small could result 1n a new
desired viewpoint that 1s still closer to the previous capture
pomnt than to a point associated with any other source of
image data. Thus, as described previously, the viewer would
be slotted back to the previous viewpoint and would become
trapped. In order to prevent the viewer from becoming
trapped at a particular viewpoint, the minimum step size of
the viewer’s movements 1s preferably made to exceed the
longest dimension of the grid cells. In this way, each step
will always move the viewer to another cell. In most cases
this will result in the viewer changing to a new point of view.
However, to ensure that in all cases a step results 1n a new
point of view being achieved, the following feature could be
employed. Namely, when the viewer selects a new view-
point which 1s outside the wandering circle of a concentric
mosalc and between the capture points of pictures or pan-
oramas (or both), and it is determined that the step will result
in the viewer being slotted back to the last-selected
viewpoint, the viewer would be warned to increase the step
interval to avoid being trapped at the same capture point.
Alternately, the system and process could be designed to
automatically adjust the step interval in such situations to
slot the viewer to the closest point associated with another
image data source. In addition, the size of the grid cells 1s
preferably made small enough so that the aforementioned
minimum step size will not appear to the viewer as a series
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of jumps as the viewer moves through the walkthrough
space. Instead each step would appear as 1if a smooth,
contiguous transition has been made from one point of view
to the next.

In contrast to the case where a step would result 1n a
viewpoint outside the wandering circle of a concentric
mosaic and between the capture points of pictures and
panoramas, the step interval need not be restricted when the
step selects a viewpoint within a wandering circle. As long
as the viewer 1s moving within the wandering circle of a
concentric mosaic, any step size can be employed. It does
not matter i1f the viewer’s next step takes them out of the
current cell or not. In practice, the step size employed within
a wandering circle of a concentric mosaic could be pre-
selected and remain static. However, as any desired step size
can be employed within the wandering circle, 1t could also
be made adaptive. For example, the viewer can be 1nvited to
adjust his or her step interval continuously as long as the
new viewing position remains within the wandering circle.
2.0 Transferring Image Data

In general, the foregoing image-based rendering tech-
nique for providing a continuous walkthrough experience to
a viewer would require a large number of 1mages, and so the
transfer of a large amount of 1mage data between the device
employed to store the data and the processor used to render
the 1mages. If the 1image data 1s stored locally, such as on a
hard drive, or on a CD or DVD, which 1s directly accessible
by the processor, then the requirement to transfer large
amounts of 1mage data 1s of little concern. However, walk-
through systems are often implemented 1n a network envi-
ronment (€.g., the Internet) where the image data 1s stored in
or directly accessible by a network server, and the processor
used to render the 1mages 1s located 1n a network client. In
such a network environment the large amount of 1image data
that needs to be transterred between the server and client 1s
a concern as bandwidths are typically limited. For example,
in a typical Internet connection between a server and a client
over conventional telephone lines, current modems are lim-
ited to data transfer rates not exceeding about 56 kbps. This
1s problematic because, for instance, 1t could require the
transfer of dozens of megabytes of concentric mosaic 1mage
data to provide a realistic walkthrough experience, which
could take several hours under the current average available
bandwidth on the Internet with a standard 56K modem.

In order to overcome the bandwidth limitations 1n net-
work environments, the present invention 1s additionally
directed toward a unique 1mage data transfer scheme that
involves streaming the 1mage data so that the viewer can
move around 1n the virtual environment while downloading.
Similar to other network streaming techniques, this new
streaming technology cuts down the waiting time for the
viewer. Furthermore, the viewer can interactively move in
the environment, making the waiting less perceptible. In
oeneral the new transfer scheme allows the client to selec-
fively retrieve 1mage segments associated with the viewer’s
current viewpoint and viewing direction, rather than trans-
mitting the image data 1n the typical frame by frame manner.
Thus, the server 1s used to store the huge amount of 1mage
data, while the client 1s designed to interact with the viewer
and retrieve the necessary data from the server. This selec-
five retrieval 1s achieved by implementing a new client-
server communication protocol. Additionally, cache strate-
o1es are designed to ensure a smooth viewing experience for
the viewer by capturing the correlation between subsequent
views of a scene.

2.1 Client-Server Communication Protocol

In essence, the new transmission scheme characterizes

pictures and panoramas similar to a concentric mosaic in
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that each 1s represented by a sequence of 1image columns. As
with the concentric mosaics each 1image column can be of
any width, but typically will be the width of one pixel,
making the 1image column a column of pixels. To facilitate
the transfer of the image data, whether 1t be 1 the form of
a picture, panorama or concentric mosaic, a specialized
server-side file structure 1s employed, as mentioned earlier.
More specifically, the file structure for a picture preferably
includes a header that includes the position P_ and direction
D_ at which the picture is taken (also referred to as the
central viewing direction), the lateral field of view @, and
vertical field of view O, __ of the camera used to capture the
picture, and the width w_ and height h_ of the 1mage. The
image data section of the picture file contains the pixel
information organized by indexed image columns.
Preferably, the image columns are assigned index numbers
that begin at the far right and increase sequentially up to the
far left side of the picture. A panorama, on the other hand,
has a file structure that preferably includes a header identi-
fying the position P_ at which the panorama is taken, the
starting direction D _ of the panorama, the vertical field of
view 8., of the capturing camera, and the perimeter w,, and
height h_ of the panorama. Here again the image portion ot
the panorama file contains pixel information organized as
indexed 1image columns. The image columns 1n this case are
preferably indexed sequentially 1n a counterclockwise man-
ner starting with the 1mage column to the left of the starting
direction. As for a concentric mosaic, its file structure
preferably has a header that identifies the position O_ at
which the center of the capture circle 1s located, the radius
R of the capture circle, the start direction D of the capture
process that corresponds to the central viewing direction of
the first 1mage captured to form the concentric mosaic, the
lateral field of view @, _ and vertical field of view 0, _ of
the capture camera, the number of pictures n the camera
captured 1n one complete revolution around the capture
circle, and the width w_ and height h_ of each image. In
addition, the radius of the wandering circle r (the dotted
circle in FIG. 3C) in which the user can move and look at
any direction can be included, or 1t can be omitted and

derived by:
(1)

The data section of the concentric mosaic file contains the
pixel information defining the image columns of the mosaic.
For a concentric mosaic, the image columns making up the
image portion of the mosaic are preferably indexed from
right to left in each of the 1images making up the mosaic
beginning with the 1mage associated with the starting direc-
fion and continuing in sequence for each subsequent image
captured in the counterclockwise direction.

It 1s noted that as an alternative to the image file headers
described above, the same descriptive information could be
contained 1n a separate tag file that 1s linked to the image
data file.

It 1s also noted that the 1mage data may be compressed to
facilitate 1ts efficient storage and transfer over the network.
This 1s particularly applicable to concentric mosaic data as
the 1image files are typically as large as several hundred mega
bytes. Any type of compression can be used as long as it
allows for random access and quick selective decoding of

the 1mage data. One such compression technique 1s Vector
Quantization (VQ) [12]. Any information employed that is
needed to decode the data could be included in the afore-
mentioned 1mage file headers (or separate tag files). For
example, 1if VQ compression 1s used, the headers or tag files
would also mnclude the appropriate VQ compression param-

R tan(®g,,./2)
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eters and the VQ code book to assist the client in decom-
pressing the incoming image data. Specifically, the header or
tag file would 1nclude:

a) The block sizes b, b,, b, along the width, the height
and the frame of the 1mage sequence;

b) The numbers n,,, n,, n, of blocks along the width, the
height and the frame of the 1mage sequence;

c) The size of the code book; and

d) The codebook.

2.2 The Client-Server Scheme

As 1ndicated previously, the client-server scheme accord-
ing to the present mvention involves an interactive client-
server approach where the client selectively retrieves image
segments assoclated with the viewer’s current viewpoint and
viewing direction. Thus, mstead of transmitting 1mage data
on a frame by frame basis (1.e., time-based transmission) as
1s typical with most existing transmission schemes, the
present 1nvention employs a spatial transmission technique
where priority 1s given to the transmission of the 1mage data
needed to render a particular view of the scene. This 1mage
data may in fact come from many different, non-sequential
frames of the 1images captured to depict the scene. In other
words, rather than waiting for the particular frames of a
time-sequence of frames that contain the 1mage data needed
to render the desired view of the scene to arrive, the 1mage
data needed to render the view 1s requested and sent. This
transmission process, dubbed spatial video streaming, is
accomplished as follows. Referring to FIGS. 6 A and 6B, the
client ascertains the current viewing position, direction, and
zoom level selected by the viewer within the walkthrough
space (process action 600). The client then provides these
viewing parameters to the server over the network (process
action 602). Upon receipt, the server determines which
picture viewpoint, panorama center, and wandering circle
point 1s nearest to the coordinates provided by the client
(process action 604). It is noted that if the viewer is moving
inside the wandering circle, the coordinate of the viewer 1s
used as it was since for concentric mosaic, the view of any
point within the wandering circle can be reproduced from
the captured 1images. Thus, 1n such a case the “nearest” point
would be deemed to be the viewpoint provided by the client.
If, however, the viewer 1s moving outside the wandering
circle and one of the points on the wandering circle 1s the
nearest point to the viewer, the viewer 1s then slotted to that
point on the wandering circle.

The server next sends descriptive information associated
with the closest source of 1mage data to the client over the
network, including an indicator of the type of image data file
(i.e., picture, panorama, or concentric mosaic), the
previously-described header of the data file (or separate tag
file) and the walkthrough space coordinates of the closest
source point (process action 606). If the viewer’s currently
selected position 1s within the wandering circle of the same
concentric mosaic as a position selected immediately pre-
ceding the current selection, then the data file type indicator
and concentric mosaic header could optionally be omitted
from the transmission from the server to the client as this
information will be unchanged. Further, it 1s noted that while
any viewing direction and zoom level selected by the viewer
can be rendered using panoramic and concentric mosaic
image data, this 1s not true for picture i1mage data.
Accordingly, if the closest data source 1s a picture, the client
determines whether the 1mage can be rendered having the
selected viewing direction and zoom level using the avail-
able picture image data (process actions 608 and 610). If a
image cannot be rendered from the picture 1image data given
the selected viewing direction or zoom level, then the client
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would inform the viewer that the selected viewing direction
or zoom level (or both) is unavailable and invite the viewer
to select a different viewing direction/zoom level, or to
select a different viewing position (process action 612). The
process actions of 600 through 612 would be repeated as
necessary until renderable viewing parameters are selected
by the viewer. If 1t 1s determined 1n process action 608 that
the nearest source of 1mage data i1s not a picture, or it 1s
determined 1n process action 610 that renderable viewing
parameters have been selected, the client next determines
whether the coordinates of the closest source point are
different from the viewer’s current selected location, as
indicated by process action 614. If the coordinates of the
closest source point are different from the viewer’s current

selected location, the client changes the viewer’s current
position to the closest source point coordinates (process
action 616). As the grid cells are relatively small, this change
in location will probably be imperceptible to the viewer. If,
however, the coordinates of the closest source point are not
different from the viewer’s current selected location (as
would typically be the case if the viewer 1s moving about
inside the wandering circle of a concentric mosaic), the
viewer's currently selected position remains unchanged.
Next, the client allocates buffers to store the image data
associlated with the currently selected viewing position
(process action 618), and requests the image columns that
are needed to render the 1image corresponding to the viewing
location and direction selected by the viewer (process action
620).

The client requests the desired 1mage columns by their
index number. To this end, the task of requesting image
columns would include identifying their index number. In
the case where the 1mage data 1s 1n the form of a picture, the
client would determine the index numbers by computing the
angle between the current viewing direction of the viewer
and the aforementioned central viewing direction contained
in the header of the picture’s data file. Specifically, as
illustrated m FIG. 7, the direction corresponding to one
column of the 1image 1n the user’s view 1s denoted as V700.
I[ts polar angle 1s @,,702. If the camera takes the picture
along direction D _704, the angular difference A® of the
direction V 700 and the direction D_704 1s equal to @702
minus ®_706, where @ 1s the polar angle of direction D_.
Thus, the angular difference A® 1s the aforementioned angle
between the current viewing direction of the viewer and the
central viewing direction. This angle A® 1s used to specily
the 1ndex of the 1image columns needed to render the 1mage
which 1s to be displayed to the viewer. Specifically, the index
1 1n the picture 1s determined by:

(2)

tan(Ay) }

| wc[l
T2 T tan(epe/2)

Here we assume the pixel number of image width 1s even.
The 1index can also be easily deduced if the pixel number of
image width 1s odd. Preferably, the client also requests the
image columns in order of their importance. To this end, the
image columns that are needed to render the 1mage being
presented to the viewer are requested from the center of this
image (which corresponds to the viewing direction)
outward, 1n an alternating pattern. For example, the column
immediately to the left of the viewing direction would be
ordered first, followed by the column immediately to the
right. Then, the next column to the left would be requested,
and then the next one to the left, and so on.

If the 1mage data 1s in the form of a panorama, the client
requests the needed 1image columns 1n much the same way
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as picture data. Namely, the client computes the angle
between the current viewing direction of the viewer and the
aforementioned starting direction contained in the header of
the panorama’s file. Specifically, referring to FIG. 8, if the
direction corresponding to one column of the image 1n the
user’s view 1s V800, the column 1n the panorama 1s deter-
mined by the polar angle ®.802 of the direction V. The
client uses the computed angle to specify the index of the
required 1mage columns, according to the indexing scheme
described earlier for a panorama. As with the picture data,
the 1mage columns are requested 1n an alternating pattern
from the center of the 1mage being presented to the viewer.

As for 1mage data in the form of a concentric mosaic, the
client requests the 1mage columns needed to construct the
viewer's 1mage by first computing the azimuth angle
between the current viewing direction of the viewer and the
central viewing direction of an 1mage captured at the inter-
section of the viewing direction with the capture circle of the
concentric mosaic. The mmformation provided in the previ-
ously transmitted header or tag file will allow the client to
determine the intersection point and compute the azimuth
angle. Specifically, as illustrated in FIG. 9, the viewer 1s
located at point P. One of the viewing rays from the viewer
1s denoted as V900. P, 902 and V,904 arc the projection
vectors of P and V on the capture plane respectively. The
intersection poimnt Q,906 of the viewing ray V,904 and the
capture circle 1s obtained by

Q=P +tV, (3)

where t 1s the positive root of the equation

1Pot+tVy ‘2=R2 (4)

The direction from the circle center to the mntersection point
Q,906 may either coincide with one of the rotating positions
of the camera array (i.e., the positions on the capture circle
where images of the scene were captured) or lie between two
adjacent rotating positions. According to geometric
relations, the azimuth angle A® between V, and the direc-
tion of camera at the above rotating position 1s equal to the
azimuth angle ®,, 908 of V, 904 minus the azimuth angle
D, 910 of the rotating position Q,906. The angle A® may
correspond to either one or two adjacent columns of the
images captured by the camera array at the rotating position.
The computed angle 1s then used as a basis to specily the
index of the required image columns in accordance with the
indexing scheme described earlier for concentric mosaics.
As before, the image columns are requested 1n an alternating
pattern from the center of the 1mage being presented to the
vViewer.

In conjunction with the foregoing image column identi-
fication procedure, 1f Q, lies between two adjacent rotating
positions, the image columns used to render the i1mage
presented to the viewer are formed by combining or inter-
polating the correspondingly located 1mage columns of the
adjacent camera rotating positions. This interpolation 1s
accomplished 1n accordance with the procedures described
in reference [11] using interpolation weights that are
inversely proportional to the angular differences between the
direction from the circle center and the two rotating posi-
tions. Likewise, if AD lies between two adjacent columns of
the 1mages, the 1mage columns used to render the image
presented to the viewer are formed by combining the adja-
cent columns (which may themselves be combinations of the
columns of two adjacent camera rotation positions as
described above). This latter interpolation is also accom-
plished 1n accordance with the procedures described in
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reference [ 11 ] using interpolation weights that are inversely
proportional to the angular differences between A® and
those of the two adjacent columns of the images. There are
two options for performing interpolation when the 1ntersec-
fion point Q, lies between two rotating positions of the
camera array or when the angle A® corresponds to two
adjacent columns of the images captured by the camera
array, or both. Under a first scenario, the client would
identify to the server which image columns (via their index
numbers) need to be interpolated. The server would then
combine the 1dentified columns and proving a single inter-
polated column to the client 1n response to the request. The
second scenario involves the client requesting all the 1mage
columns needed for the interpolation from the server. The
server would then transmit all the requested column and the
client would combine them. Either scenario can be
implemented, although 1t 1s noted that the second scenario
would require the transmission of more i1mage data.
However, as will be discussed shortly, some embodiments of
the present 1nvention entail sending 1mage column data for
storage by the client 1in anticipation of 1t being requested. In
those cases the second scenario would be 1mplemented as
the server will not know which 1mage columns need to be
combined ahead of time.

Referring again to FIG. 6B, whenever the server receives
a request for 1image columns from the client, it sends the
client the requested columns (which may be interpolated
columns as described above) in the order requested (process
actions 622 and 624). The transmitted image column data
can be 1n compressed or uncompressed form. If the 1mage
column data 1s compressed, as it preferably would be for
transfer over a network, the client decompress the data upon
its receipt (process action 626 and 628). When VQ com-
pression techniques are employed to compress the data, the
VQ compression parameters and the VQ code book would
be retrieved from the image file header (or tag file as the case
may be) to accomplish the decompression task. The client
uses the 1mage column data to render the viewer’s 1mage
(process action 630), and display it to the viewer (process
action 632). The client would monitor the viewer’s actions
to determine 1f the viewer changes any of the previously-
selected viewing parameter (i.€., viewing position, direction,
and zoom level). When the viewer changes one of more of
the viewing parameters, the foregoing process (actions 600
through 632) is repeated.
2.3 Requesting Additional Image Data

In the foregoing description the client requested those
image columns that were needed to render an 1mage based
on the viewing parameters selected by the viewer and stored
them 1n the allocated buifer space. While, the client could
simply stop requesting 1mage columns once all those nec-
essary to render the 1mage have been solicited, this need not
be the case. It will often be the case that all the image
columns needed to render the desired view will be requested
before the viewer changes the viewing parameters. In
ogeneral, 1t would be possible to use time after the required
requests are complete to request additional 1mage data 1n
anticipation of the viewer’s next move. The extra image data
would be stored 1n the client’s memory and used as needed
in rendering an 1mage associated with future viewer-selected
viewling parameters, rather than requesting them from the
server at that time. This would speed up the rendering
process because some of the image data needed to render an
image could simply be retrieved from the client’s memory.
In addition, network bandwidth would be freed up to request
and receive other 1mage data. The proposed “continuing
request” procedure can be 1implemented use a full cache or
partial cache strategy.
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2.3.1 The Full Cache Strategy

The full cache strategy involves streaming the 1mage data
assoclated with the whole scene to the client and storing it
in memory. This strategy 1s particularly applicable when the
amount of 1mage data needed to render the entire scene 1s
small enough to be readily stored by the client. In operation,
the full cache strategy requires that any requested data be
provided first 1n the manner described previously, with the
remainder being sent as time permits. In this way, eventually
the whole scene will be stored by the client. If this option is
implemented, the client would check the stored data before
requesting an image column to ensure 1t has not already been
sent. If the required column 1s already 1n storage, 1t 1s simply
retrieved. If the required column 1s not found 1n the client’s
memory, then a request 1s made to the server as described
previously.
2.3.2 The Partial Cache Strategy

The partial cache scheme 1s preferred when either the
client’s storage capability 1s very small such as 1n mobile
devices, or when the amount of the 1mage data 1s so large
(e.g., concentric mosaics) that transmitting and storing all of
it 1s 1mpractical. In the partial cache option, two initially
equal-sized buflfers are allocated in the client’s memory. The
initial size of these buffers 1s made large enough to store the
data associated with the number of 1mage columns needed to
render a full 360 degree view of the scene (i.€., a panorama)
around the viewer’s current position in the walkthrough
space and at the viewer’s current zoom level (i.€., the current

lateral field of view). The perimeter of the panorama is
chosen to be 360xw /@, ., and the height 1s chosen to be h,,

where w, and h , are the width and height of the image 1n the
viewer’s 1image and @, , is the field of view of the viewer.
The reason for sizing the buffers in this manner 1s that the
client continues to request image columns in the aforemen-
tioned alternating fashion even when all the columns nec-
essary to render the current image of the scene to the viewer
have been requested. Thus, 1n the case of panorama or
concentric mosaic 1mage data, enough image columns to
render a full panoramic view of the scene surrounding the
viewer’s current position could eventually be transferred.
This data would be entirely stored 1n one of the two butlers,
which will be referred to as the active buffer. In the case of
picture image data, the same continuing request procedure 1s
implemented until all the image columns 1n the picture have
been requested. However, in such a case, the viewer’s ability
to rotate would be limited as discussed previously, and the
allocated buffer space would not be filled.
2.3.2.1 Rotating The Viewing Direction

The continuing request procedure has the advantage of
providing, ahead of time, the 1image data that the client
would need to render 1images of the entire scene surrounding
the viewer’s current location. Thus, a viewer could rotate
their viewing direction about the same viewpoint in the
walkabout space and be presented images of the surrounding
scene on nearly a real-time basis. This 1s significant because
changing viewing direction provides an 1Impressive €Xperi-
ence for the user even when the bandwidth 1s limited.
However, it 1s possible that a viewer will attempt to rotate
the viewing direction 1nto a region of the scene associated
with 1mage columns that have not yet been received by the
client. To minimize the occurrence of such an event, the
requesting process 1s preferably modified any time the
viewer rotates their viewing direction. Specifically, rather
than employing the aforementioned alternating request
procedure, the client immediately begins requesting succes-
sive 1mage columns 1n the direction the viewer is rotating,

and stops requesting columns 1n the direction opposite the
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viewer’s rotation. In this way all the requesting efforts are
shifted to obtaming the image column needed to render the
potential desired view and so the order of importance for
requesting 1mage column becomes those consecutive col-
umns not already requested in the direction of rotation.
Should the viewer change the direction of rotation, this
same-direction requesting procedure would be repeated,
except 1n the opposite rotation direction, beginning with the
image column adjacent the last-requested column in that
direction. It will be recalled that the outermost boundary was
preferably tracked and so the location of this last-requested
column would be known. The same-direction requesting
procedure continues until all the available 1mage columns
are exhausted (such as when the image data is in the form of
a picture), or when all the image columns needed to provide
a 360 degree view of the scene have been requested. It 1s
noted that the ultimate goal of either the alternating or the
same-direction requesting procedures 1s to provide the
image data needed to render an 1image of the scene 1n the
viewer’'s current viewing direction as fast as possible.
2.3.2.2 Changing Viewing Position or Zoom Level

During the process of building up the active buifer or once
it is full, the viewer may change positions (i.e., translate
within the walkthrough space), or zoom in to or out from a
current view of the scene. In the case of the viewer changing
viewpolnts, the current requesting procedure 1s terminated,
and the client-server interaction described above 1s started
over for the new location, with the exception that the second
buffer comes 1nto play. Specifically, referring to FIG. 10,
rather than requesting the server to provide every image
column needed to produce the new view of the scene to the
viewer, 1t 1s recognized that some of the 1image columns may
have already been requested and received 1n connection with
building-up the buifers associated with the previous view-
point or zoom level, at least 1n the case of concentric mosaic
image data. Additionally, as will be discussed later, addi-
fional buffers may have been created and filled with 1mage
data. Accordingly, before requesting an 1mage column from
the server, the client searches the active buffer and any
additional buffers (process action 1000) to determine if the
image column has already been received (process action
1002). If so, it is copied to the inactive buffer, as indicated
by process action 1004, which becomes the new active
buffer. If not, it 1s requested from the server and stored in the
new active buffer upon receipt, as indicated by process
action 1006.

It 1s next determined 1f all the 1mage columns needed to
render the viewer’s image associated with the new viewing
position have been received from the server (process action
1008). If not process action 1000 through 1008 are repeated
for each of the remaining required 1mage columns. As soon
as the image columns still needed to render the 1mage of the
scene for the new viewpoint have been received the viewer’s
image 1s rendered (process action 1010). Finally, the screen
1s refreshed to display the image associated with the new
position to the viewer (process action 1012). The coordina-
tion between the two primary buflers 1s then repeated every
fime the viewer moves to a new viewpolint in the walk-
through space, except the bulfers exchange roles each time.
Any leftover image data remaining 1n the newly designated
active primary buffer would be discarded or overwritten.

In the case of where the viewer zooms into or out of the
currently depicted portion of the scene, the two-builer
scheme also comes 1nto play. Specifically, the second buifer
1s used to gather the 1mage columns needed to present the
zoomed 1mage to the viewer. However, 1t 1s noted that when
the viewer’s lateral field of view decreases as when the
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viewer zooms 1n, the result 1s the need for more 1mage
columns to provide the same-dimensioned i1mage to the
viewer. Thus, 1n the case where the 1mage data 1s associated
with a panorama or concentric mosaic, the size of the
“recerving” buffer must be increased to accommodate the
additional image data that will ultimately be stored to allow
rendering of the entire panoramic view of the scene from the
selected viewing position at the new zoom level. It should be
noted that the changing of the lateral field of view @, of

the user 1s preferably constrained so that the column number
of the new panorama will be an integer:

1.e., where

AD L, |=D .., 360w, (6)

For typical values such as ®,,,,,=45° and w,=360, [AD,,
=0.02°. This condition is reasonable since [AD,, | is small
enough. Once the bulfer size has been increased, the process
of copying and requesting the needed 1image column 1s the
same as described previously.
2.3.2.3 Additional (Secondary) Buffers

Another aspect of the 1image column requesting process
involves building up additional or secondary buffers of
image data 1n an attempt to anticipate the next change i the
viewer’s viewpolnt within the walkthrough space. The num-
ber of additional buffers 1s related to the size of the client’s
memory. Thus, assuming the client has sufficient available
storage space, additional buifers could be created and filled
whenever the client and server are not busy providing 1image
data to fill the active primary buifer. Each of the new buifers
would contain the 1mage columns needed to render 1mages
of the surrounding scene from a different viewpoint.
Preferably, buflers associated with the image data corre-
sponding to viewpoints immediately adjacent the current
viewpoint (based on the current step size) would be filled
first, with subsequent buffers being filled with 1mage data
assoclated with viewpoints radiating progressively out from
the current viewpoint. For example, the 1mage data corre-
sponding to the viewpoint nearest the current viewpoint
could be chosen first, then the second closest, and so on. It
1s noted that the new viewpoints could be associated with
image data 1n the form of a picture, panorama or concentric
mosaic. The new bulifers can be filled 1f desired 1n the same
alternating pattern as at least mitially used to fill the active
primary buifer, with the exception the viewing direction
would be assumed to be the central viewing direction of a
picture, the starting direction of a panorama, or the central
viewing direction of the first image captured to form the
concentric mosaic, as the case may be. It 1s noted that 1n the
case where the next viewpoint for which an additional image
data buffer 1s to be created 1s within the same concentric
mosalic wandering circle as the viewpoint or viewpoints
assoclated with previously filled additional buffers, there
may be some number of 1mage columns needed to build up
the new bulifer that were already requested and stored in the
aforementioned previously filled buffers. As such, the client
would search the previously filled buffers associated with
the concentric mosaic for any needed 1mage column, before
requesting 1ts transmission from the server. It it 1s discovered
that a needed 1mage column has already been stored in
another buffer, 1t could be copied to the buffer being built.
Under some circumstances, however, an 1mage column
stored 1n a primary bufler may need to be discarded or
overwritten. For example, if the image column 1n question 1s
stored 1n the non-active of the two primary buffers and the
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viewer changes zoom level, the client would convert this
buffer to the active buffer to as described previously.
Accordingly, an image column found 1n one of the primary
buffers would be marked for retention and if the primary
buffer needs to be re-used, the marked columns would be
copied to the appropriate additional buffer before being
discarded or overwritten.

As with the two-bufler scheme, the viewer may change
viewpoints during the process of building up the additional
buffers. In that case, the current requesting procedure 1s
terminated, and the requesting process to fill the active
primary buffer and any additional buffers 1s begun again for
the new viewpoint. However, if the new viewpoint 1s within
the wandering circle of the same concentric mosaic, some of
the 1mage columns in the previously filled buffers may be
needed to fill the new buifers. Accordingly, the client would
preferably search the existing buffers for the needed 1mage
columns before requesting them from the server. These
image columns could be copied to the new buifer. Once the
previous buflers have been searched for all image columns
needed to fill the new primary bufler and optionally new
additional buffers, the unused 1image column data 1s dis-
carded to free up memory space in the client.

Referring to FIGS. 11A and 11B, the foregoing embodi-
ment involving the creating of additional or secondary
buffers can be implemented as follows. First, a secondary
buffer 1s established (process action 1100). It 1s then deter-
mined whether the client 1s busy requesting 1image data to fill
one of the primary buflers, as indicated by process action
1102. If so, no action 1s taken until there 1s a pause 1n the
requesting process. When the client 1s free, the next process
action 1104 mvolves selecting the nearest point associated
with an 1mage data source in relation to the viewer’s
currently selected viewing position. The client then obtains
the information needed to 1dentity the image columns from
the data source that are needed to render an 1mage of the
scene from the selected point (process action 1106). This
may be enough data to construct a panorama of the scene
from the point if the 1mage data source 1s a panorama or
concentric mosaic. In the case where the 1mage data source
1s a picture, the information 1s used to idenfify all the
available image column. The foregoing two actions (i.e.,
1104 and 1106) can be accomplished by the client requesting,
the server 1dentify the closest point and provide information
concerning the 1mage data source associated with that point,
and the server responding by providing the previously
described descriptive information from the header or tag file
associated with the closest image source point. However, 1f
the current viewing position 1s within the wandering circle
of a concentric mosaic, the client will already have the
necessary Information as it would have been provided
previously. Thus, the client could simply select a point in the
wandering circle that is one step length away (e.g., by
assuming the last selected step length or a default step
length) from the current position and retrieving the needed
descriptive mnformation from memory. The direction of the
step can be selected arbitrarily or in the same direction as the
last step. Once the nearest point 1s selected and the descrip-
five information 1s available, the client identifies an 1mage
column that 1s needed to render a viewer’s 1image for the
selected viewpoint (process action 1108). A search is then
made of the previously stored image data 1n the primary
buffers or any already existing secondary buffer for the
identified 1mage column (process action 1110). If it is
determined via process action 1112 that the 1dentified col-
umn exists 1n the previously stored image data, 1t 1s copied
to the newly created secondary buffer (process action 1114).
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If the 1dentified 1image column 1s not found in the search, 1t
1s requested from the server and stored in the newly created
secondary buffer upon receipt (process action 1116). It is
next determined if all the available 1mage columns 1n the
case of picture image data, or all the 1mage column needed
to render a 360 degree view of the scene from the selected
viewpoint 1n the case of panorama or concentric mosaic
image data, have been identified, as indicated by process
action 1118. If not, the process of actions 1108 through 1118
1s repeated for each previously umidentified 1mage columns.
If all the needed 1mage columns have been previously
identified and processed, then 1t 1s next determined 1if the
client has adequate storage space to create another second-
ary buffer associated with another viewpoint, as indicated by
process action 1120. If so, the foregoing process (i.e.,
process actions 1100 through 1120) is repeated to create and
f111 another secondary bufler for the next closest image data
source point 1n relation to the currently selected viewing
position. If not, the process 1s terminated.

2.4 Lost Image Data

It 1s noted that during the transmission of 1image data from
the server to the client, there 1s a possibility that a requested
image column may be lost due to transmission errors inher-
ent 1n a network environment, and especially 1if the Internet
1s mnvolved. This problem 1s preferably handled on the client
side 1n the present system and process. Specifically, if a
requested 1mage column 1s not recerved, the client fills 1n the
missing column using adjacent received columns. This can
entail repeating an adjacent column, or blending the col-
umns adjacent the missing column via conventional meth-
ods to create a substitute column.

3.0 Experimental Results

We have implemented our image-based walkthrough sys-
tem 1n a local area network and a modem dial-up network.
In our system, the server 1s supported by Microsoft Corpo-
ration’s Windows 2000 Server on the platform of Dell
Computer’s PowerEdge™ 2300 with 1GB RAM and 2 of
Inte]l Corporation’s Penttum® III processors at 500 MHz.
The client 1s running Microsoft Corporation’s Windows
2000® Professional operating system on the platform of
Dell Computer’s OptiPlex™ Gx1p with 256 MB RAM and
one of Intel’s Pentium® II processor at 450 MHz. We use
concentric mosaics files as our image data files 1n each demo
since their sizes are much larger than those of the pictures
and panoramas and therefore are more representative. The
uncompressed file size of the concentric mosaics file 1s
864MB since we captured 2913 1mages 1n one revolution.
Vector quantization was employed to compress the data. We
adopted a 2x2x2 block size and 16K as the number of
codewords. This resulted 1n a codebook size of 512KB and
a compression ratio of 12:1. The compressed concentric
mosaics files are all wholly loaded 1nto the server’s memory
and the 1ndexes of image columns are dynamically extracted
on request of the client. We also adopted the partial cache
strategy at the client end since the full cache strategy is
relatively easy and can always reach a high frame rate after
suificient downloading time.

Theoretically, a frame of the user’s view with resolution
of 360x288 pixels contains 360x144=51,840 indexes of the
codebook since each column usually comes from different
frames 1n the concentric mosaic. This occupies 103,680
bytes 1f we use a code size of 16 bits. In the 10 Mbps local
arca network, the maximum frame rate should be 11 fps 1f
the correlation of the 1mage columns used in sequential
frames of user’s view 1s not considered and other compu-
tational cost 1s also not counted. Similarly 1n the 56 Kbps
dial-up network, the maximum frame rate should be 0.5 {ps.
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In one tested embodiment, the view of the user changed
smoothly while the user rotated. The user can also move left
and right, forward and backward to experience horizontal
parallax. It should be noted that when the user zooms 1n, the
view remains very clear rather than becoming blurry as in
the usual case since we create a larger bufler in each
zooming step according to the new field of view and retrieve
new 1mage columns from the server.

In another tested embodiment, navigation of the scene in
a low bandwidth condition 1s attempted. Before the view 1s
displayed, it costs about 2 minutes to transmit the codebook
(512KB) of vector quantization of the concentric mosaic.
We can sce that the view extends from the center to the two
sides and 1t further extends along the direction we rotate. The
actual frame rates 1n the two tested embodiments are all over
15 fps for rotation after sufficient downloading time (1
second and 33 seconds, respectively). For translation and
zooming, our system reaches 3 Ips in the first tested
embodiment, which 1s lower than the theoretical value due
to additional computational cost, and 1 fps in the second
tested embodiment, which 1s higher than the theoretical
value due to the reuse of the 1image columns in the buffers.

It 1s worth mentioning that for a frame with resolution of
180x144 pixels, a corresponding panorama contains 103680
indexes of the codebook. It occupies 207360 bytes 1f each
index uses 16 bits. With the use of partial caches, the total
amount of memory 1s equal to the codebook size (512KB)
plus two panorama sized buffers (405KB), i.e., no more than
1MB 1ncluding the program itself. It 1s interesting that our
partial cache scheme 1s suitable for devices with small
memory such as hand-held, palm-size PCs or mobile
phones. This 1s true even though scenes captured using large
data sources such as a concentric mosaic were employed.

While the invention has been described in detail by
specific reference to preferred embodiments thereof, it 1s
understood that variations and modifications thereof may be
made without departing from the true spirit and scope of the
invention.
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Wherefore, what 1s claimed 1s:

1. A computer-implemented walkthrough process for pro-
viding 1mages of a surrounding scene to a viewer, said
process comprising using a computer to perform the follow-
Ing process actions:

defining a virtual walkthrough space 1n which the viewer
can select a viewing position on a viewing plane therein
for viewing the scene;

dividing the viewing plane of the walkthrough space into
a sectioned grid comprising a plurality of cells;

assigning to each cell of the grid at least one source of
image data from which an 1mage of a part or all of the
surrounding scene as viewed from that cell can be
rendered, wherein each of said image data sources
assigned to a cell 1s associated with at least one point
within the cell; and

whenever the viewer selects a viewing position, providing
an 1mage to the viewer depicting at least a part of the
scene as would be viewed from the cell containing the
selected viewing position, wherein providing said
image to the viewer comprises,
determining 1n which cell the selected position resides,
ascertaining which of the points associated with data
sources assigned to the cell containing the selected
position and any directly adjoining cell 1s closest to
the selected position, and
displaying to the viewer an 1image depicting a portion of
the surrounding scene from the perspective of the
point ascertained to be the closest to the selected
position, said 1mage being rendered from 1mage data
taken from the source associated with the ascertained
closest point.

2. The process of claim 1, wherein the process action of
defining the walkthrough space comprises the action of
defining a space having virtual dimensions consistent with
the available 1mage data.

3. The process of claim 1, wherein the image data sources
comprise a picture representing a part of the surrounding
scene as would be viewed from a capture point of the
picture.

4. The process of claim 3, wherein the process action of
assoclating each 1mage data source with at least one point
within a cell, comprises the action of associating said picture
with the capture point of the picture.

5. The process of claim 1, wherein the 1mage data sources
comprise a panorama representing the surrounding scene as
would be viewed from a capture point of the panorama.

6. The process of claim 5, wherein the process action of
assoclating each 1mage data source with at least one point
within a cell, comprises the action of associating said
panorama with the capture point of the panorama.

7. The process of claim 1, wherein the 1mage data sources
comprise a concentric mosaic comprising image data from
which an 1image of the surrounding scene can be rendered as
would be viewed from any point within a wandering circle
of the concentric mosaic.
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8. The process of claim 7, wherein the process action of
assoclating each image data source with at least one point
within a cell, comprises the action of associating said
concentric mosaic with each point within the cell that is
contained within the wandering circle of the concentric
Mmosaic.

9. The process of claim 1, wherein the viewer can
additionally select a viewing direction for viewing the scene
from the selected viewing position, and wherein the process
action of providing an 1mage to the viewer, comprises an
action of providing an 1mage of a part of the scene centered
laterally 1n the selected viewing direction.

10. The process of claim 1, wherein the process action of
defining a virtual walkthrough space 1n which the viewer can
select a viewing position on a viewing plane therein for
viewing the scene, comprises an action of limiting each
consecutive selection of a viewing position to a prescribed
step length resulting 1n an 1mage being provided to the
viewer 1n conjunction with each newly selected viewpoint
that appears to the viewer as a smooth transition from the
last previously-selected viewing position.

11. The process of claim 1, wherein the process action of
defining a virtual walkthrough space in which the viewer can
select a viewing position on a viewing plane therein for
viewling the scene, comprises an action of limiting each
consecutive selection of a viewing position to a minimum
step length exceeding the longest dimension of the grid cells.

12. The process of claim 11, wherein the process action of
dividing the viewing plane of the walkthrough space 1nto a
sectioned grid comprising a plurality of cells, comprises an
action of making each cell small enough that the minimum
step length results in an 1mage provided to the viewer in
conjunction with each newly selected viewpoint that appears
to the viewer as a smooth transition from the last previously-
selected viewing position.

13. The process of claim 1, wherein the 1mage data
sources comprise pictures each representing a part of the
surrounding scene as would be viewed from a capture point
of the picture, panoramas each representing the surrounding
scene as would be viewed from a capture point of the
panorama, and concentric mosaics comprising 1mage data
from which an 1mage of the surrounding scene can be
rendered as would be viewed from any point within a
wandering circle of the concentric mosaic, and wherein the
process action of associating each 1image data source with at
least one point within a cell, comprises the action of asso-
cilating each picture with the capture point of the picture,
assoclating each panorama with the capture point of the
panorama, and associating each concentric mosaic with each
point within the cell that 1s contained within the wandering,
circle of the concentric mosaic.

14. The process of claim 13, further comprising a process
action of whenever 1t 1s ascertained that the point closest to
a currently selected viewing position 1s outside the wander-
ing circle of any concentric mosaic and associated with the
same 1mage data source used to render the last previously-
displayed 1mage of the scene, the viewer 1s warned to select
a viewing position that 1s far enough away from the point
assoclated with the 1mage source used to render the last
previously-displayed 1mage of the scene such that a point
assoclated with another image source represents the closest
point to the newly selected viewing location.

15. The process of claim 13, further comprising a process
action of whenever 1t 1s ascertained that the point closest to
a currently selected viewing position 1s outside the wander-
ing circle of any concentric mosaic and associated with the
same 1mage data source used to render the last previously-
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displayed image of the scene, the currently selected viewing
location 1s automatically changed to coincide with the
closest point associated with another 1image source.

16. The process of claim 1, wherein the virtual walk-
through space resides on a client of an interactive, client-
server based computer network and the 1mage data sources
are provided by a server of the network, and wherein the
process action of providing an 1mage to the viewer, com-
prises the actions of:

the client requesting 1image data from the server over the
network;

the server providing the requested image data to the client
over the network; and

the client displaying to the viewer an image depicting a
portion of the surrounding scene, said 1mage being
rendered from i1mage data received from the server.

17. The process action of claim 16, wherein the process

action of the server providing the requested 1mage data to the
client, comprises the actions of:

the server characterizing the 1mage data as a plurality of
image columns each of which depicts a part of the
surrounding scene from a particular viewpoint within
the scene and 1n a particular viewing direction; and

the server transmitting the requested 1mage data in the

form of 1mage columns.

18. The process of claim 17, wherein the viewer can
additionally select a viewing direction for viewing the scene
from the selected viewing position, and wherein the process
action of the client requesting 1mage data from the server,
comprises an action of the client 1nitially requesting from the
server those 1mage columns needed to render an image
depicting a portion of the scene as viewed from a perspective
at least nearly coinciding with a viewing position selected by
the viewer and 1n a viewing direction selected by the viewer.

19. The process of claim 18, further comprising a process
action of, once the image columns needed to render the
image depicting a portion of the scene as viewed from the
perspective at least nearly coinciding with the viewing
position selected by the viewer and 1n the viewing direction
selected by the viewer have been requested, the client
requesting additional image columns which can be used to
render an 1mage depicting the remaining portion of the scene
as viewed from said perspective at least nearly coinciding,
with the viewing position selected by the viewer, but from
viewing directions other than the viewing direction selected
by the viewer.

20. The process of claim 19, wherein the process actions
of the client initially requesting from the server those 1image
columns needed to render an 1mage depicting a portion of
the scene as viewed from a perspective at least nearly
coinciding with a viewing position selected by the viewer
and 1n a viewing direction selected by the viewer, and the
client requesting additional 1mage columns which can be
used to render an 1mage depicting the remaining portion of
the scene as viewed from said perspective at least nearly
coinciding with the viewing position selected by the viewer,
but from viewing directions other than the viewing direction
selected by the viewer, comprise an action of requesting the
image columns from the center of said 1mage outward, in an
alternating pattern.

21. The process of claim 20, further comprising, when-
ever all the image columns needed to render an 1mage of the
surrounding scene from the currently selected viewing posi-
fion and from any viewing direction have not yet been
requested by the client, and the viewer selects a new viewing
direction from the currently selected viewing position, the
process actions of:
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the client suspending additional requests for 1mage col-
umns assoclated with the portion of the scene 1n the
direction opposite the direction from the previous
selected viewing direction to the currently selected
viewing direction; and
the client sequentially requesting previously un-requested
image columns associated with the surrounding scene
in the same direction as the direction from the previous
selected viewing direction to the currently selected
viewing direction.
22. The process of claim 19, further comprising a process
action of employing a full cache strategy comprising the
process actions of:

the client requesting additional, previously un-requested
image columns which can be used to render an 1image
depicting the surrounding scene as viewed from a
different viewing position and direction from the server
once the image columns needed to render the image
depicting a portion of the scene as viewed from the
perspective at least nearly coinciding with the viewing
position currently selected by the viewer and 1n any
viewing direction selected by the viewer have been
requested; and

the client storing the additional 1mage columns upon
receipt from the server.
23. The process of claim 22, further comprising, when-
ever the viewer changes viewing position, the process
actions of:

the client searching previously stored image columns for
image columns needed to render an 1mage depicting a
portion of the scene as viewed from a perspective at
least nearly coinciding with the newly selected viewing
position before requesting them from the server;

the client requesting from the server any image column
needed to render an 1mage depicting a portion of the
scene as viewed from a perspective at least nearly
comnciding with the newly selected viewing position
which was not found 1n the search of the stored
columns; and

the client rendering the 1mage depicting a portion of the
scene as viewed from a perspective at least nearly
coinciding with the newly selected viewing position
using the stored and requested 1mage columns.
24. The process of claim 17, further comprising a process
action of employing a partial cache strategy comprising the
process actions of:

the client allocating two, equal sized builers in the client’s
memory, each of which 1s large enough to store enough
image columns to render an 1mage of the surrounding
scene from the currently selected viewing position and
from any viewing direction;

the client requesting from the server those image columns
needed to render an 1mage depicting a portion of the
scene as viewed from a perspective at least nearly
comnciding with a viewing position selected by the
viewer and 1n a viewing direction selected by the
ViEWer:;

the client requesting additional image columns which can
be used to render an 1mage depicting the remaining
portion of the scene as viewed from said perspective at
least nearly coinciding with the viewing position
selected by the viewer, but from viewing directions
other than the viewing direction selected by the viewer;

the client storing the requested 1mage columns upon
receipt in one of the two buffers, thereby making that
buffer the active bulffer.
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25. The process of claim 24, wherein the process action of
employing a partial cache strategy further comprises the
actions of, whenever the viewer changes viewing position:

the client searching previously stored 1image columns for
image columns needed to render an 1mage depicting a
portion of the scene as viewed from a perspective at
least nearly coinciding with the newly selected viewing,
position before requesting them from the server;

the client requesting from the server any image column
needed to render an 1mage depicting a portion of the
scene as viewed from a perspective at least nearly
coinciding with the newly selected viewing position
which was not found 1n the search of the stored
columns;

the client copying any of the needed 1mage column found
in the stored columns, as well as storing those requested
from the server upon receipt, 1n the mactive one of the
two buffers;

™

‘er as the active
ter as

the client designating the inactive bu
buffer and designating the previously active bu
the 1nactive buffer; and

the client rendering the 1image depicting a portion of the
scene as viewed from a perspective at least nearly
coinciding with the newly selected viewing position
using the 1mage columns stored in the currently active
buifer.

26. The process of claim 24, wherein, at a selected
viewling position and direction, a viewer also selects a zoom
level indicative of the desired lateral field of view of the
viewer's 1mage, and wherein the process action of employ-
ing a partial cache strategy further comprises the actions of,
whenever the viewer zooms 1in:

the client increasing the size of the other inactive butfer 1n
the client’s memory so as to be large enough to store
enough 1mage columns to render an 1mage of the
surrounding scene from the currently selected viewing,
position from any viewing direction at the newly
selected zoom level;

the client searching previously stored 1mage columns 1n
the active bufler for image columns needed to render an
image depicting a portion of the scene as viewed at the
newly selected zoom level before requesting them from
the server;

the client requesting from the server any image column
needed to render an 1mage depicting a portion of the
scene as viewed at the newly selected zoom level which
was not found 1n the search of the stored columns;

the client copying any of the needed 1mage column found
in the active buffer, as well as storing those requested
from the server upon receipt, 1n the mactive one of the
two buffers;

™

‘er as the active
ter as

the client designating the inactive bu
buffer and designating the previously active bu
the 1n active buffer; and

the client rendering the 1image depicting a portion of the

scene as viewed at the newly selected zoom level using

the 1mage columns stored 1n the currently active bufler.

27. The process of claim 24, wherein, at a selected

viewling position and direction, a viewer also selects a zoom

level mdicative of the desired lateral field of view of the

viewer's 1mage, and wherein the process action of employ-

ing a partial cache strategy further comprises the actions of,
whenever the viewer zooms out:

the client searching previously stored image columns 1n
the active bufler for image columns needed to render an
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image depicting a portion of the scene as viewed at the
newly selected zoom level before requesting them from
the server;

the client requesting from the server any 1mage column
needed to render an 1mage depicting a portion of the
scene as viewed at the newly selected zoom level which
was not found 1n the search of the stored columns;

the client copying any of the needed 1mage column found
in the active buffer, as well as storing those requested
from the server upon receipt, in the inactive one of the
two buffers;

the client designating the inactive bufler as the active
buffer and designating the previously active bufler as
the 1nactive buffer; and

the client rendering the 1mage depicting a portion of the
scene as viewed at the newly selected zoom level using
the 1mage columns stored in the currently active buffer.
28. The process of claim 24, further comprising the client
obtaining additional 1image columns which can be used to
render an 1mage depicting the surrounding scene as viewed
from a different viewing position from the server once the
image columns needed to render the image depicting a
portion of the scene as viewed from the perspective at least
nearly coinciding with the viewing position currently
selected by the viewer and 1n any viewing direction selected
by the viewer have been requested and stored 1n one of the
two original buifers.
29. The process of claim 28, wherein the process action of
obtaining additional image columns comprises the actions of
the client:

(a) establishing a secondary buffer in the client’s memory;

(b) selecting the nearest, previously-unselected point
assoclated with a source of 1mage data in relation to the
currently selected viewing position;

(¢) identifying the image columns that are needed to
render an 1mage depicting the surrounding scene as
viewed from the selected point 1n any viewing direc-
tion;

(d) searching previously stored image columns for the
identified 1mage columns and noting the location 1n

memory of any of the identified 1image columns found
in the search;

(e) requesting from the server any of the identified image
columns which were not found in the search of the
stored columns; and

(f) storing the identified image columns requested from

the server 1n the secondary buifer upon their receipt.

30. The process of claim 29, further comprising a process
action of copying any of the 1dentified image columns found
in the search into the secondary buifer.

31. The process of claim 29, further comprising repeating
process actions (a) through (f) whenever there 1s sufficient
memory space available 1n the client to establish another
secondary bufler.

32. The process of claim 17, further comprising the
process actions of:

the client ascertaining 1f a requested 1mage column 1s not
received from the server over the network; and

the client employing a copy of an adjacent image column
in lieu of the missing 1mage column to render the
viewer's 1mage.
33. The process of claim 17, further comprising the
process actions of:

the client ascertaining 1f a requested 1mage column 1s not
received from the server over the network;
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the client blending the two 1image columns adjacent the
missing 1mage column to create a substitute 1mage
column; and

the client employing the substitute 1image column 1n licu
of the missing 1mage column to render the viewer’s
Image.

34. An 1nteractive, client-server based computer network
for providing a walkthrough environment in which images
of a surrounding scene are displayed to a viewer associated
with the client, comprising:

a client comprising at least one general purpose comput-

ing device; and

a computer program comprising program modules

executable by the client, wherein the client 1s directed

by the program modules to,

present a virtual walkthrough space to the viewer 1n
which the viewer can select viewing parameters for
viewing the scene;

ascertain current viewing parameters selected by the
viewer, sald viewing parameters comprising at least
a viewing position and viewing direction within the
walkthrough space;

transmit at least the current viewing position to the
server over the network;

receive Ifrom the server over the network descriptive
information concerning a source of 1image data asso-
ciated with a point 1n the walkthrough space that 1s
closest to the current viewing position, wherein a
source of 1mage data comprises 1mage data from
which an image of a part or all of the surrounding,
scene as viewed from one or more points 1n the
walkthrough space can be rendered, and wherein the
descriptive information comprises an indicator of the
type of image data and information needed to selec-
tively request portions of the image data and to
render an 1mage therefrom,

request the 1mage data needed to render an image
depicting at least a part of the scene as would be
viewed from the coordinates of the closest source
point 1n the current viewing direction from the server
over the network 1n a prescribed order,

receive over the network the requested image data
transmitted by the server,

use the received image data to render the viewer’s
image.

35. The network of claim 34, wherein the descriptive
information further comprises the walkthrough space coor-
dinates of the closest source point, and wherein the computer
program further comprises program modules for:

determining whether the coordinates of the closest source
point are different from the current viewing position;
and

whenever 1t 1s determined the coordinates of the closest
source point are different from the current viewing
position, designate the closest source point coordinates
as the current viewing position.

36. The network of claim 34, wherein the requested 1mage
data 1s received 1n a compressed form, and wherein the
program module for receiving descriptive information con-
cerning the source of 1mage data comprises a sub-module for
rece1ving 1n the descriptive information, information needed
for the client to decompress the compressed image data, and
wherein the computer program further comprises a program
module for decompressing the requested 1mage data upon its
receipt using the decompression information received with
the descriptive mformation.
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J7. The network of claim 34, wherein the viewing param-
cters further comprise a viewer selected zoom level indica-
tive of the desired lateral field of view of the viewer’s 1mage,
and wherein the program module for ascertaining the current
viewing parameters selected by the viewer comprises a
sub-module for ascertaining the selected zoom level, and
wherein the program module for requesting the image data
comprises a sub-module for requesting the 1mage data

needed to render an 1mage depicting at least a part of the
scene as would be viewed from the coordinates of the closest

source point in the current viewing direction from the server
and at the selected zoom level, over the network 1n a
prescribed order.

38. The network of claim 37, wherein the 1mage data
sources comprise at least one of (1) pictures each represent-
ing a part of the surrounding scene as would be viewed from
a capture point of the picture, (i1) panoramas each repre-
senting the surrounding scene as would be viewed from a
capture point of the panorama, and (iil) concentric mosaics
comprising 1image data from which an 1mage of the sur-
rounding scene can be rendered as would be viewed from
any point within a wandering circle of the concentric
MOSaic.

39. The network of claim 38, wherein the closest source
point 1s associated with a picture according to the received
descriptive information, and wherein the computer program
further comprises program modules for:

determining whether the viewer’s image can be rendered

ogrven the selected zoom level and viewing direction
using the 1mage data associated with the picture;

whenever 1t 1s determined the viewer’s 1mage cannot be
rendered from the picture image data given the selected
zoom level and viewing direction, informing the viewer
that the selected viewing direction or zoom level, or
both, 1s unavailable at the currently selected viewing
position and inviting the viewer to select a different
viewing direction and/or zoom level or to select a
different viewing position.

40. The network of claim 34, wherein the 1image data
comprises a plurality of 1mage columns each depicting a
columnar part of the scene.

41. The network of claim 40, wherein the prescribed order
of requesting 1image data 1s to request the image columns that
are needed to render the 1mage being presented to the viewer
from the center of this image outward, in an alternating
pattern.

42. The network of claim 41, wherein each image column
assoclated with an 1mage data source point 1n the walk-
through space 1s assigned a different index number, and
wherein the process action of requesting 1image data com-
prises an action of requesting the 1image columns needed to
render the 1mage being presented to the viewer by their
index numbers.

43. An 1nteractive, client-server based computer network
for providing a walkthrough environment in which 1mages
of a surrounding scene are displayed to a viewer associated
with the client, comprising:

a server comprising at least one general purpose comput-

ing device; and

a computer program comprising program modules

executable by the server, wherein the server 1s directed

by the program modules to,

define a virtual walkthrough space 1n which the viewer
can select viewing parameters comprising a viewing
position on a viewing plane therein and a viewing
direction for viewing the scene;

divide the viewing plane of the walkthrough space into
a sectioned grid comprising a plurality of cells;
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assign to each cell of the grid at least one source of
image data from which a view of a part or all of the
surrounding scene as viewed from that cell can be
rendered, wherein each of said image data sources
assigned to a cell 1s associated with at least one point
within the cell; and
receive from a client over the network a set of viewer-
selected, current viewing parameters comprising at
least a viewing position within the walkthrough
space;
determine 1in which cell the current viewing position
resides,
ascertain which of the points associated with data
sources assigned to the cell containing the selected
position and any directly adjoining cell 1s closest to
the current viewing position,
transmit to the client over the network descriptive
information concerning the source of 1mage data
assoclated with the point in the walkthrough space
that 1s closest to the current viewing position,
wherein the descriptive information comprises an
indicator of the type of image data and information
needed for the client to selectively request portions
of the image data and to render an 1mage therefrom,
receive requests from the client over the network for
image data needed to render an 1mage depicting at
least a part of the scene as would be viewed from the
current viewing position in the current viewing,
direction, and
transmit the requested 1mage data to the client over the
network.

44. The network of claim 43, wherein the program module
for transmitting descriptive information concerning the
source of 1mage data comprises a sub-module for including
the walkthrough space coordinates of the closest source
point in the descriptive mformation.

45. The network of claim 43, wherein the program module
for transmitting descriptive information concerning the
source of 1mage data comprises a sub-module for transmut-
ting the requested 1mage data in the order requested by the
client.

46. The network of claim 43, further comprising a pro-
oram module for compressing the requested 1mage data prior
to transmitting it to the client, and wherein the program
module for transmitting descriptive information concerning
the source of image data comprises a sub-module for includ-
ing 1n the descriptive information, information needed for
the client to decompress the compressed image data.

4'7. The network of claim 44, wherein the program module
for compressing the requested i1mage data comprises a
sub-module for compressing the 1image data using a vector
quantization technique.

48. The network of claim 43, wherein the 1mage data
comprises a plurality of 1mage columns each depicting a
columnar part of the scene, and wherein each 1image column
assoclated with an i1mage data source point in the walk-
through space 1s assigned a different index number, and
wherein the process action of receiving requests from the
client for image data comprises an action of receiving the
requests 1n the form of index numbers i1dentifying the
particular image columns that are to be transmitted to the
client.

49. A computer-readable medium having computer-
executable instructions for providing image data, said
computer-executable instructions comprising:

defining a virtual walkthrough space 1n which the viewer
can sclect viewing parameters comprising a viewing
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position on a viewing plane theremn and a viewing
direction for viewing the scene;

dividing the viewing plane of the walkthrough space 1nto
a sectioned grid comprising a plurality of cells;

assigning to each cell of the grid at least one source of
image data from which a view of a part or all of the
surrounding scene as viewed from that cell can be
rendered, wherein each of said i1mage data sources
assigned to a cell 1s associated with at least one point
within the cell;

inputting the viewer’s current viewing parameters com-
prising at least a viewing position within the walk-
through space;

determining 1n which cell the current viewing position
resides;

ascertaining which of the points associated with data
sources assigned to the cell containing the selected
position and any directly adjoining cell 1s closest to the
current viewing position;

outputting descriptive information concerning the source
of 1mage data associated with the point in the walk-
through space that 1s closest to the current viewing
position, wherein the descriptive information com-
prises an indicator of the type of image data and
information needed to selectively request portions of
the 1mage data and to render an image therefrom;

inputting requests for 1mage data needed to render an
image depicting at least a part of the scene as would be
viewed from the current viewing position i1n a currently
selected viewing direction, and

outputting the requested 1mage data.
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50. A computer-readable medium having computer-

executable 1nstructions for providing images of a surround-
Ing scene to a viewer, said computer-executable mstructions
comprising;

presenting a virtual walkthrough space to the viewer 1n
which the viewer can select viewing parameters for
viewing the scene;

ascertaining current viewing parameters selected by the
viewer, sald viewing parameters comprising at least a
viewing position and viewing direction within the
walkthrough space;

outputting the current viewing position,;

inputting descriptive information concerning a source of
image data associated with a point in the walkthrough
space that 1s closest to the current viewing position,
wherein a source of 1mage data comprises image data
from which an 1image of a part or all of the surrounding,
scene as viewed from one or more points in the
walkthrough space can be rendered, and wherein the
descriptive information comprises an indicator of the
type of 1image data and information needed to selec-
tively request portions of the image data and to render
an 1mage therefrom,

outputting requests for the 1mage data needed to render an
image depicting at least a part of the scene as would be
viewed from the coordinates of the closest source point
in the current viewing direction 1n a prescribed order,

inputting the requested 1image data,

using the received image data to render the viewer’s
lmage.
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