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(57) ABSTRACT

A disk array device selects a redundant generation method
for reducing the overhead and improving the reliability
assoclated with generating redundant data. The disk array
device mncludes a disk controller connected to and control-
ling an array of disk drives. The disk controller includes a
redundant data generator, a difference data generator, and a
redundant data generation method selector. The redundant
data generator 1s able to generate redundant data via a read
and modily method and an all stripes method. The disk array
device selects a method of generating redundant data from
a method of read and modify and all stripes, and a method
of generation 1n a drive and a method of difference, both of
which are executed to generate redundant data on a disk
drive. The disk array device selects the method of generating
redundant data that will minimize the time required to
process, transfer and store both the received host data and
the generated redundant data based on the length of write
data received from the host, an access pattern specified by
the host, by the current load state of the disk drives, and by
the existence of a failure state 1n a disk drive. Divided write
C
C

ata and previous data to be updated may be transferred
epending on the write data length.

20 Claims, 10 Drawing Sheets
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DISK ARRAY DEVICE WITH SELECTABLE

METHOD FOR GENERATING REDUNDANT
DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This 1s a continuation of application Ser. No. 09/883,17/79,
filed Jun. 19, 2001, which 1ssued as U.S. Pat. No. 6,463,505
on Oct. 8, 2002, which 1s a continuation of application Ser.
No. 08/974,535, filed on Nov. 19, 1997, which 1ssued as U.S.
Pat. No. 6,269,424 on Jul. 31, 2001. This application 1is
based on and claims priority to Japanese Patent Application

No. 08-310520 filed on Nov. 21, 1996, the content of which
1s incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates to a technique for control-
ling a disk array, and more particularly to a technique for
enhancing the efficiency and reliability of a process for
ogenerating and writing redundant data to a disk array storage
device.

BACKGROUND OF THE INVENTION

In 1987, David A. Patterson, et al. reported a technique for
saving redundant data in storage devices. See David A.
Patterson, “A Case for Redundant Arrays of Inexpensive

Disks (RAID),” University of California at Berkeley, Com-
puter Science Division Report UCB:CSD-87-391
(December 1987); see also David A. Patterson, “A Case for
Redundant Arrays of Inexpensive Disks (RAID),” ACM
SIGMOD conference proceeding, Chicago, Ill., Jun. 1-3,
1988, pp. 109-116. This technique 1s based on a generalized
method of concatenating multiple physical storage devices
into one logical storage unit. When a high level device (e.g.,
host computer or dedicated controller) writes user data to
this type of logical storage unit, the data may be divided into
a number of parts corresponding to the number of physical
storage devices. At the same time, redundant data may also
be generated and stored among the several physical storage
devices. In the event that one of the physical storage devices
fails, the stored redundant data can facilitate the recovery ot
stored user data. The Patterson document described the
following two methods for generating redundant data.

The first method for generating redundant data, referred to
herein as the “method of read and modify,” generates
redundant data from the combination of three sources: (1)
write data from a high level device, (2) previous data stored
in a storage device where the write data 1s to be stored, and
(3) previous redundant data stored in a storage device where
newly generated redundant data 1s to be stored.

Assuming that the write data 1s divided into ¢ partitions,
this method of generating redundant data requires o read
operations to access previously stored data, a write opera-
tions to store the updated write data, one read operation to
retrieve the previous redundant data, and one write operation
to store the updated redundant data. To generate and store
redundant data in this example, (a+1) read operations and
(a+1) write operations are required, totaling (2a+2) input
and output operations. If the use of redundant data 1s
unnecessary, only o (write) operations would be required to
store the data. This means that, using this method of gen-
erating redundant data, an additional (a+2) input and output
operations are required.

The second method for generating redundant data,
referred to herein as the “method of all stripes,” generates
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2

redundant data from partitioned write data received from the
high level device and from previous data read from the
storage devices. In this method, however, the devices which

store redundant data do not read previously-stored redundant
data.

With this method, assume again that the write data 1s
divided into o partitions. Assume also that the number of
storage devices, except those for saving redundant data, 1s {3,
and further that a.<={3. In this method, then, the total number
of input operations to and output operations from the storage
devices is (f+1), wherein the number of input operations is
(f—c) and the number of output operations, including those
containing redundant data, 1s a+1. If redundant data is not
necessary, only o (write) operations would be required to
store the data. This means that the additional number of
input and output operations required is (f+1-a), when
redundant data 1s generated by this second “method of all
stripes.”

Apart from the foregoing methods, a method for gener-
ating redundant data 1n storage devices has been disclosed 1n
U.S. Pat. No. 5,613,088, wherein the storage device uses two
heads for stmultancous reading and writing. Specifically, the
read head and the write head are fixed on a common actuator.
During the data update process, the read head reads existing
parity data and then the write head follows, updating the
same arca with new parity data generated, 1 part, from the
old parity data.

The foregomng two methods for generating redundant
data, that 1s, the “method of read and modity” and the
“method of all stripes,” increase the number of 1nput and
output (I/O) operations associated with storing data on a
disk. This means that the disk control device with redun-
dancy 1s inferior in performance to the disk control device
without redundancy. Hence, according to the present
immvention, a conventional disk control device with redun-
dancy 1s made to selectively employ the redundant data
generation method that results in a smaller number of 1/0
operations to and from the storage device. This selection
makes it possible to reduce the burden on the storage device
and thereby improve the processing speed. Specifically, 1n
the case of (a>=(p-1)/2), the “method of all stripes” will use
a smaller number of storage device I/O operations than the
“method of read and modify,” while in the case of (a<(f3-
1)/2), the “method of read and modify” will use a smaller
number. Therefore, 1f the length of the write data received
from the high level device is in the range of (a<(f3-1)/2), for
example, 1n the case of a short transaction process, a disk
control device that 1s configured to use the present invention
will select the “method of read and modify” to generate
redundant data.

The number of I/O operations using the “method of read
and modify” is minimized at four (4) when a.=1. This means
that when a=1, performance cannot be improved further
unless the method of processing 1s reconsidered. The prob-
lem with the “method of read and modify” 1s essentially
based on the fact that two 1I/O operations must be 1ssued to
the storage device for each partition of data. With each I/0
operation there 1s significant overhead associated with such
factors as movement of the head and rotational latency. This
mechanical overhead 1s a great bottleneck on disk control
devices.

The method disclosed 1n U.S. Pat. No. 5,613,088 makes
it possible to generate redundant data 1n a storage device
coniligured with a read head and a write head mounted on a
single actuator. Expanding this method to a general storage
device provided with a single read-write head, the resulting
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method, referred to herein as the method of “generation 1n
a drive,” employs the following steps. First, the data to be
written to the disk drive device (the “write data™) and the
existing data that will eventually be updated with the “write
data” (the “data before update™) are transferred to the actual
physical storage device that 1s responsible for generating and
storing the redundant data. Within this redundant data physi-
cal storage device, the existing redundant data that will be
updated (the “redundant data before update”) is read, and the
new redundant data 1s generated from the combination of the
“write data,” the “data before update,” and the “redundant
data before update.” In this method of “generation in a
drive,” the head 1s positioned to read the “redundant data
before update,” and the updated redundant data 1s calculated,
and when the disk reaches the next writing position, the
write operation 1s started and the updated redundant data 1s
stored. This operation makes it possible to avoid the spin-
ning on standby that normally occurs during the interval
between reading and writing, and merely requires one move-
ment of the head and one standby spin. As a result, if the
length of the data from the high level device 1s short, the
processing speed of the control device can be improved
further.

However, the method of “generation 1n a drive” cannot
always calculate and store redundant data in the most
ciiicient manner. If the length of the generated redundant
data 1s longer than can be stored within one spin of the disk,
the method of “generation 1n a drive” will require the disk
to spin on standby during the interval between reading the
“redundant data before update” and writing the updated
redundant data. This additional spinning on standby
increases the time required by the drive to save the updated
redundant data, and thereby increases the response time of
the disk array device. Therefore, 1f the length of the redun-
dant data 1s longer than can be stored within one spin of the
disk, the method of “generation in a drive” will have a
orecater response time than if the redundant data could be
stored within one spin of the disk.

The method of “generation 1n a drive” 1s designed to
increase the volume of “data before update” read from the
component disk drives, as the number of partitions of “write
data” received from the high level device increases, thereby
increasing the load placed on the data storage device. Hence,
if the number of partitions of “write data” 1s great, the
method of “generation 1n a drive” disadvantageously lowers
the throughput of the disk array device.

With the method of “generation 1n a drive,” it 1s possible
to 1ncrease the amount of time the redundant data disk drive
1s busy during each spin of the disk, as compared to the
“method of read and modily.” This increases the burden
placed on the redundant data disk drive 1n a highly multi-
plexed and high load environment. Hence, the method of
“oeneration 1n a drive” may enhance the probability that the
redundant data disk drive will be 1n use, thereby lowering
the throughput of the drive.

When write data 1s transterred from the high level device
to the disk control device, together with an explicit speci-
fication of consecutive pieces of data, the method of “gen-
eration 1n a drive” operates to immediately generate redun-
dant data for the transferred write data. As a result, when the
succeeding write data 1s transferred from the high level
device, the “method of all stripes” may lose the chance of
ogenerating redundant data corresponding to the first write
data. Hence, 1f the method of “generation in a drive” cannot
use the “method of all stripes,” this disadvantageously
lowers the efficiency of generating redundant data, thereby
degrading the throughput of the disk array device.
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Finally, with the method of “generation m a drive,” the
ogeneration of redundant data may become unsuccessiul
upon the occurrence of any drive-related failure, such as the
inability to read the “redundant data before update.” It this
kind of failure occurs, the redundancy of the Error Correct-
ing Code (ECC) group of the component disk drives of the
disk array device may be lost at once.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to avoid the
spinning on standby that occurs when the data length of the
write data from a high level device i1s longer than can be
stored within one spin of the disk, and to improve the
response time of a disk array device when it generates and
stores redundant data.

It 1s a further object of the present invention to 1improve
the throughput of a disk array device by selecting the most
appropriate method for generating redundant data, so that
the necessary number of reads of the “data before update”™ 1s
minimized relative to the number partitions of write data
received from the high level device.

It 1s yet a further object of the present invention to reduce
the amount of time the redundant data disk drive 1s busy
during each spin of the disk.

It 1s another object of the present invention to improve the
throughput of a disk array device by enhancing the efficiency
of generating redundant data 1n association with the required
access pattern (e.g., sequential access, indexed access, etc.)
for the write data, as specified by the high level device.

It 1s st1ll another object of the present invention to enhance
the reliability of the process of generating redundant data in
disk array storage devices.

According to the invention, a disk array device having a
plurality of disk drives composing a disk array, and a disk
control device for controlling those disk drives includes a
plurality of methods for generating redundant data and a
control logic for selectively executing at least one of those
methods when a high level device requests the disk array
device to store supplied data 1n a redundant fashion.

The disk array device, including a plurality of disk drives
composing a disk array and a disk control device for
controlling those disk drives, 1s dynamically switched from
the generation of redundant data 1n the disk control device
to the generation of the redundant data inside of the disk
drives according to an operating status.

Speciifically, as an example, the disk array device accord-
ing to the mvention includes the following components.

That 1s, the disk array device composing a plurality of
disk drivers, which 1s arranged to set a logic group of a
partial set of the disk drives and save the redundant data in
part of that logic group for the purpose of recovering fault
data from the normal disk drives when some of the disk
drives are disabled by temporary or permanent failure,
provides methods for generating redundant data in each of
the disk drives.

The disk control device contains: (1) a first redundant data
ogenerating circuit that generates new redundant data from
partitioned write data received from a high level device, the
previous data to be updated by the partitioned write data, and
the redundant data of the data group of the partitioned write
data, (2) a second redundant data generating circuit that
ogenerates new redundant data of the data group from the data
that 1s not updated by the partitioned write data contained in
the data group, and (3) a selective control circuit for select-
ing a difference data generating circuit for generating dif-
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ference data from: (a) the partitioned write data received
from the high level device and (b) the previous data updated
by the partitioned write data and one of the redundant data
generating circuits.

Further, the disk control device provides a method of
determining the length of the write data received from the
high level device, a method of detecting the utilization of
cach redundant data disk drive, a method of determining 1f
the transter of consecutive pieces of data from the high level
device has been explicitly specified, and a method of detect-
ing 1f the generation of redundant data within the redundant
data disk drive has failed. The selective control circuit
operates to select a proper method for generating the redun-
dant data.

An example of a preferred embodiment of the disk array
device and the method for controlling the disk array device
as described above 1s provided as follows.

The disk array device operates to determine the length of
the write data sent from the high level device, and then
ogenerate redundant data m the redundant data disk drive it
the data length 1s determined to be shorter than can be stored
within one spin of the disk. Hence, the disk array device
operates to suppress the spinning on standby within the
redundant data disk drive, thereby improving the throughput
of the disk array device.

If the length of the write data sent from the high level
device 1s determined to be longer than can be stored within
one spin of the disk, the difference data between the parti-
tioned write data and the “data before update™ stored on the
raw data disk drive(s) is transferred onto the redundant data
disk drive. The redundant data disk drive then operates to
ogenerate redundant data from the difference data and the
“redundant data before update,” thereby suppressing the
spinning on standby within the redundant data disk drive and
improving the throughput of the disk array device accord-
ingly.

The method for controlling the disk array device 1s
executed to determine the utilization of the redundant data
disk drive, generate the redundant data in another disk
control device without having to execute the method of
“generation 1n a drive” 1if the utilization 1s determined to be
oreater than or equal to a given value, for the purpose of
distributing the load associated with generation of the redun-
dant data. In a highly multiplexed and high load
environment, by suppressing the increase of the load placed
on the redundant data disk drive, it is possible to lower the
probability that the redundant data disk drive will be 1n use
and thereby improve the throughput of the disk array device.

The method for controlling the disk array device 1s
executed to determine if the transfer of consecutive pieces of
data from the high level device to the disk control device has
been explicitly specified and to generate redundant data in
the short time after the write data reaches a sufficient length
without 1mmediately generating the redundant data, if the
explicit transfer of consecutive data 1s specified. This
enables an 1improved efliciency of generating redundant data
and 1mproves the throughput of the disk array device.

When the method of “generation mn a drive” fails to
ogenerate redundant data, the method for generating the
redundant data 1s switched to another method. This makes 1t
possible to increase the chances of recovering from the
failure and thereby improving the reliability of the disk array
device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram showing an arrangement of an
information processing system including a disk array device
according to an embodiment of the present 1nvention;
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FIG. 2 1s a view of an 1nternal arrangement of a disk drive
used 1n the disk array device according to an embodiment of
the present invention;

FIG. 3 1s a view of an example of mapping data to be
orven to and received from a high level device by the disk
drive used 1n the disk array device according to an embodi-
ment of the present invention;

FIG. 4 1s a diagram showing an arrangement of hardware
of an mformation processing system including a disk array
device according to an embodiment of the present invention;

FIG. 5 15 a flowchart showing an example of a process for
selecting a method for generating redundant data i a disk
array device according to an embodiment of the present
mvention;

FIG. 6 1s a diagram showing the flow of data during the

generation of redundant data according to the “method of all
stripes” 1n the disk array device according to an embodiment
of the present invention;

FIG. 7 1s a diagram showing the flow of data during the
generation of redundant data according to the method of
“generation 1n a drive” 1n the disk array device according to
an embodiment of the present mnvention;

FIG. 8 1s a diagram showing the flow of data during the
generation of redundant data according to the “method of
read and modily” in the disk array device according to an
embodiment of the present invention;

FIG. 9 1s a diagram showing the flow of data during the
generation of redundant data according to the “method of
difference” 1n a disk array device according to an embodi-
ment of the present invention; and

FIG. 10 1s a view of an arrangement of a cache directory
in the disk control device included 1n the disk array device
according to an embodiment of the present mvention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Hereafter, an embodiment of the i1nvention will be
described 1n detail with reference to the appended drawings.

FIG. 1 1s a diagram showing an arrangement of an
information processing system including a disk array device
according to an embodiment of the present mvention. The
information processing system according to this embodi-
ment 1s arranged to have a central processing device 10 (also
referred to herein as a host 10 or a high level device 10) and
a disk array device connected thereto. The disk array device
1s configured with a disk control device 20 and seven disk
drives 300 (3004 to 300g) to be operated independently of
cach other, each of which disk drives may be a magnetic disk
unit, for example. These seven disk drives 300 together
compose an Error Correcting Code (ECC) group, with
which user data can be recovered when a failure occurs. The
host 10 1s coupled to the disk control device 20 through a
channel bus 60. The disk control device 20 i1s connected to
cach disk drive 300 through the corresponding drive bus 70
so that each disk drive 300 may be operated independently
of each other.

The disk control device 20 1s arranged to have a host
interface (host I/F) 40, a data divider/reproducer 80, a
microprocessor 30, a cache memory 110, a cache directory
120, a redundant data generator 130, a difference data
ogenerator 140, and a plurality of drive controllers 50. The
host I/F 40 and the data divider/reproducer 80 are each
coupled to a channel bus 60, to the cache memory 110, and
to the microprocessor 30 through signal lines. The micro-
processor 30 1s coupled to the cache memory 110, the cache




US 6,604,172 B2

7

directory 120, the redundant data generator 130, the ditfer-
ence data generator 140, and the plurality of drive control-
lers 50 through signal lines. The cache memory 110, the
cache directory 120, the redundant data generator 130, the
difference data generator 140, and the plurality of drive
controllers 50 are controlled by: a cache memory reference
module 31, a cache directory reference module 32, a drive
state reference module 33, a redundant data generator con-
trol module 34, a difference data generator control module
35, and a drive controller control module 36, all of which are
microprograms that are executed by the microprocessor 30.

The microprocessor 30 also includes a redundant data
generating method selecting module 37 serving as a means
for determining the method for generating the redundant
data, a sequential access mode determining module 38
serving as a means for checking if the sequential access from
the host 10 1s specified, and a mapping module 39 serving
as a means for calculating a write position on the actual disk
drive 300 from the write data from the host 10. These
modules are microprograms that are executed by the micro-
processor 30.

The cache memory 110, the cache directory 120, the
redundant data generator 130, and the difference data gen-
crator 140 are coupled together through signal lines. The
cache memory 110 1s coupled to the plurality of drive
controllers 50 through a signal line that allows data to be
transferred between the cache memory 110 and the plurality
of drive controllers 50. The cache memory 110 1s divided
into a write plane 111 on which the write data from the host
10 1s saved and a read plane 112 on which the data read from
the disk drive 300 1s saved. The write plane 111 and the read
plane 112 are each divided into a plurality of partitions,

identified by slots 113 to 115 and slots 116 to 118, respec-
fively.

FIG. 10 1s an 1illustration of an arrangement of a cache
directory 120 according to an embodiment of the present
invention. In this embodiment, the cache directory 120
contains several categories of information. Those categories
include: cache management mnformation 121 for managing
data 1n the cache memory 110, data length information 122
for representing the quantity of data received from the host
10, host access pattern mformation 123 for specifying the
pattern used by the host 10 to access the data (such as
random access or sequential access), and pending flag infor-
mation 124 for indicating when a particular data write
process is pending or has been completed (for example, to
indicate that a sequential access operation is still underway).

FIG. 2 1s an 1llustration of an internal arrangement of the
disk drive used 1n an embodiment of the present invention.
The disk drive 300 includes: a disk interface (disk I/F) 310
for controlling the transfer of information between the disk
drive 300 and a drive controller 50 via the drive bus 70, a
drive bufler 330 for temporarily holding data received from
an external drive controller 50 and data read from an internal
disk medium 350, and a disk control mechanism 340 for
controlling the position of a disk head (not shown) with
respect to the disk medium 350. The disk I/F 310, the drive
buifer 330 and the disk control mechanism 340 are coupled
to the microprocessor 320 through signal lines. The activi-
ties of the disk I/F 310, the drive buffer 330 and the disk
control mechanism 340 are coordinated and controlled by
the microprocessor 320.

In this embodiment, the microprocessor 320 of each disk
drive 300 1s capable of performing at least the following
three (3) functions under direction of a drive controller 50:
(1) generating redundant data from newly received user data,
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(2) generating redundant data from the combination of
newly received user data and data that has already been

stored on the disk medium 350, and (3) saving new redun-
dant data on the disk medium 350 of the disk drive 300.

FIG. 3 1s an illustration of how input/output (I/O) data can
be mapped between the host 10 and the disk medium 350,
according to a preferred embodiment of the present mven-
tion. In this embodiment, the data recording area of the disk
medium 350 of each disk drive 300 1s logically divided into
a plurality of unit areas. When a unit area from disk drive
300a 1s concatenated with a corresponding unit area from
disk drive 3005 and with corresponding unit areas from disk
drives 300c¢ to 300g, the resulting collection of data com-
prises an ECC data group, which contains at least one piece
of redundant data.

Referring to FIG. 3, a stream of data units D000, D001,
D002, . . ., D029 1s received from host 10. Data units are
processed 1n sequence, 1n groups corresponding 1n number
to one less than the number of available disk drives (in this
example, six data units would be processed together, since
there are seven disk drives, 300a—300g). For each of these
oroups of data units, redundant data 1s calculated. For
example, 1n FIG. 3, redundant data PO00 has been calculated
for the group of data units D000 to D00S. After the redun-
dant data has been calculated, the data units together with

their redundant data are each mapped to one of the available
disk drives 300 1n the ECC data group.

In FIG. 3, redundant data PO0OO has been mapped to disk
drive 300¢g, and data units D000 to D005 have been mapped
to disk drive 300a to 300f, respectively. This mapping of
data (the collection of data units plus their corresponding
redundant data) to the individual disk unit areas in the ECC
data group, follows an ordering, which guarantees that
redundant data units are distributed evenly across all avail-
able disk drives 300 1n the ECC data group. The ordering,
begins with the right-most or upper-most disk drive 300¢ 1n
FIG. 3 and cycles continuously through all available disk
drives 300 1n reverse order. In FIG. 3, this ordering can be
observed by noting that redundant data PO0O0 has been
mapped to disk drive 300g, redundant data PO0O1 has been
mapped to disk drive 300/, PO02 has been mapped to disk
drive 300¢, P0O03 has been mapped to disk drive 300d, and

P004 has been mapped to disk drive 300c. After ecach
redundant data unit has been mapped to a disk drive 300, its

corresponding data units are then sequentially mapped to
disk drives 300 1n forward sequential order. Thus, in FIG. 3,
after POO0O has been mapped to disk drive 300¢g, data units
D000 to D003 are then mapped to disk drives 300a to 300y,
respectively (note that disk drive 300a sequentially follows
disk drive 300g in the sequential mapping order). Similarly,
after POO1 has been mapped to disk drive 300/, data units
D006 to D011 are then mapped to disk drives 300¢ and 3004
to 300e, respectively (again note that, cycling in forward
order, disk drive 300a sequentially follows disk drive 300g).

If the redundant data 1n FIG. 3 1s calculated to be the
exclusive OR of its corresponding data units, then if a failure
occurs 1n one disk drive 300, the fault can be recovered by
calculating the exclusive OR of the data retrieved from the
remaining operational disk drives 300.

It can be appreciated that the redundant data 1s not limited
to a stmple exclusive OR calculation. Any one of a number
of error correcting code techniques may be used, mncluding
a Hamming code.

Refer now to FIG. 4, showing a diagram of the disk array
device according to a preferred embodiment of the present
invention. The channel bus 60 shown in FIG. 1 corresponds
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to 260-1 through 260-8. The host I/F 40 and the data
divider/reproducer 80 shown 1n FIG. 1 correspond to host
adapters 231-1 and 231-2, respectively. The microprocessor
30, the plurality of drive controllers 50, the redundant data
generator 130, and the difference data generator 140 shown
in FIG. 1 correspond to disk adapters 233-1 through 233-4,
respectively. The cache memory 110 shown in FIG. 1
corresponds to cache memories 232-1 to 232-2. The cache
directory 120 shown in FIG. 1 corresponds to shared memo-

ries 234-1 to 234-2. The drive bus 70 shown in FIG. 1
corresponds to 270-1 to 270-16.

The host adapters 231-1 to 231-2, the cache memories
232-1 to 232-2, the disk adapters 233-1 to 233-4, and the

shared memories 234-1 to 234-2 are connected to each other
through double-width data transfer buses 237-1 to 237-2.

Under the control of disk control device 20, storage

device 240 contains disk drive boxes 241-1 to 241-2, which
in turn house disk drives 242-1 to 242-32 and disk drives
242-33 to 242-64, respectively.

The host adapters 231-1 to 232-2, the disk adapters 233-1
to 233-4, and the shared memories 234-1 to 234-2 are
connected to a service processor 235 through a communi-
cation path 236 1nside a control unit. The service processor

235 may be accessed by an operator through maintenance
terminal 250.

FIG. 1 illustrates a single ECC group of disk drives, while
FIG. 4 illustrates a total of eight ECC groups of disk drives.
The disk drives 242-1 to 242-7, 242-9 to 242-15, 242-17 to
241-23, and 242-25 to 242-31 each correspond to ECC
ogroups. The disk drives 242-8, 242-16, 242-24 and 242-32
are spared disk drives. Disk drives 242-33 to 242-64 are

conlfigured 1n the same manner as disk drives 242-1 to

242-32.

FIG. § 1s a control flow diagram, 1llustrating the operation
of the microprocessor 30 (in FIG. 1) when the central
processing device 10 (host 10) supplies data to be written
(“write data”) to the disk array device. The “write data” from
the host 10 1s transferred to the disk control device 20
through the channel bus 60 and 1s divided mto partitions by
the data divider/reproducer 80 shown 1n FIG. 1. At step 1000
of FIG. §, the host I/F 40 saves each partition 1n one slot of
the write plane 111 of the cache memory 110, as the
microprocessor 30 counts the number of partitions saved.
This partition count value 1s then stored 1n the data length
information 122 included in the cache directory 120 (FIG.
10). In step 1010, the sequential access mode determining
module 38 1s executed to determine 1f the host access pattern
supplied by the host 10 indicates the data i1s to be stored
and/or accessed sequentially. The result of this test 1s saved
in the host access pattern information 123 of the cache

directory 120 (FIG. 10).

If sequential access has been specified by the host 10, step
1150 1s executed. The pending flag mmformation 124 on cache
directory 120 1s first modified to retlect the fact that the
sequential access operation i1s underway. Then, the host 10
1s informed that the writing process has completed, and the
microprocessor 30 1s made to wait for a specified time, even
though at this point in the process, no redundant data has
been generated, and no write data has actually been written
to the disk drive 300. This waiting behavior 1s important
because 1t 1s highly probable that subsequent write data
requests received from the host 10 will also specily sequen-
fial access. If the “method of all stripes™ 1s being used to
ogenerate redundant data, this waiting will allow the micro-
processor 30 to fill all of the write plane slots corresponding,
to one disk stripe (a disk stripe is a set of write plane slots
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that are individually written on the same position of different
physical disk drives), if additional write data arrives before
the waiting time has expired. The proper waiting time 1s
calculated by ((data length of the stripe—transferred data

length)/data transfer speed from the host). If additional write
data has not been received after the microprocessor 30 has
waited for the specified time, the operation continues on to

step 1020.

If sequential access 1s not specified by the host at the step
1010, or if the operation at step 1050 timed out, the
operation at the step 1020 1s executed. First, the micropro-
cessor 30 invokes mapping module 39 (FIG. 1) to calculate
the specific column on disk drive 300 where the write data
of each slot 1s to be saved to disk medium 350. Next, the
microprocessor 30 calculates two values: (1) the number of
read operations required if the “method of read and modity”
is used, and (2) the number of read operations required if the
“method of all stripes” 1s used.

The microprocessor 30 determines the number of read
operations for the “method of read and modity” by execut-
ing the redundant data generating method selecting module
37 to calculate and return a value corresponding to the
number of slots that contain write data plus one. The
microprocessor 30 then determines the number of read
operations for the “method of all stripes” by executing the
redundant data generating method selecting module 37 to
calculate and return a value corresponding to the number of
disk drives 300 required to save the write data subtracted
from the available number of disk drives 300. Finally, the
redundant data generating method selecting module 37 is
executed again to compare the necessary number of reads 1n
the “method of all stripes” with the necessary number of
reads in the “method of read and modify,” as shown 1n step
1020. If the conditional expression:

(the necessary number of reads in the “method of all stripes™)<=
(the necessary number of reads in the “method of read and
modify”) (expression 1)

1s met, the “method of all stripes” 1s selected and the
operation goes to step 1160.

In step 1060, the “method of all stripes” 1s employed to
write a stream of data, as shown 1n FIG. 6. At first, a read
request is issued to each of the disk drives 300 (3004 to 300f)
which will remain unaffected by the write process. Then, as
indicated by operation (1) i FIG. 6., the data on the
unaffected disk drives 300 (3004 to 300f) are read by the
read plane 112 of the cache memory 110 (see FIG. 1). In
operation (2) of FIG. 6, the data to be written, which has
been saved on the slots in write plane 111 corresponding to
disk drives 300 (300a to 300c), together with the data now
on the read plane 112, are transferred to the redundant data
generator 130 (see FIG. 1). The redundant data generator
130 operates to generate the redundant data and then, in
operation (3) of FIG. 6, the redundant data generator 130
saves the redundant data 1n the read plane 112 of the cache
memory 110. Finally, the drive controller control module 36
(see FIG. 1) utilizes the drive controller 50 so that the
redundant data on the read plane 112 of the cache memory
110 is transferred to the disk drive 300 (300g) and stored in
operation (4) of FIG. 6.

In step 1020, if expression 1 1s not satisfied, the operation
goes to step 1030 (FIG. §). As shown in (1) of FIG. 7 or 8,
a read request is 1ssued to the disk drives 300 (300a to 3005).
The data on those disk drives 300 (300a to 3005) are
transterred to the read plane 112 of the cache memory 110
(see FIG. 1). Then, the operation goes to step 1040. The
drive state reference module 33 1s executed to determine if
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the redundant data disk drive 300 (300g) 1s 1n use. If it is in
use, the operation goes to step 1170.

If the redundant data disk drive 300 (300g) is not in use,
the operation goes to step 1090. The redundant data gener-
ating method selecting module 37 1s executed to derive a
cylinder number (#) on the disk medium 350 (see FIG. 2)
from the position on the disk medium 350 where the
redundant data 1s to be saved, and calculate a data length at
each turn of the cylinder # (track). In the case of a constant
density recordmg whose 1nformation recording capacity per
cylinder of an inner circumierence 1s different from that of
an outer circumference, the data length for one circumfier-
ence can be easily obtained since the data length 1s a
function of the cylinder #. In addition, if the immformation
recording capacity per cylinder of the inner circumierence 1s
equal to that of the outer circumierence, this calculation 1s
not necessary. The data length per circumference in any
cylinder can be immediately obtained from the device
specification of the disk drive 300.

In step 1090, the microprocessor 30 operates to compare
the data length per circumference with the data length of the
write data saved in the cache directory 120 and to determine
if spinning on standby should take place. In actuality, there
is some overhead involved when the microprocessor 30 (see
FIG. 1) calculates redundant data. Assume that the duration
of this overhead is some fraction (1/n) of one spin of the disk
medium 350. (At step 1090 shown in FIG. §, it is assumed
for purposes of 1llustration that the overhead associated with
redundant data calculation 1s Y4 of one spin of the disk
medium 350.) Since the write data length is required to be
within one spin time of the disk medmum 350, including
overhead calculations, the condition for comparison 1s:

Write Data Length<(Data Length per circumference of Disk
Medium)x(1-1/n) (expression 2)

When this condition 1s met, the operation goes to a step
1100 where redundant data 1s generated using the method of
“oeneration 1 a drive.” Otherwise, step 1140 1s executed.

The operation at step 1100 1s executed as shown 1n FIG.
7. The write data on the write plane 111 (FIG. 1) and the data
before update on the read plane 112 (FIG. 1) are transferred
to the disk drive 300 (300g) (see (2) of FIG. 7). The write
data transferred from the disk control device 20 (FIG. 1) and
the data before update are transferred to a drive buifer 330
through a disk I/F 310 (FIG. 2). At the same time, the
microprocessor 320 located inside of the disk drive 300
operates to position the head at the position where the
“redundant data before update” 1s saved through the disk
control mechanism 340. On the termination of the position-
ing operation, the “redundant data before update” 1s read
into the drive buffer 330 (see (3) of FIG. 7). The exclusive
OR of the “redundant data before update” to be read, the
write data having been stored in the buffer, and the data
before update 1s calculated by the microprocessor 320 for
generating the new redundant data and storing it 1n the drive
buffer 330 (see (4) of FIG. 7). Thereafter, when the disk
medium 350 1s spun once and reaches the positioning point,
the microprocessor 320 operates to write the redundant data
on the drive buffer 330 (see (5) of FIG. 7). The disk drive
300 reports a success or failure of the generation and write
of the redundant data to the disk control device 20.

After successfully writing the redundant data, the opera-
fion goes to the next step 1110. The microprocessor 30
operates to detect if the redundant data update operation at
step 1100 has succeeded or failed. If successtul, the opera-
fion goes to a step 1120. If the redundant data update
operation failed, the operation goes to a step 1170. At this
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step, which 1s used when the redundant data is 1 use
(determined at step 1040 shown in FIG. §) or when the
redundant data update operation has failed, the redundant
data generating method selecting module 37 1s executed to
select the “method of read and modify.”

The “method of read and modify” (step 1170 shown in
FIG. 5) is executed as shown in FIG. 8. At this point, since
the data before update has been read into the read plane 112
of the cache memory 110 (see FIG. 1), only the “redundant
data before update” on the disk drive 300 (300g) is read onto
the read plane 112 of the cache memory 110 at operation (2)
of FIG. 8. Then, the write data, the data before update, and
the “redundant data before update” are transterred into the
redundant data generator 130, at operation (3) of FIG. 8, for
ogenerating the redundant data from those pieces of data. At
operation (4), The generated redundant data is then saved on
the write plane 111 of the cache memory 110. Finally, the
ogenerated redundant data 1s written to the disk drive 300
(300g) at step 1120 and the writing process 1s terminated at
step 1130.

[f the conditional (2) above is not satisfied (the “no”
branch is taken 1n step 1090), the operation goes to a step
1140. At this step, the redundant data generating method
selecting module 37 1s executed to select the “method of
difference” as the method for generatmg the redundant data.
The flow of the process 1s shown 1in FIG. 9. The difference
data generator control module 35 (FIG. 1) is executed to
transfer the write data in write plane 111 (FIG. 1), together
with the existing disk data i the read plane 112, mto the
difference data generator 140 (see operation (2) of FIG. 9)
for generating the difference data and saving 1t on the read
plane 112 (see operation (3) of FIG. 9) of the cache memory
110 (FIG. 1).

One preferred method of calculating redundant data by
the “method of difference” 1s to perform an exclusive OR
operation between the write data and the read data. As
llustrated in FIG. 9, the combination of data A and B,
located on write plane 111 (FIG. 1) is exclusive ORed with
the combination of data a and b on the corresponding read
plane 112 (FIG. 1).

Next, the drive controller control module 36 (FIG. 1) 1s
executed to transfer the difference data from the read plane
112 of the cache memory 110 (FIG. 1) to the redundant data
disk drive 300 (300g) through the use of the plurality of
drive controllers 50 (see operation (4) of FIG. 9). The
difference data transferred to the disk control device 20
(FIG. 1) is then transferred to the drive buffer 330 (FIG. 2)
through the disk I/F 310 (FIG. 2). At the same time, the
microprocessor 320 located inside of the disk drive 300
operates to position the head at the position where the
“redundant data before update” will be saved through the
disk control mechanism 340 (FIG. 2). When the positioning
operation 1s terminated, the microprocessor 320 operates to
read the “redundant data before update” (see (5) of FIG. 9)
and calculate an exclusive OR of the “redundant data before
update” to be read and the difference data saved 1n the drive
buffer 330 for generating the redundant data (see (6) of FIG.
9) and saving it in the drive buffer 330. When the disk
medium 350 (FIG. 2) spins once and reaches the positioning
point, the microprocessor 320 operates to write the redun-
dant data saved 1n the drive buifer 330 on the disk medium
350. If the write of the redundant data 1s successtul, the disk
drive reports normal termination to the disk control device
20 (FIG. 1).

Finally, after the microprocessor 30 (FIG. 1) located
inside of the disk control device 20 determines at step 1110
that the generation of the redundant data i1s successiul, the
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operation goes to a step 1120, where the write data 1s written
in the disk drive 300. Then, proceeding to a step 1130, the
entire writing operation 1s terminated.

The disk array device and the method for controlling the
disk array device according to this embodiment are con-
trolled to select the most approximate method for generating
the redundant data from the “method of all stripes” and the
“method of read and modify,” both of which are executed to
generate the redundant data on the disk control device 20
according to the length of the write data received from the
host 10, the access pattern such as sequential accesses,
whether or not redundant data is in use (that is, the magni-
tude of load) in the disk drive 300, and whether or not a
failure has taken place while generating and saving the
redundant data, as well as the method of “generation 1n a
drive” and the “method of difference,” both of which are
executed to generate the redundant data on the disk drive
300. Hence, the disk array device and the control method
thereof make 1t possible to reduce the overhead accompa-
nied with the generation of the redundant data 1n processing
disk write data, improve response time and throughput of the
disk array device in the process of writing the data, and
enhance the reliability of generation of the redundant data.

The foregoing description has been specifically expressed
according to preferred embodiments of the invention.
However, it goes without saying that the present invention 1s
not limited to the foregoing embodiments. It will be appre-
clated that modifications and variations of the present inven-
tion are covered by the above teachings and are within the
purview of the appended claims without departing from the
spirit and mtended scope of the nvention.

For example, the present invention may fully apply to a
magnetic disk device provided with a magnetic disk medium
as well as a disk array device providing as a storage unit a
disk drive having a general rotary storage medium such as
an optical disk unit or a magneto-optical disk unit.

The disk array device and method according to the
invention provides the benefit of avoiding the spinning on
standby caused when the data length of the write data sent
by the host system 1s longer than one spin of the disk
medium and thereby improves response time when the
redundant data 1s generated by the disk drive composing a
disk array.

The disk array device and method according to the
invention provides the benefit of selecting the most approxi-
mate redundant data generating method that makes the
necessary number of reads of the data before update minimal
according to the divisional number of the write data received
from the host system and thereby improving a throughput of
the disk array device.

The disk array device and method according to the
invention provides the benelfit of reducing an occupation
time for one spin of the disk drive when the redundant data
1s generated by the disk drive composing the disk array and
thereby improving the response time of the disk array
device.

The disk array device and method according to the
invention provides the benelit of enhancing the efficiency of
generating redundant data accompanied with the processing
of write data according to the access pattern requested from
the high level device, thereby improving the throughput of
the disk array device.

The disk array device and method according to the
invention provides the benelit of enhancing the reliability of
generating redundant data by generating the redundant data
in the disk drive composing the disk array.
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What 1s claimed 1s:

1. A disk array apparatus for storing data used for a higher

level device, comprising:

a plurality of disk drives for storing write data from said
higher level device and storing redundant data used for
the data of a data group to which the write data from
said higher level device belongs;

a disk control device for transferring the write data
between said higher level device and one of said disk
drives;

a redundant data generating circuit present 1n said disk
control device, for generating new redundant data from
either (1) the write data from said higher level device,
old data to be updated by the write data, and redundant
data of the data group to which the write data belongs,
or (2) the write data from said higher level device and
data not to be updated by the write data of the data
ogroup to which the write data belongs; and
a processor present 1n said disk control device capable

of selecting an operation of said redundant data
generating circuit in accordance with at least whether
the one of said disk drives for saving said redundant
data 1s 1n use.

2. A disk array apparatus according to claim 1 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
belongs, 1f the one of said disk drives for saving said
redundant data 1s 1n use.

3. A disk array apparatus according to claim 1 wherein
said processor 1s capable of selecting an operation of said
redundant data generating circuit in accordance with (I)
whether the one of said disk drives for saving said redundant
data is in use, or (III)) whether said processor detects that a
redundant data update operation has succeeded or failed.

4. A disk array apparatus according to claim 3 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
belongs, if said processor detects that a redundant data
update operation has failed.

5. A disk array apparatus according to claim 3 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
belongs, if the one of said disk drives for saving said
redundant data 1s 1n use.

6. A disk array apparatus according to claim 1 wherein
said processor 1s capable of selecting an operation of said
redundant data generating circuit in accordance with (I)
whether the one of said disk drives for saving said redundant
data is in use, or (II) a comparison by said processor of a
number of access times to said disk drives needed for a case
where (1) the new redundant data is generated from the write
data from said higher level device, the old data to be updated
by the write data, and the redundant data of the data group
to which the write data belongs, and for a case where (2) the
new redundant data 1s generated from the write data from
said higher level device and the data not to be updated by the
write data of the data group to which the write data belongs.

7. A disk array apparatus according to claim 6 wherein
said processor selects (2) the write data from said higher
level device and data not to be updated by the write data of
the data group to which the write data belongs, 1f said
processor’s comparison result 1s that the number of access
times to said disk drives needed for a case where (1) the new
redundant data i1s generated from the write data from said
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higher level device, the old data to be updated by the write
data, and the redundant data of the data group to which the
write data belongs, 1s larger than the number of access times
to said disk drives needed for a case where (2) the new
redundant data i1s generated from the write data from said
higher level device and the data not to be updated by the
write data of the data group to which the write data belongs.

8. A disk array apparatus according to claim 6 wherein
said processor selects (2) the write data from said higher
level device and data not be updated by the write data of the
data group to which the write data belongs, if said proces-
sor’s comparison result 1s that the number of access times to
said disk drives needed for a case where (2) the new
redundant data 1s generated from the write data from said
higher level device and the data not to be updated by the
write data of the data group to which the write data belongs,
1s equal to or less than the number of access times to said
disk drives needed for a case where (1) the new redundant
data 1s generated from the write data from said higher level
device, the old data to be updated by the write data, and the
redundant data of the data group to which the write data
belongs.

9. A disk array apparatus according to claim 6 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
belongs, 1f the one of said disk drives for saving said
redundant data 1s 1n use.

10. A disk array apparatus according to claim 6 wherein
said processor 1s capable of selecting an operation of said
redundant data generating circuit in accordance with (I)
whether the one of said disk drives for saving said redundant
data 1s in use or, (II) a comparison by said processor of the
number of access times to said disk drives needed for a case
where (1) the new redundant data is generated from the write
data from said higher level device, the old data to be updated
by the write data, and the redundant data of the data group
to which the write data belongs, and for a case where (2) the
new redundant data 1s generated from the write data from
said higher level device and the data not to be updated by the
write data of the data group to which the write data belongs,
or (IIT) whether said processor detects that a redundant data
update operation has succeeded or failed.

11. A disk array apparatus according to claiam 10 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
belongs, 1f said processor detects that the redundant data
update operation has failed.

12. A disk array apparatus according to claim 10 wherein
said processor selects (2) the write data from said higher
level device and data not to be updated by the write data of
the data group to which the write data belongs, 1f said
processor’s comparison result 1s that the number of access
times to said disk drives needed for a case where (1) the new
redundant data 1s generated from the write data from said
higher level device, the old data to be updated by the write
data, and the redundant data of the data group to which the
write data belongs, 1s larger than the number of access times
to said disk drives needed for a case where (2) the new
redundant data i1s generated from the write data from said
higher level device and the data not to be updated by the
write data of the data group to which the write data belongs.

13. A disk array apparatus according to claim 10 wherein
said processor selects (2) the write data from said higher
level device and data not to be updated by the write data of
the data group to which the write data belongs, 1f said
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processor’s comparison result 1s that the number of access
times to said disk drives needed for a case where (2) the new
redundant data 1s generated from the write data from said
higher level device and the data not be updated by the write
data of the data group to which the write data belongs, is
equal to or less than the number of access times to said disk
drives needed for a case where (1) the new redundant data
1s generated from the write data from said higher level
device, the old data to be updated by the write data, and the
redundant data of the data group to which the write data
belongs.

14. A disk array apparatus according to claim 10 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
belongs, 1f the one of said disk drives for saving said
redundant data 1s 1n use.

15. A disk array apparatus for storing data used for a

higher level device, comprising:

a plurality of disk drives for storing write data from said
higher level device and storing redundant data used for
the data of a data group to which the write data from
said higher level device belongs;

a disk control device for transferring the write data
between said higher level device and one of said disk
drives;

a redundant data generating circuit present 1n said disk
control device, for generating new redundant data from
either (1) the write data from said higher level device,
old data to be updated by the write data, and redundant
data of the data group to which the write data belongs,
or (2) the write data from said higher level device and
data not to be updated by the write data of the data
oroup to which the write data belongs; and

a processor present 1n said disk control device, capable of
selecting an operation of said redundant data generating
circuit 1n accordance with at least a comparison by said
processor of a number of access times to said disk
drives needed for a case where (1) the new redundant
data 1s generated from the write data from said higher
level device, the old data to be updated by the write
data, and the redundant data of the data group to which
the write data belongs, and for a case where (2) the new
redundant data 1s generated from the write data from
said higher level device and the data not to be updated
by the write data of the data group to which the write
data belongs.

16. A disk array apparatus according to claim 15 wherein
said processor selects (2) the write data from said higher
level device and data not to be updated by the write data of
the data group to which the write data belongs, 1f said
processor’s comparison result 1s that the number of access
times to said disk drives needed for a case where (1) the new
redundant data 1s generated from the write data from said
higher level device, the old data to be updated by the write
data, and the redundant data of the data group to which the
write data belongs, 1s larger than the number of access times
to said disk drives needed for a case where (2) the new
redundant data i1s generated from the write data from said
higher level device and the data not to be updated by the
write data of the data group to which the write data belongs.

17. A disk array apparatus according to claim 15 wherein
said processor selects (2) the write data from said higher
level device and data not to be updated by the write data of
the data group to which the write data belongs, 1f said
processor’s comparison result 1s that the number of access
times to said disk drives needed for a case where (2) the new
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redundant data 1s generated from the write data from said
higher level device and the data not to be updated by the
write data of the data group to which the write data belongs,
1s equal to or less than the number of access times to said
disk drives needed for a case where (1) the new redundant
data 1s generated from the write data from said higher level
device, the old data to be updated by the write data, and the
redundant data of the data group to which the write data
belongs.

18. A disk array apparatus according to claim 15 wherein
said processor 1s capable of selecting an operation of said
redundant data generating circuit in accordance with either
a comparison by said processor of a number of access times
to said disk drives needed for a case where (1) the new
redundant data 1s generated from the write data from said
higher level device, the old data to be updated by the write
data, and the redundant data of the data group to which the
write data belongs, and for a case where (2) the new
redundant data i1s generated from the write data from said
higher level device and the data not to be updated by the
write data of the data group to which the write data belongs,
or whether said processor detects that a redundant data
update operation has succeeded or failed.

19. A disk array apparatus according to claim 18 wherein
said processor selects (1) the write data from said higher
level device, old data to be updated by the write data, and
redundant data of the data group to which the write data
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belongs, if said processor detects that a redundant data
update operation has failed.

20. A disk array apparatus for storing data used for a
higher level device, comprising:

a plurality of disk drives for storing write data from said
higher level device and storing redundant data used for
the data of a data group to which the write data from
said higher level device belongs;

a disk control device for transferring the write data
between said higher level device and one of said disk
drives;

a redundant data generating circuit present 1n said disk
control device, for generating new redundant data from
cither (1) the write data from said higher level device,
old data to be updated by the write data, and redundant
data of the data group to which the write data belongs,
or (2) the write data from said higher level device and
data not to be updated by the write data of the data
ogroup to which the write data belongs; and

a processor present 1n said disk control device, for select-
ing an operation of said redundant data generating
circuit 1n accordance with whether said processor
detects that a redundant data update operation has
succeeded or failed.
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