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(57) ABSTRACT

A computer system includes a host bus, a CPU connected to
the host bus, a main memory connected to the host bus, a
cache memory and a memory controller. The cache memory
1s connected to at least one of the host-bus and the CPU, and
stores cache data. A tag address and a flag are provided for
cach of the cache data and the flag indicates one of a clean
state 1n which the corresponding cache data 1s written back
into the main memory and a dirty state 1n which the
corresponding cache data 1s not yet written back into the
main memory. The memory controller 1s connected to the
host bus, the cache memory and the main memory. The
memory controller writes back dirty write back cache data
into the main memory 1n a continuous write back mode,
when the host bus 1s not used, wherein the dirty write back
cache data 1s a part of the cache data stored in the cache
memory, and each of the dirty write back cache data 1s not
written back and mcludes a predetermined portion 1n the tag

address.

20 Claims, 4 Drawing Sheets
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COMPUTER SYSTEM WITH MEMORY
SYSTEM IN WHICH CACHE MEMORY IS
KEPT CLEAN

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a computer system. More
particularly, the present mvention relates to a computer
system having a memory system having a write back type
cache memory.

2. Description of the Related Art

In a memory system for a high speed operation, SRAM
(Synchronous DRAM) is typically used for a cache memory,
DRAM 1s used for a main memory, and a write back system
1s employed.

In the write back system, there 1s a case that a data written
in the cache memory 1s not immediately written back to the
main memory so that a device (hereafter, referred to as a
processor) can carry out a memory access at high speed.
Accordingly, the cache memory and the main memory
sometimes have data different from each other. This incon-

sistent state 1s referred to as a “dirty” state. On the contrary,
the consistent state 1s referred to as a “clean” state.

FIGS. 1A to 1H show the write back operation 1n a typical
computer system with a main controller. Referring to FIGS.
1A to 1H, a main controller typically expects a page hit to
the main memory, and waits for a next memory access
without carrying out the access while keeping the same row
address active. This 1s carried out not only 1n the case of the
write back operation, but also after the end of the main
memory access. This 1s because the access can be carried out
from a column cycle without need of a pre-charging
operation, if an access to the same row address, 1.€., the page
hit occurs. Upon occurrence of an access of page miss, the
row address 1s switched 1n accordance with the standard of
DRAM. In this case, a RAS signal (row address strobe
signal) 1s again outputted, 1.e., the pre-charging operation is
carried out again, and then the access 1s carried out.

It 1s necessary to carry out the write back operation to the
main memory 1n case of a cache memory miss hit. In this
case, a data to be abandoned 1n order to store a new data in
the cache memory 1s written 1n the main memory. The write
back operation to the main memory 1s carried out under a
control of a memory controller, and carried out to only a
cache memory area in the dirty state. This write back
operation must be always carried out 1n order to write a
correct data to the main memory. For this reason, the write
back operation can not be mterrupted even 1f a new memory
access 1s requested from a CPU during the write back
operation. Thus, the write back operation occupies a
memory bus for a period of the write back operation.
Theretfore, 1t 1s not effective to carry out the write back
operation for each cache memory miss hit, even 1f 1t 1s
necessary. The reason 1s that a necessary process can not be
forwarded while the write back operation 1s carried out.

The proposals to improve an efficiency of a computer
system using the write back type cache memory are dis-
closed in Japanese Laid Open Patent Application (JP-A-
Heisi 4-69750), Japanese Laid Open Patent Application
(JP-A-Heisi 6-309231) and the like.

In the Japanese Laid Open Patent Application (JP-A-
Heisei 5-20195), a page mode is used to carry out the write
back operation. In the Japanese Laid Open Patent Applica-
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reading out operation are continuously carried out if the
write back operation and the reading out operation have the
same row address. However, these two conventional
examples are mtended to improve the efficiency of the write
back operation itself. They can not solve the problem that the
necessary process can not be carried out while the write back
operation 1s carried out.

In the Japanese Laid Open Patent Application (JP-A-
Heisei 6-309231), an empty time of a bus is used to carry out
the write back operation. If the write back operation 1is
carried out by use of the empty time of the bus, the efficiency
of the computer system can be improved as a whole because
other processes are not disturbed. However, 1n the Japanese
Laid Open Patent Application (JP-A-Heisei 6-309231), the
write back operation using the empty time of the bus 1s
autonomously started in a predetermined period. That 1s, it
1s checked whether or not the bus 1s empty, at every
predetermined period. If the bus 1s empty, the write back
operation 1s carried out. On the confrary, if the bus 1s not
empty, the write back operation 1s not carried out, and the
operational flow waits for a next period. For this reason, it
1s necessary to periodically check whether or not the bus 1s
empty. Moreover, the write back operation itself 1s carried
out by use of a procedure similar to the conventional write
back operation. Thus, it does not improve the efficiency of
the write back operation 1tself. Furthermore, the write back
operation 1s not carried out if the bus 1s not empty. Hence,
it 1s 1mpossible to cope with the cache memory areas at the
dirty state surely and quickly.

In conjunction with the above description, a DRAM
control system 1s described 1n Japanese Laid Open Patent
Application (JP-A-Heisei 7-271666). In the reference, there
are two registers: one storing an address data 1n a range of
the line size of a cache memory and the other storing an
address data out of the range of the line size of the cache
memory. When a snoop process 1s generated, an address
information on a bus 1s held by the two registers and an
active command 1s 1mnputted. When the write back cycle 1s
ogenerated, only the address data 1 a range of the line size
of the cache memory 1s held by the register and a write
command 1s mputted. Thus, the active command to a syn-
chronous DRAM can be 1nputted during the snoop process
before the access to a main memory unit by a bus master 1s
started. Therefore, when the write back cycle 1s carried out,
the active command can be omitted, resulting 1n 1improve-
ment of efficiency.

SUMMARY OF THE INVENTION

Therefore, an object of the present invention 1s to provide
a computer system with a memory system having a write
back type cache memory.

Another object of the present invention 1s to provide a
computer system with a memory system 1n which a cache
line 1n a write back type cache memory can be kept as clean
as possible.

In order to achieve an aspect of the present invention, a
computer system includes a host bus, a CPU connected to
the host bus, a main memory connected to the host bus, a
cache memory and a memory controller. The cache memory
1s connected to at least one of the host bus and the CPU,
stores cache data. A tag address and a flag are provided for
cach of the cache data and the flag indicates one of a clean
state 1n which the corresponding cache data 1s written back
into the main memory and a dirty state 1n which the
corresponding cache data 1s not yet written back into the
main memory. The memory controller 1s connected to the
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host bus, the cache memory and the main memory. The
memory controller writes back dirty write back cache data
into the main memory 1n a continuous write back mode,
when the host bus 1s not used, wherein the dirty write back
cache data 1s a part of the cache data stored in the cache
memory, and each of the dirty write back cache data 1s not
written back and includes a predetermined portion in the tag,
address.

The CPU accesses the cache memory or the main memory
In a memory access using the host bus, and the predeter-
mined portion 1s a row address of a physical address 1n the
latest memory access. It 1s preferable that the memory
controller holds the row address 1n the continuous write back
mode.

The memory controller may cancel the continuous write
back mode when the CPU accesses the cache memory or the
main memory 1n a memory access using the host bus. In this
case, the memory controller includes an address decoder
connected to the host bus. The address decoder decodes a
logical address on the host bus 1nto a physical address and
detects the memory access by the CPU. The memory con-
troller cancels the continuous write back mode when the
memory access 1s detected by the address decoder. In this
case, the predetermined portion may be a row address of the
physical address in the latest memory access. Also, the
memory controller may hold the row address 1n the con-
finuous write back mode.

In addition, the memory controller sequentially generates
cleaning physical addresses while updating a column
address, 1n the continuous write back mode. Each of the
cleaning physical addresses includes the row address and the
updated column address. The memory controller writes back
the dirty write back cache in the main memory based on the
generated cleaning physical addresses, and the tag addresses
and the flags corresponding to the dirty write back cache
data. In this case, the memory controller updates the column
address 1immediately when the cleaning physical address
does not hit to any of the tag addresses, or when the cleaning
physical address hits to one of the tag addresses but the flag
corresponding to the hit tag address indicates that the
corresponding cache data 1s 1n the clean state, and after the
writing back operation of the dirty write back cache data in
the main memory when the cleaning physical address hits to
one of the tag addresses corresponding to the one dirty write
back cache data and the flag corresponding to the one dirty
write back cache data indicates that the one dirty write back
cache data 1s 1n the dirty state.

Also, the computer system may further include a bus
arbiter connected to the host bus. The bus arbiter detects that
the host bus 1s not used, and the memory controller sets the
continuous write back mode.

The memory controller may detect that the host bus 1s not
used, and sets the continuous write back mode.

In order to achieve another aspect of the present
invention, a memory system includes a host bus, a main
memory connected to the host bus, a cache memory and a
memory controller. The cache memory stores cache data. A
tag address and a flag are provided for each of the cache data
and the flag indicates one of a clean state in which the
corresponding cache data i1s written back into the main
memory and a dirty state 1n which the corresponding cache
data 1s not yet written back into the main memory. The
memory controller 1s connected to the host bus, the cache
memory and the main memory. The memory controller
writes back dirty write back cache data into the main
memory 1n a continuous write back mode, when the host bus
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1s not used, wherein the dirty write back cache data 1s a part
of the cache data stored 1n the cache memory, and each of the
dirty write back cache data 1s not written back and includes
a predetermined portion 1n the tag address.

In this case, the memory controller may include an
address decoder and a controller. The address decoder 1s
connected to the host bus. The address decoder decodes a
logical address on the host bus 1nto a physical address and
detects that the host bus 1s used. The controller cancels the
continuous write back mode when it 1s detected by the
address decoder that the host bus 1s used. In this case, the
predetermined portion may be a row address of the physical
address 1n the latest memory access, and the controller may
1ssue generation control signals in the continuous write back
mode. The memory controller includes a latch circuit hold-
ing the row address, and an address generator. The address
generator 1s responsive to the generation control signals to
ogenerate cleaning physical addresses while updating a col-
umn address, 1n the continuous write back mode,
respectively, each of the cleaning physical addresses includ-
ing the row address and the updated column address. Also,
the memory controller includes an address comparator com-
paring the cleanming physical address and one of the tag
addresses and generating one of a cache hit signal or a cache
miss hit signal based on the comparing result. The controller
ogenerates the generation control signal each time the cache
mi1ss hit signal 1s outputted from the address comparator or
cach time the cache hit signal 1s outputted from the address
comparator but the flag corresponding to the cache hit signal
indicates the clean state, and after one of the dirty write back
cache data 1s written back in the main memory when the
cache hit signal 1s outputted from the address comparator
and the flag corresponding to the cache hit signal indicates
the dirty state.

In addition, the memory controller may include a selector
selecting the physical address outputted from the address
decoder when the continuous write back mode 1s not set, and
selecting the cleaning physical address generated by the
address generator when the continuous write back mode 1s
set.

In order to achieve still another aspect of the present
invention, a method of keeping a cache memory clean 1n a
computer system comprising the cache memory and a main
memory which are both connected to a host bus, the cache
memory storing cache data, wherein a tag address and a flag
are provided for each of the cache data and the flag indicates
one of a clean state 1n which the corresponding cache data
1s written back into the main memory and a dirty state in
which the corresponding cache data i1s not yet written back
into the main memory. The method includes:

setting a continuous write back mode when the host bus
1s not; and

writing back dirty write back cache data mto the main
memory 1n the continuous write back mode, wherein
the dirty write back cache data 1s a part of the cache
data stored 1n the cache memory, and each of the dirty
write back cache data 1s not written back and includes
a predetermined portion 1n the tag address.

Here, the continuous write back mode 1s cancelled when
the host bus 1s used for a memory access to the cache
memory or the main memory. In the canceling, use of the
host bus 1s detected based on a logical address on the host
bus, the logical address being decoded into a physical
address.

Also, the predetermined portion may be a row address of
the physical address 1n the latest memory access. In the
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writing back, the row address 1s held 1n the continuous write
back mode. Also, generation control signals are responded to
sequentially generate cleaning physical addresses while
updating a column address, 1n the continuous write back
mode, respectively, each of the cleaning physical addresses
including the row address and the updated column address.
Moreover, 1n the writing back, the cleaning physical
address and one of the tag addresses are compared with each
other, and one of a cache hit signal or a cache miss hit signal
1s generated based on the comparing result. The generation
control signal 1s generated each time the cache miss hit
signal 1s outputted from the address comparator or each time
the cache hit signal 1s outputted from the address comparator
but the flag corresponding to the cache hit signal indicates
the clean state, and after one of the dirty write back cache
data 1s written back 1n the main memory when the cache hit
signal 1s outputted from the address comparator and the flag
corresponding to the cache hit signal indicates the dirty state.
The method may further includes:

selecting the physical address obtained from the logical
address when the continuous write back mode 1s not
set; and

selecting the cleaning physical address when the continu-
ous write back mode 1s set.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A to 1H are timing charts showing a write back
operation 1n a conventional computer system with a memory
system having a write back type cache memory;

FIG. 2 1s a block diagram showing a whole configuration
in a computer system with a memory system having a write
back type cache memory according to the present invention;

FIG. 3 1s a block diagram showing a memory controller

in the memory system according to the present invention;
and

FIGS. 4A to 4H are timing charts showing a write back
operation of the computer system with the memory system
according to the present 1invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Hereinafter, a computer system with a memory system
having a write back type cache memory of the present
invention will be described below with reference to the
attached drawings.

FIG. 2 1s a block diagram showing a whole configuration
of the computer system with the memory system according
to the present invention. Referring to FIG. 2, a host bus 10
1s provided with an address bus and a data bus, and a control
bus 1s 1included 1n the address bus. A CPU 12 and a memory
controller 16 are connected to both the address bus and the
data bus 1n the host bus 10. A cache memory 14 1s connected
to only the data bus of the host bus 10. It should be noted that
the CPU 12 and the cache memory 14 may be connected to
cach other through a bus dedicated to a cache memory. The
memory controller 16 sends only an address to the cache
memory 14. A main memory 18 has a quick page access
mode and 1s controlled by the memory controller 16. The
main memory 18 receives an address from the memory
controller 16. Moreover, the main memory 18 receives a
data through the memory controller 16, and outputs a data
through the memory controller 16. In the example shown 1n
FIG. 2, the main memory 1tself 1s composed of SDRAM. A
bus arbiter 48 1s connected to the host bus 10. The bus arbiter
48 determines whether or not the main memory access 1s
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6

ended, by use of various methods. For example, the bus
arbiter 48 determines a kind of access after reception of the
address. The bus arbiter 48 monitors or counts the number
of clocks. When the count reaches a value determined based
on the kind of the access, the bus arbiter 48 determines that
the main memory access 1s end. Or, after the reception of the
address, the number of clocks 1s counted. When the count
reaches a predetermined maximum clock number within the
necessary clock number until the end of each type of access,
the bus arbiter 48 determines that the main memory access
1s end. In the latter case, a slightly useless cycle 1s brought

about.

FIG. 3 shows a block diagram of the memory controller
16 1n the computer system according to the present inven-
tion. The memory controller 16 according to the present
invention shown in FIG. 3 1s composed of an address
decoder 20, a selector 22, an address bus 24, an address
comparator 28, a controller 30, a column address generator
32, an address multiplexer 34, a latch circuit 36, an address
ogenerator 38, and a latch circuit 40. The cache memory 14
has a tag region 14-1. Thus, in the memory controller 16 of
the present 1nvention, the selector 22, the address generator
38 and the latch circuit 40 are added to a conventional
memory controller. Thus, the known portions i1n the con-
ventional memory controller having no direct relation to the
memory operation peculiar to the present invention are
omitted or simplified to simplify the drawings. Especially,
FIG. 3 shows only the portions having relation to an address,
and the portions having relation to data 1s omitted, since it
1s not changed from the conventional memory controller.
Hence, the data bus 1s omitted. Moreover, many control
signals having relation to data transfer are omuitted.

The address decoder 20 receives a virtual address or a
logical address on the host bus 10 and outputs a physical
address to the selector 22. The selector 22 1s connected to an
address bus 24. The selector 22 receives the physical
addresses from the address decoder 20 and the latch circuit
40 and selectively outputs one of the physical addresses onto
the address bus 24 1n response to a selection control signal
53 from the controller 30. The cache memory 14 1s con-
nected to the address bus 24. The cache memory 14 1is
divided 1nto a data section 14-2, the tag region 14-1, and a
flags section 14-3. The tag region 14-1 stores tag addresses
for a plurality of cache data 14-2. The flags section 14-3 of
the cache memory 14 stores a dirty/clean flag and a valid/
invalid flag for each cache data 14-2. The dirty/clean flag
indicates whether the cache data is clean. The valid/invalid
flag indicates whether the cache data can be used.

The memory controller 16 further has the address com-
parator 28. This address comparator 28 compares the physi-
cal address on the address bus 24 and the address stored in
the tag region 14-1 of the cache memory 14. When both the
addresses are coincident with each other, the address com-
parator 28 outputs a cache hit signal 51 to the controller 30
and the column address generator 32. Upon receipt of the
cache memory hit signal 51, the column address generator
32 receives a column address (1:0) of the physical address
on the address bus 24, and outputs a column address CA
(1:0) to the cache memory 14.

The controller 30 checks whether or not the cache hit
signal 51 1s outputted from the address comparator 28. If the
cache hit signal 51 1s outputted, the controller 30 outputs an
output enable signal OE 52 to the cache memory 14.
Moreover, the controller 30 generates the selection control
signal 53 based on the cache hit signal 51 to output to the
selector 22. When receiving a signal 54 indicative of a
change of an address from the address decoder 20, namely,
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the signal indicative of a receipt of a new main memory
access, the controller 30 outputs the selection control signal
53 to the selector 22 so as to output the physical address of
the address decoder 20 onto the address bus 24.

Moreover, the memory controller 16 has an address
multiplexer 34. The address multiplexer 34 receives the
physical address (31:3) from the address bus 24 in response
to a multiplex control signal from the controller 38, and
divides 1nto a row address and a column address. The
addresses outputted in order from the address multiplexer 34
are latched by the latch circuit 36 1n response to a latch
control signal 57 from the controller 30. The memory
address MA (11:0) latched by the latch circuit 36 is sent to
the main memory 18. Moreover, when the row address 1s
latched by the latch circuit 36, the latched row address 1s sent
to the address generator 38. The address generator 38
ogenerates a physical address based on the row address 1n
response to a generation control signal 535 from the control-
ler 30. The generated physical address 1s supplied and
latched by the latched circuit 40 in response to a latch
control signal 56 from the controller 30. The address latched
by the latch circuit 40 1s supplied to the selector 22, as
described above.

As mentioned above, the memory controller 16 according
to the present invention shown 1n FIG. 3 1s constituted by
adding the selector 22, the address generator 38 and the latch
circuit 40 to the conventional memory controller. Thus, the
memory controller 16 1s operated similarly to the conven-
fional memory controller other than the operation having
relation to the added components.

The operation of the computer system of the present
invention will be described below.

If the cache memory hit would occur 1n a memory read
access of the CPU 12, the memory controller 16 1s operated
similarly to the conventional memory controller. That 1s, the
address decoder 20 receives a logical address for a new main
memory access to generate the signal 54 to the controller 30.
Also, the address decoder 20 decodes the logical address to
generate a physical address. The controller 30 controls the
selector 22 1n response to the signal 54 to select and output
the physical address from the address decoder 20 onto the
address bus 24. The address comparator 28 compares the
physical address on the address bus 24 with the addresses
stored 1n the tag region 14-1 of the cache memory 14. When
the physical address on the address bus 24 1s coincident with
one of the tag addresses, the address comparator 28 outputs
the cache memory hit signal 51 to the controller 30 and the
column address generator 32. The column address generator
32 receives the column address (1:0) of the physical address
on the address bus 24 1n response to the cache memory hit
signal 51, and outputs the column address CA (1:0) to the
cache memory 14. The controller 30 outputs the output
enable signal OE to the cache memory 14 1n response to the
cache memory hit signal 51 from the address comparator 28.

As a result, the data 1s outputted from the cache memory 14
to the CPU 12.

If the cache memory miss hit would occur 1in the memory
read access by the CPU 12, the write back operation to the
main memory 18 1s carried out similarly to the conventional
example. Since the configuration necessary for such an

operation 1s conventionally known as mentioned above, it 1s
omitted in FIG. 3.

In this case, the address decoder 20 receives the address

for the new main memory access to generate the signal 54
to the controller 30. Also, the address decoder 20 decodes

the logical address to generate the physical address. The
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3

controller 30 controls the selector 22 1n response to the
signal 54 to select and output the physical address from the
address decoder 20 onto the address bus 24. The address
comparator 28 compares the physical address on the address
bus 24 with the tag addresses stored in the tag region 14-1
of the cache memory 14. As a result, the address comparator
28 outputs a cache memory miss hit signal 51 to the
controller 30 and the column address generator 32.

The controller 30 searches the tag region 14-1 for the
oldest updated data 1in response to the cache memory miss hit
signal 51 by use of the conventional known operation. There
are known many algorithms for update of the cache memory.
Therefore, another algorithm may be used. The controller 30
refers to the dirty/clean flag corresponding to the oldest
updated data. When the dirty/clean flag indicates that the
oldest updated data 1s clean, the controller 30 generates the
signals 58 and 57 to control the address multiplexer 34 and
the latch circuit 36 such that the physical address on the
address bus 24 1s outputted to the main memory 18 in an
order of the row address and the column address. As a result,
the data corresponding to the physical address 1in the main
memory 18 1s outputted to the host bus 10. At that time, the
data 1s sent to the cache memory 14 as well as the CPU 12,
and written 1n the cache memory 14. On the other hand, the
physical address on the address bus 24 1s written to the tag
region 14-1 as the tag address. Moreover, the dirty/clean flag
1s reset at a clean state, and the valid/invalid flag 1s set at a
valid state.

Next, a case where the dirty/clean flag corresponding to
the oldest updated data indicates the dirty state will be
described below. In this case, the following operation is
carried out before the above-mentioned operation in the case
that the dirty/clean flag 1s clean.

As shown 1 FIGS. 4A to 4H, when the oldest updated
data 1s dirty, 1t 1s necessary to write back the cache data of
the cache memory 14 into the main memory 18. The
controller 30 generates the signals 538 and 57 to control the
address multiplexer 34 and the latch circuit 36 such that a tag,
address as a main memory address from the tag region 14-1
1s latched through the address bus 24 and the address
multlplexer 34. Further, the controller 30 outputs the latched
main memory address to the main memory 18 in the order
of the row address and the column address. The oldest
updated data 1s outputted from the cache memory 14 to the
main memory 18. As a result, the write back operation to the
main memory 18 1s carried out. Subsequently, the controller
30 carries out the operation similar to operation when the
oldest updated data of the cache memory 14 1s clean. In this
way, the data of the main memory 18 is outputted to the host
bus 10 and supplied to the CPU 12. Also, the data 1s written
to the cache memory 14.

The above-mentioned operation 1s the write back opera-
tion. Thereafter, an operation associated with the present
invention 1s carried out 1n a continuous write back mode.

That 1s, following the write back operation resulting from
the cache memory miss hit, the controller 30 of the present
invention determines whether or not the main memory
access 15 ended. In this example, the bus arbiter 48 detects
the end of the main memory access and outputs a main
memory access end signal (not shown) to the controller 30.
However, the controller 30 may have the functions of the bus
arbiter 48. In this case, the main memory access end signal
1S unnecessary.

After the end of the main memory access 1s detected as
mentioned above, the controller 30 1ssues the generation
control signal §5. That 1s, the controller 30 controls the
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address generator 38 to generate a new address correspond-
ing to a row address of the physical address immediately
before the end of the main memory access. The latch circuit
40 latches the generated physical address 1n response to the
latch signal 56 from the controller 30. Also, the controller 30
outputs the selection control signal 53 to the selector 22 such
that the physical address latched in the latch circuit 40 is
outputted to the address bus. Here, the new physical address
has the same row address and a different column address, as

shown FIGS. 4F and 4G. The different column address has
an 1nitial value. Then, the different column address 1is
sequentially incremented, as described below.

The address comparator 28 compares the physical address
on the address bus 24 with the tag addresses stored 1n the tag
region 14-1 of the cache memory 14. As a result, when the
cache memory miss hit signal 51 1s outputted to the con-
troller 30, the controller 30 issues the generation control
signal 55 to the address generator 38. The address generator
38 generates a new address composed of the row address and
an incremented new column address. The row address 1s
equal to that of the address immediately before the end of the
main memory access. The column address 1s obtained by
incrementing the above column address. Then, the controller
30 1ssues the latch control signal 56 and the selection control
signal 53 to the latch circuit 40 and the selector 22, respec-
tively. Thus, the address comparator 28 again compares the
physical address on the address bus 24 with the tag addresses
stored 1n the tag region 14-1 of the cache memory 14. As the
compared result, 1t 1s supposed that the cache memory hit
signal 51 1s outputted to the controller 30. In this case, if the
dirty/clean flag 1s clean, the controller 30 again 1ssues the
generation control signal 55, the latch control signal 56, and
the selection control signal 53 to the address generator 38,
the latch circuit 40 and the selector 22, respectively. As a
result, a new physical address 1s generated by the address
oenerator 38. Here, the column address i1s further incre-
mented.

Next, as the compared result, 1t 1s supposed that the cache
memory hit signal 51 1s outputted to the controller 30. Also,
it 1s supposed that the dirty/clean flag 1s dirty. In this case,
as shown 1n FIGS. 4A to 4H, the controller 30 controls the
address multiplexer 34 and the latch circuit 36 such that the
latch circuit 36 latches the main memory address on the
address bus 24 through the address multiplexer 34. Then, the
controller 30 controls the latch circuit 36 to output the main
memory address to the main memory 18 in the order of the
row address and the column address. The data of the cache
memory 14 corresponding to the hit address i1s outputted to
the main memory 18. Thus, the write back operation to the
main memory 18 1s carried out. Subsequently, the dirty/clean
flag of the flags region 14-3 1s reset to the clean state.
Accordingly, one cache memory line at the dirty state can be
changed into the clean state. Accordingly, one cache
memory line at the dirty state can be changed into the clean
state.

In succession, the controller 30 issues the generation
control signal 35, the latch control signal 56, and the
selection control signal 53 to the address generator 38, the
latch circuit 40 and the selector 22. The address generator 38
ogenerates a new address composed of the same row address
and the further-incremented column address.

The above-mentioned cycles are continued until the
memory controller 16 receives a new main memory access.
That 1s, 1t 1s supposed that the address decoder 10 receives
a new main memory address, as shown 1n FIGS. 4A to 4H.
In this case, the address decoder 10 outputs the signal 54
indicative of the reception of the new main memory access
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to the controller 30. The controller 30 i1ssues the selection
control signal 53 to the selector 22 to control the selector 22
to output the physical address decoded by the address
decoder 10 on to the address bus 24. Consequently, the write
back operation of the cache memory 14 1s immediately
ended. This 1s, the operation corresponding to failure of a
cleaning operation of a memory data 1s stopped. Thus, 11 the
memory controller 16 receives the new main memory
access, the write back operation of the present invention 1s
immediately ended. Hence, the main memory 1s not dis-
turbed at all.

As mentioned above, following the write back operation
resulting from the cache memory miss hit, the memory
controller 16 according to the present invention selectively
carries out the write back operation after the end of the main
memory access. In the above, 1if a cache memory line
indicated by the tag i1s dirty, the write back operation 1is
carried out 1n succession while the row address 1s fixed to be
active. Also, after the end of the write back operation
according to the present invention, the memory controller
sets the dirty/clean flag to the clean state. This process is
performed on all the lines which correspond to the same row
address 1n the cache memory, and 1n which the dirty/clean
flags indicate the dirty state.

On the other hand, 1f a new memory access resulting from
the CPU 12 occurs during the period of the write back
operation according to the present invention, the write back
operation according to the present invention 1s immediately
ended. Then, the dirty bit 1n 1ts line ends while maintaining
its dirty state. At this time, data in the main memory 1is
re-written until the middle of the cache memory line.
However, since the cache memory line 1s kept dirty, the
memory data may be re-written until the middle. Thus, the
conventional access 1s not disturbed at all even if the write
back operation according to the present invention 1s ended.

The state of the line in which the write back operation 1s
ended 1s changed into the clean state. Thus, the cache
memory line in which the write back operation according to
the present mvention 1s ended does not require the write
back operation that occupies the bus of the main memory
and leads to the drop of the performance. Hence, the
performance of the system can be improved as a whole. The
present invention 1s especially effective 1 1improving the
performance of the system using as the main memory
SDRAM 1n which a command can be sent and received at a
speed equal to or faster than that of the clock of the
ProCeSSOTr.

According to the present invention, the empty time of the
bus 1s used to change the dirty cache memory line 1nto the
clean cache memory line without dropping the performance
of the system. Thus, the performance of the system can be
improved as a whole. Its reason 1s as follows. That 1s, after
the end of the read/write cycle resulting from the cache
memory miss hit, it 1s determined whether or not another tag
region corresponding to the row address 1n 1ts cycle exists
and further the cache memory line 1s dirty. Then, the write
back operation 1s carried out while the row address 1s fixed.
On the other hand, 1f an access resulting from the other
factor occurs, the process 1s stopped in the middle thereof.
Thus, the access 1s not disturbed.

Moreover, after the end of the read/write cycle resulting
from the cache memory miss, the write back operation is
carried out while the row address 1n 1ts cycle 1s fixed. Thus,
differently from the procedure of the conventional write
back operation, 1t 1s not necessary to again send the row
address. As a result, the efficiency of the write back opera-
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fion 1tself can be improved as compared with the case of
carrying out the write back operation by using the procedure
similar to that of the conventional write back operation.
What 1s claimed 1s:
1. A computer system comprising:

a host bus;

a CPU connected to said host bus;
a main memory connected to said host bus;

a cache memory connected to at least one of said host bus
and said CPU, said cache memory storing cache data,
wherein a tag address and a flag are provided for each
of said cache data and said flag indicates one of a clean
state 1n which said corresponding cache data 1s written
back 1nto said main memory and a dirty state 1n which
said corresponding cache data 1s not yet written back
into said main memory; and

a memory controller connected to said host bus, said
cache memory and said main memory, wherein said
memory controller writes back dirty write back cache
data 1into said main memory 1n a continuous write back
mode when said host bus 1s not used, wherein said dirty
write back cache data 1s a part of said cache data stored
in said cache memory, and each of said dirty write back
cache data 1s written back and each of said dirty write
back cache data includes a predetermined portion 1n
said tag address, wherein said memory controller can-
cels said continuous write back mode when said CPU
accesses sald cache memory or said main memory 1n a
memory access using said host bus.

2. A computer system according to claim 1, wherein said
CPU accesses said cache memory or said main memory 1n
a memory access using sald host bus, and said predeter-
mined portion 1s a row address of a physical address 1n the
latest memory access.

3. A computer system according to claim 2, wherein said
memory controller holds said row address 1n said continuous
write back mode.

4. A computer system according to claim 1, wherein said
memory controller includes an address decoder connected to
sald host bus, wherein said address decoder decodes a
logical address on said host bus 1nto a physical address and
detects said memory access by said CPU, and

wherein said memory controller cancels said continuous
write back mode when said memory access 1s detected
by said address decoder.

5. A computer system according to claim 4, wherein said
predetermined portion 1s a row address of said physical
address 1n the latest memory access.

6. A computer system according to claim 5, wherein said
memory controller holds said row address 1n said continuous
write back mode.

7. A computer system according to claim 3, wherein said
memory controller sequentially generates cleaning physical
addresses while updating a column address, 1n said continu-
ous write back mode, each of said cleaning physical
addresses including said row address and said updated
column address, and writes back said dirty write back cache
in said main memory based on said generated cleaning
physical addresses, and said tag addresses and said flags
corresponding to said dirty write back cache data.

8. A computer system according to claim 7, wherein said
memory controller updates said column address 1mmedi-
ately when said cleaning physical address does not hit to any
of said tag addresses, or when said cleaning physical address
hits to one of said tag addresses but said flag corresponding
to the hit tag address indicates that said corresponding cache
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data 1s 1n the clean state, and after said writing back of said
dirty write back cache data in said main memory when said
cleaning physical address hits to one of said tag addresses
corresponding to said one dirty write back cache data and
said flag corresponding to said one dirty write back cache
data 1ndicates that said one dirty write back cache data 1s in
the dirty state.

9. A computer system according to claim 1, further
comprising a bus arbiter connected to said host bus, wherein
said bus arbiter detects that said host bus 1s not used, and

wherein said memory controller sets said continuous write

back mode.

10. A computer system according to claim 1, wherein said
memory controller detects that said host bus 1s not used, and
sets said continuous write back mode.

11. A memory system comprising:

a host bus;

a main memory connected to said host bus;

a cache memory storing cache data, wherein a tag address
and a flag are provided for each of said cache data and
said flag indicates one of a clean state 1n which said
corresponding cache data 1s written back 1nto said main
memory and a dirty state in which said corresponding,
cache data 1s not yet written back into said main
memory; and

a memory confroller connected to said host bus, said
cache memory and said main memory, wherein said
memory controller writes back dirty write back cache
data into said main memory 1n a continuous write back
mode when said host bus 1s not used, wherein said dirty
write back cache data 1s a part of said cache data stored
in said cache memory, and each of said dirty write back
cache data 1s written back and each of said dirty write
back includes a predetermined portion 1n said tag
address, wherein said memory controller cancels said
continuous write back mode when said host bus 1s used
for a memory access to said cache memory or said main
memory.

12. A memory system according to claim 11, wherein said

memory controller includes:

an address decoder connected to said host bus, wherein
said address decoder decodes a logical address on said
host bus into a physical address and detects that said
host bus 1s used; and

a controller cancels said continuous write back mode
when 1t 1s detected by said address decoder that said
host bus 1s used.

13. A memory system according to claim 12, wherein said
predetermined portion 1s a row address of said physical
address 1n the latest memory access, and said controller
1ssues generation control signals 1n said continuous write
back mode,

wherein said memory controller includes:
a latch circuit holding said row address; and

an address generator responsive to said generation control
signals to generate cleaning physical addresses while
updating a column address, 1in said continuous write
back mode, respectively, each of said cleaning physical
addresses including said row address and said updated
column address.

14. A memory system according to claim 13, wherein said
memory controller includes an address comparator compar-
ing sald cleaning physical address and one of said tag
addresses and generating one of a cache hit signal or a cache
miss hit signal based on the comparing result, and
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said controller generates said generation control signal
cach time said cache miss hit signal 1s outputted from
said address comparator or each time said cache hit
signal 1s outputted from said address comparator but
said flag corresponding to the cache hit signal indicates
the clean state, and after one of said dirty write back
cache data 1s written back 1n said main memory when
said cache hit signal 1s outputted from said address
comparator and said flag corresponding to the cache hit
signal indicates the dirty state.

15. Amemory system according to claim 14, wherein said

memory controller includes:

a selector selecting said physical address outputted from
said address decoder when said continuous write back
mode 1s not set, and selecting said cleaning physical
address generated by said address generator when said
continuous write back mode 1s set.

16. A method of keeping a cache memory clean 1 a
computer system comprising said cache memory, a main
memory and a memory controller which are connected to a
host bus, said cache memory storing cache data, wherein a
tag address and a flag are provided for each of said cache
data and said flag indicates one of a clean state 1n which said
corresponding cache data 1s written back into said main
memory and a dirty state in which said corresponding cache
data 1s not yet written back into said main memory, said
method comprising:

setting a continuous write back mode when said host bus
1s not used by said memory controller;

writing back dirty write back cache data mto said main
memory 1n said continuous write back mode by said
memory controller, wherein said dirty write back cache
data 1s a part of said cache data stored in said cache
memory, and each of said dirty write back cache data
1s written back and each of said dirty write back cache
data includes a predetermined portion 1n said tag
address; and

canceling said continuous write back mode when said
host bus 1s used for a memory access to said cache
memory or said main memory by said memory con-
troller.
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17. A method according to claim 16, wherein said can-
celing includes:
detecting use of said host bus based on a logical address
on said host bus, said logical address being decoded
into a physical address.
18. A method according to claim 16, wherein said prede-
termined portion 1s a row address of said physical address in
the latest memory access, and

wherein said writing back includes:

holding said row address 1n said continuous write back
mode; and

responding generation control signals to sequentially gen-
crate cleaning physical addresses while updating a
column address, 1n said continuous write back mode,
respectively, each of said cleaning physical addresses
including said row address and said updated column
address.

19. A method according to claim 16, wherein said writing

back includes:

comparing said cleaning physical address and one of said
tag addresses;

ogenerating one of a cache hit signal or a cache miss hit
signal based on the comparing result; and

generating said generation control signal each time said
cache miss hit signal 1s outputted from said address
comparator or each time said cache hit signal 1s out-
putted from said address comparator but said flag
corresponding to the cache hit signal indicates the clean
state, and after one of said dirty write back cache data
1s written back 1n said main memory when said cache
hit signal 1s outputted from said address comparator
and said flag corresponding to the cache hit signal
indicates the dirty state.

20. A method according to claim 17, further comprising:

selecting said physical address obtained from said logical
address when said continuous write back mode 1s not
set; and

selecting said cleaning physical address when said con-
tinuous write back mode 1s set.
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