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SYSTEM FOR FLEXIBLE MEMORY PAGING
IN PARTITIONING MEMORY

BACKGROUND OF THE INVENTION

1. Field of the Invention

This i1nvention relates generally to the partitioning of
memory. More particularly, 1t relates to an efficient and
flexible paging technique for memory.

2. Background of Related Art

Large blocks of data memory are often used by more than
one operating software program and/or by more than one
running copy of the same program. Conventionally, the data
memory 1s partitioned to allow the separate programs to use
separate portions of the memory.

For instance, when running multiple programs (or
sessions) of an application such as a modem on a digital
signal processor (DSP), the data memory space is conven-
tionally partitioned among the various program sessions. In
this way, each mdependent program session will indepen-
dently access a unique portion of the data memory space.

Two conventional techniques are known for partitioning,
data memory among multiple operating programs: fixed
length paging and memory address oifset.

Fixed length paging partitions the enfire data memory 1nto
equal length blocks of memory, typically in lengths equal to
a power of 2 (e.g., 8 K, 16 K, 32 K, etc.). According to
known paging techniques, a number of the most significant
bits p of the accessing address (e.g., from a processor) are
replaced by a page number stored 1n a register pre-written by
the software application. In this case, the page number is
related to a separated data buffer, and the non-changed (i.e.,
the least significant) bits of the accessing address a represent

addressing within the selected page or data buifer inside the
buffer.

FIG. 9 shows a conventional data memory 650 partitioned
into four pages 600-603. Each of the four pages 600—603

has an equal length. For 1nstance, if the total data memory
space 1s 64 K, then each page 600-603 1s 16 K 1n length.

Fixed memory paging 1s fast because address bits from
the page number register and processor are merely combined
(not added), but 1s limited because the page lengths are fixed
throughout the total length of the data memory. Thus, only
2P pages (or data buffers) can be partitioned in data memory,
cach having a fixed length 2%, wherein the superscript p
refers to the number of most significant bits p of the
accessing address (e.g., from a processor) which are
replaced by a page number stored 1n a register pre-written by
the software application, and the superscript a refers to the
number of least significant address bits from the processor
used for addressing purposes. Because of the fixed length
nature of the pages or data buffers, unused portions of the
pages of the data memory are unusable by other programs
and thus wasted.

A more efficient conventional technique for partitioning
data memory 1s memory address offset. Memory address
offset schemes use a memory offset value and an address
adder which adds a pre-written memory offset value to each
data memory access address.

Memory address offset 1s shown 1 FIG. 10. The data
memory 6350 1s partitioned into variable length portions by
offset values 701-705, forming, e.g., six data buflers
710-715 1n the disclosed example. The oflset values
701-705 may have any value within the range of the data
Mmemory.
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Memory address offset techniques are very flexible
because the data buffers 710—715 may be any length.
However, the process of adding the relevant one of the
address offset values 701-705 to every data memory address
access to the data memory 650 significantly slows down the
memory access time because the offset 1s added “on-the-fly”
to each data memory address. Thus, the actual access to the
data memory 1s delayed with respect to the original data
memory address. This delay 1s related to the size of the adder
and can be, e.g., up to 10 nanoseconds (nS) for 0.35
micrometer (#m) technology.

There 1s a need to improve the partitioning of data
memory 1n a way which makes efficient use of the available
data memory space and which does not 1increase access time
to the data memory.

SUMMARY OF THE INVENTION

In accordance with the principles of the present invention,
a memory partitioning module comprises a memory paging
register to partition a memory 1nto a plurality of partitions.
A memory paging mask register 1s adapted to disable at least
one bit 1n the memory paging register.

In accordance with another aspect of the present
invention, a memory partitioning module comprises a
memory paging register adapted to define a plurality of
Mmemory pages in a memory. A memory paging mask register
combines at least two of the memory pages to effectively
create a larger memory page.

A method of partitioning memory 1n accordance with the
principles of the present invention partitions a block of
memory 1nto a plurality of equal length pages. A subplurality
of the equal length pages are combined to provide a plurality
of unequal length data buffers in the block of memory.

BRIEF DESCRIPTION OF THE DRAWINGS

Features and advantages of the present invention will
become apparent to those skilled 1n the art from the follow-
ing description with reference to the drawings, 1n which:

FIG. 1A shows a memory paging register in accordance
with an embodiment of the present invention.

FIG. 1B shows a memory paging mask register 1in accor-
dance with an embodiment of the present invention.

FIG. 2 shows an embodiment of a flexible length paging
scheme 1n accordance with the principles of the present
ivention.

FIG. 3 1s a table showing the different number of pages
versus a page size for consecutively set bits in the memory
paging mask register 1 accordance with the disclosed
embodiment of the present invention.

FIGS. 4A to 8B show the effect on data memory of
settings 1n the memory paging register and memory paging
mask register in accordance with one example of the dis-
closed embodiment 1in accordance with the principles of the
present 1nvention.

FIG. 9 shows a conventional data memory partitioned 1nto
fixed length pages.

FIG. 10 shows a conventional data memory partitioned by
address offset values which are added to each memory
address access.

DETAILED DESCRIPTION OF ILLUSTRAITIVE
EMBODIMENTS

In accordance with the principles of the present invention,
advantageous features of fixed length paging (e.g., fast
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access time) are combined with those of memory address
offset (e.g., flexible length data buffers) to provide a flexible
memory paging technique.

According to the flexible memory paging technique in
accordance with the present invention, two registers (or two
fields within one register) are allocated, one to partition the
data memory 1nto pages, and a second to mask bits of the
first register and thus to alter the length and physical
locations of the memory partitions.

FIG. 1A shows a memory paging register (PR) 100, and
FIG. 1B shows a memory paging mask register (MR) 120,
in accordance with an embodiment of the present invention.

The memory paging register 100 shown m FIG. 1A
defines the length of the paged partitions in the affected data
memory, and the memory paging mask register 120 shown
in FIG. 1B 1s used to enable or disable the influence of
particular paging bits of the memory paging register 100.
Thus, the memory paging mask register 120 allows the
respective bit of the memory address access to pass to the
data memory when a particular set paging bit in the memory
paging network 100 1s disabled by a corresponding bit in the
memory paging mask register 120.

The memory paging register 100 and memory paging
mask register 120 each comprise 16 bits 1n the disclosed
embodiment, corresponding to a 64 K data memory.
However, those of ordinary skill in the art will appreciate
that the specific number of bits 1n each register will depend
upon the particular application, size of available memory,
and/or the specific implementation and thus will vary within
the scope of the present invention. Generally, 1f a variable
‘m’ 15 used to denote the number of ones 1n the memory
paging mask register 120, then the number of pages created
in the data memory 230 will be 2™, and the page size will be
equal to (memory size)/2™.

FIG. 2 shows an embodiment of a circuit implementing,
the flexible memory paging technique in accordance with
the principles of the present invention.

In particular, the circuit includes a block of data memory
230, a processor 200, a bitwise multiplexer 240, the memory
paging register 100, and the memory paging mask register

120.

The data memory 230 1n the disclosed embodiment com-
prises an addressable memory space of 64 kilobits (64 K) of
random access memory (RAM). Of course, the present
invention 1s equally applicable to any length or type of data
MEmOory.

In the disclosed embodiment, the processor 200 1s a
digital signal processor (DSP). Of course, the processor 200
may be any suitable processor for the particular application,
¢.g2., a microcontroller, a microprocessor, or a digital signal

processor (DSP).

Each multiplexed bit of the bitwise multiplexer 240 1s
controlled by a respective bit in the memory paging mask
register 120. The bitwise multiplexer 240 selects for output,
on a bit-by-bit basis for each bit of an address, either the
respective address bit from the processor 200 accessing the
data memory 230, or the respective set bit 1n the memory
paging register 100.

The present invention 1implements an otherwise conven-
fional memory paging register 100 which 1s pre-set by
software to address a particular block of memory. However,
in accordance with the principles of the present imnvention,
the otherwise conventional memory paging 1s altered by the
bitwise enabling or disabling of the bits of the memory
paging register 100 with a memory paging mask register
120.
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In particular, when the respective paging bit in the
memory paging register 100 1s enabled by the corresponding
bit 1n the memory paging mask register 120, the value of the
paging bit 1s output to the data memory 230 as the corre-
sponding address bit. On the other hand, 1f the respective
paging bit in the memory paging register 100 1s disabled by
the corresponding bit in the memory paging mask register
120, the respective bit of the accessing address ADDR 1s
instead output to the data memory 230 as the corresponding
address bit.

In accordance with the principles of the present invention,
cach address access to the data memory 230 1s merely
multiplexed 1n the bitwise multiplexer 240 rather than added
to an offset memory address value using an appropriately
sized adder as 1n conventional memory offset techniques.
Moreover, as will be explained, the partitioned memory can
be expanded to include a plurality of pages, providing
flexible data bufler sizes. This provides significant improve-
ment 11 memory access speed and efficient usage of the
entire data memory 230.

FIG. 3 1s a table showing an example of the bitwise
enabling and disabling of the bits 1in the memory paging
register 100 by corresponding bits 1n the memory paging
mask register 120.

In the first row of the table 1in FIG. 3, all mask bits 1n the
memory paging mask register 120 are 1nitially set to zero. In
this case, all bits 1n the memory paging register 100 are
disabled, whether set or not, thus allowing the bitwise

multiplexer 240 to output all bits of the accessing address
ADDR to access the data memory 230.

In the second row of the table of FIG. 3, the upper or most
significant bit (MSB) of the memory paging mask register
120 1s set, thus enabling only the MSB of the memory
paging register 100 to be output to the data memory. In this
case, the bitwise multiplexer 240 will substitute the MSB of
the memory paging register 100 1n place of the MSB of the
address ADDR, 1n this example therefore outputting the
most significant bit of the memory paging register 100,
whether or not the bits of the memory paging register 100
are set to a ‘1’ or reset to a ‘0’. Therefore, two pages will be
created in the data memory 230, each 32 K in size (in the
disclosed example). Thus, the MSB of the address ADDR
from the processor 200 will be 1ignored and substituted by
the corresponding bit (i.e., page number) in the memory
paging register 100, which 1s pre-set by the software appli-
cation program accessing the data memory 230.

The remaining entries 1n the table of FIG. 3 show the
result of additionally enabling further bits 1n the memory
paging register 100 by setting corresponding bits 1n the
memory paging mask register 120. In the last entry in the
table of FIG. 3, all bits 1n the memory paging register 100
are enabled by the memory paging mask register 120. In this
case, 1 the disclosed example, there will be 32 K equal
length pages, each page being 2 m length.

Thus, the resulting address PAGE (15:0) accessing the
data memory 230 will include a combination of address bits
(ADDR) from the processor 200 and page bits from the
memory paging register 100, depending on the setting of the
memory paging mask register 120.

Using the memory paging register 100 and memory
paging mask register 120, the data memory 230 may be
flexibly partitioned 1n any of a number of ways.

For instance, 1n accordance with the principles of the
present invention, while being far more flexible than con-
ventional paging techniques, the memory paging register
100 and memory paging mask register may nevertheless
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merely partition the data memory 230 mto a number of fixed
length pages as shown 1n the example of FIGS. 4A and 4B.
In this example, only the two most significant bits of the
memory paging register 100 are used. Moreover, the two
most significant bits of the memory paging mask register
120 are set, thus enabling both bits of the memory paging
register 100 and defining four memory pages, each of equal
length. The particular page is then chosen by the application
software by setting the desired page (i.e., 0 to 3) in the most
significant bits of the memory paging register 100. As shown
in FIGS. 4A and 4B, only the highest page, ¢.g., page 3, will
be accessed by the processor 200 with the memory paging,
register 100 set as shown.

The ‘x’s 1n the memory paging register 100 as shown in
FIG. 4A represents that the value of that particular bit i the
memory paging register 100 has no effect on the access to
the data memory 230, 1.e., the corresponding bit in the
memory paging mask register 120 1s not set, and therefore
disables the corresponding bit 1n the memory paging register
100.

The example of FIGS. 5A and 5B shows off some of the
flexibility of the present invention.

In particular, the memory paging register 100 has the
same value as 1n the example of FIGS. 4A and 4B, 1.e.,
having only the two MSB set, defining four equal length
pages 1n the data memory 230. Nevertheless, the memory
paging mask register 120 1s set to enable the MSB of the
memory paging register 100 but to disable the second
highest MSB of the memory paging register 100. The effect
1s the formation of a larger data buifer accessible by the
software application including two pages of data memory
230 as shown 1n FIG. 5B. Thus, although the memory paging,
register 100 defines four equal length data buffers or parti-
fions 1n the data memory 230, software application programs
may use any combination of the equal length data buffers or
portions to form a larger and/or physically split data bufler
for any software application program. Thus, the present
invention provides the ability to have variable length data

buffers or data pages within the same data memory 230.

For completeness, FIGS. 6A and 6B show the effect of
disabling both of the MSBs which are set 1n the memory
paging register 100. In particular, by disabling all bits of the
memory paging register 100, memory paging itself 1is
disabled, and the processor 200 1s able to access all portions
of the data memory 230.

Interesting results are achieved if non-consecutive bits of
the memory paging mask register 120 are set to a one. For
instance, FIGS. 7A and 7B show the example shown 1n
FIGS. 4A to 6B but with the MSB of the memory paging
mask register not set (i.€., reset or set to a zero), but with the
second highest MSB of the memory paging mask register
120 set to a one. This allows the MSB of the address ADDR
from the processor 200 to access the data memory 230, but
the second to MSB of the address ADDR from the processor
200 to be replaced by the bitwise multiplexer 240 with the
corresponding value of the paging bit in the memory paging
register 100, 1.¢., a one.

The resulting access to the data memory 230 1s physically
split as shown 1n FIG. 7B. Note that the data butfer 1s formed
from two non-contiguous portions 800, 801 of the data
memory 230. Thus, by setting non-consecutive bits in the
memory paging mask register 120 (together with corre-
sponding set bits in the memory paging register 100),
non-contiguous data buifer portions will be formed 1n the
data memory 230, separated by the amount of memory space
corresponding to the number and weight of memory address
bits disabled for paging by the memory paging mask register

120.
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Another example of the formation of non-contiguous
pages 1s shown 1n FIGS. 8A and 8B. In this example, the

memory paging mask register 120 1s set to
*1010000000000000°, and the memory paging register 100
1s set to all ones. This creates 4 memory pages of 16 K size

cach, with each memory page occupying two 8 K segments
separated by an 8 K memory space. Thus, 1n this example,
with a 64 K data memory 230, the highest data buffer of

memory page will occupy the memory spaces 1000 (e.g., 40
K to 47 K) and 1001 (e.g., 56 K to 63 K).

The embodiments described with reference to FIGS. 7
and 8 are particularly useful for quasi dual port memories
which implement simultaneous access for different physical
blocks of memory. With the flexible memory paging allow-
ing variable length and split data buffers in accordance with
the principles of the present invention, the software pro-
grams accessing the data memory will benefit by being able
to simultaneously read and write to different sized data
buffers, and/or to different physical portions of the data
memory 230 without interference.

The present invention, while being particularly applicable
to digital modem circuits, 1s equally applicable to use 1n any
system 1ncluding a processor and data memory.

While the invention has been described with reference to
the exemplary embodiments thereof, those skilled 1n the art
will be able to make various modifications to the described
embodiments of the invention without departing from the
true spirit and scope of the mvention.

What 1s claimed 1s:

1. A memory partitioning module comprising:

a memory paging register to partition a memory 1nto a
plurality of partitions; and

a memory paging mask register adapted to disable at least
one bit in said memory paging register, thereby dis-
abling influence of at least one particular paging bit of
said memory paging register.

2. The memory partitioning module according to claim 1,

further comprising:

a bitwise multiplexer to select between bits of an access-
ing address and bits of said memory paging register.
3. The memory partitioning module according to claim 2,
wherein:

said bitwise multiplexer 1s controlled by a value 1n said
memory paging mask register.

4. The memory partitioning module according to claim 1,
wherein:

said plurality of partitions each have an equal length.
5. The memory partitioning module according to claim 1,
wherein:

sald memory paging mask register 1s adapted and
arranged to combine at least two of said plurality of
partitions into a single data bulifer.
6. The memory partitioning module according to claim 1,
wherein:

sald memory 1s data memory.
7. The memory partitioning module according to claim 6,
wherein:

sald data memory 1s random access memory.
8. A memory partitioning module, comprising:

a memory paging register adapted to define a plurality of
MEmory pages 1in a memory; and

a memory paging mask register adapted to combine at
least two of said plurality of memory pages to eflec-
tively create a larger memory page.

9. The memory partitioning module according to claim 8,

wherein:
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said combined at least two of said plurality of memory
pages are 1n non-contiguous addressable areas of said
memory.
10. The memory partitioning module according to claim
8, further comprising:

a bitwise multiplexer to select between bits of an access-
ing address and bits of said memory paging register.
11. The memory partitioning module according to claim
10, wherein:

said bitwise multiplexer 1s controlled by a value 1n said
memory paging mask register.
12. The memory partitioning module according to claim
8, wherein:

said plurality of memory pages each have an equal length.
13. The memory partitioning module according to claim
8, wherein:

said memory 1s data memory.
14. The memory partitioning module according to claim
13, wherein:

said data memory 1s random access memory.
15. A method of partitioning memory, said method com-
prising:
partitioning a block of memory 1nto a plurality of equal
length memory pages; and

using a memory paging mask register to combine a
subplurality of said equal length pages to provide a
plurality of unequal length memory pages 1n said block
of memory.

16. The method of partitioning memory according to

claim 15, wherein said step of using comprises:

disabling bits 1n a register defining said plurality of equal
length pages.

17. The method of partitioning memory according to
claim 15, wherein:
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said combined subplurality of said equal length pages are
non-contiguous pages 1n said block of memory.
18. The method of partitioning memory according to
claim 15, wherein:

said block of memory 1s data memory.

19. The method of partitioning memory according to
claim 18, wherein:

sald data memory 1s random access memory.
20. Apparatus for partitioning memory, comprising:

means for partitioning a block of memory 1nto a plurality
of equal length memory pages; and

means for combining including a memory paging mask
register to combine a subplurality of said equal length
pages to provide a plurality of unequal length memory
pages 1n said block of memory.

21. The apparatus for partitioning memory according to
claim 20, wherein said means for combining comprises:

means for disabling bits 1n a register defining said plu-
rality of equal length pages.

22. The apparatus for partitioning memory according to
claim 20, wherein:

said means for combining i1s capable of combining non-
contiguous pages 1n said block of memory.

23. The apparatus for partitioning memory according to
claim 20, wherein:

said block of memory 1s data memory.
24. The apparatus for partitioning memory according to
claim 23, wherein:

sald data memory 1s random access memory.
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