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MULTIMEDIA FILE SYSTEMS USING FILE
MANAGERS LOCATED ON CLIENTS FOR
MANAGING NETWORK ATTACHED
STORAGE DEVICES

BACKGROUND AND SUMMARY OF THE
INVENTION

The present invention relates generally to file systems for
the storage of multimedia data. More particularly, the 1nven-
fion relates to an 1nexpensive, scalable, open-architecture
file system that can be used to store and retrieve data with
cither real-time or high volume requirements.

With the recent advances in networking and storage
technologies and expanding multimedia applications, there
1s an 1ncreasing interest 1 providing improved storage and
retrieval of multimedia data. Distant education and training,
multimedia entertainment, news editing and distribution,
video-on-demand services 1n hotels and enterprises, multi-
media communications, and commercials are some of the
applications that are expected to benefit from an 1improved
storage and retrieval process. Multimedia data types include
audio and video 1n a variety of formats as well as text and
Images.

Increased constraints are placed on the storage and
retrieval of multimedia data over traditional textual and
numeric data due to inherent differences 1n the characteris-
fics of the data types. Unlike textual data, multimedia audio
and video data, known as continuous media, 1s sensible only
when played back in temporal conftiguity. Additionally,
continuous media data usually requires a large quantity of
storage space and places severe bandwidth demands upon
servers. Generally, conventional systems employ a central-
1zed server approach that typically does not scale well to
meet increasing bandwidth demands caused by increases in
system size.

Therefore 1t 1s desirable to provide a file system for
multimedia applications wherein clients are interconnected
by a highspeed network to network-attached storage sys-
tems. It 1s

Therefore 1t 1s desirable to provide a file system for
multimedia applications wherein clients are interconnected
by a highspeed network to network-attached storage sys-
tems. It 1s additionally desirable for the file system to be
adaptable for use with a serverless system or distributed
servers wherein the system management load 1s shared
across all the servers. Also, it 1s desirable for the file system
to be scalable 1n terms of performance as well as 1mple-
mentation simplicity. In addition, it 1s desirable for the file
system to support real-time data operations as well as
non-real time data objects. Additionally, 1t 1s desirable for
the system to provide file security and to gracefully degrade
when faults occur.

The present invention provides a multi-media file system
for communicating information between a multi-media cli-
ent and a network storage device over a network. The file
system 1ncludes a cluster that comprises one cluster manager
and at least one file manager with each network storage
device. The cluster manager 1s located on a client, includes
an admission controller for controlling the admission of a
request from a client for a file operation upon a selected file.
A network bandwidth request from the admission controller
1s responded to by a network status determiner included in
the cluster manager. The network status determiner deter-
mines the available network bandwidth. Each file manager
1s located on one of the clients. The file managers manage
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file maintenance procedures of corresponding files located
on the network storage device. Each file manager includes a
disk status determiner for determining the available disk
bandwidth. The disk status determiner responds to a request
from the admission controller.

For a more complete understanding of the invention, its
objects and advantages, reference may be had to the follow-
ing specification and to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a network datagram illustrating a prior art
multimedia file system;

FIG. 1B 1s a network datagram 1illustrating a presently
preferred embodiment of the invention;

FIG. 2A 1s a network datagram presenting a general
illustration of a presently preferred embodiment of a dedi-
cated distributed server file system configured 1n accordance
with the principles of the mnvention;

FIG. 2B 1s a network datagram presenting a general
illustration of a presently preferred embodiment of a coop-
erative distributed server file system configured 1in accor-
dance with the principles of the mnvention;

FIG. 2C 1s a network datagram presenting a general
illustration of a presently preferred embodiment of a
dynamic disk manager file system configured 1n accordance
with the principles of the mnvention;

FIG. 2D 1s a network datagram presenting a general
illustration of a presently preferred embodiment of a hybrid
file system configured 1n accordance with the principles of
the 1mvention;

FIG. 3A 1s a network datagram presenting a general
illustration of a presently preferred embodiment of a passive
disk serverless file system configured in accordance with the
principles of the mvention;

FIG. 3B 1s a network datagram presenting a general
illustration of a presently preferred embodiment of a semi-
active disk serverless file system configured in accordance
with the principles of the mvention;

FIG. 4 1s a sequence diagram 1illustrating a procedure for
managing bandwidth;

FIG. 5A1s a sequence diagram 1llustrating a procedure for
locking and unlocking files and tables;

FIG. 5B 1s a datagram 1illustrating a lock configuration;

FIG. 6A 1s a block diagram of a presently preferred
embodiment of a dedicated distributed server file system
configured 1n accordance with the principles of the inven-
tion;

FIG. 6B 1s a detailed block diagram of a presently
preferred embodiment of a dedicated distributed server file
system configured 1n accordance with the principles of the
mvention;

FIG. 6C 1s a sequence diagram 1llustrating a procedure for
admission control of a file operation 1n a presently preferred
embodiment of a dedicated distributed server {file system
configured 1n accordance with the principles of the inven-
tion;

FIG. 7A 1s a block diagram of a presently preferred
embodiment of a cooperative distributed server file system
coniligured 1n accordance with the principles of the inven-
tion;

FIG. 7B 1s a detailed block diagram of a presently
preferred embodiment of a cooperative distributed server file
system configured 1n accordance with the principles of the
mvention;
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FIG. 7C 1s a sequence diagram 1llustrating a procedure for
admaission control of a file operation 1n a presently preferred
embodiment of a cooperative distributed server file system
configured 1n accordance with the principles of the 1nven-
tion;

FIG. 8A 1s a block diagram of a presently preferred

embodiment of a dynamic disk manager file system config-
ured 1n accordance with the principles of the 1nvention;

FIG. 8B 1s a detailed block diagram of a presently
preferred embodiment of a dynamic disk manager file sys-
tem configured 1in accordance with the principles of the
mvention;

FIG. 8C 1s a sequence diagram 1llustrating a procedure for
admaission control of a file operation 1n a presently preferred
embodiment of a dynamic disk manager file system config-
ured 1n accordance with the principles of the invention;

FIG. 9A 1s a block diagram of a presently preferred
embodiment of a hybrid file system configured 1n accor-
dance with the principles of the mvention;

FIG. 9B 1s a sequence diagram 1llustrating a procedure for
admaission control of a file operation in a presently preferred
embodiment of a hybrid file system configured 1n accor-
dance with the principles of the mvention;

FIG. 9C 1s a sequence diagram 1llustrating a procedure for
managing the expansion and contraction of a cluster in a
presently preferred embodiment of a hybrid file system
configured 1n accordance with the principles of the inven-
tion;

FIG. 9D 1s a detailed block diagram of a presently

preferred embodiment of a hybrid file system configured in
accordance with the principles of the ivention;

FIG. 10A 1s a block diagram of a presently preferred
embodiment of a passive disk serverless file system config-
ured 1n accordance with the principles of the invention;

FIG. 10B 1s a detailed block diagram of a presently
preferred embodiment of a passive disk serverless file sys-
tem configured 1n accordance with the principles of the
mvention;

FIG. 10C 1s a sequence diagram 1illustrating a procedure
for admission control of a file operation in a presently
preferred embodiment of a passive disk serverless file sys-
tem configured in accordance with the principles of the
mvention;

FIG. 11A 1s a block diagram of a presently preferred
embodiment of a semi-active disk serverless file system
configured 1n accordance with the principles of the 1nven-
tion;

FIG. 11B 1s a detailed block diagram of a presently
preferred embodiment of a semi-active disk serverless file

system configured in accordance with the principles of the
mvention;

FIG. 11C 1s a sequence diagram 1illustrating a procedure
for admission control of a file operation 1n a presently
preferred embodiment of a semi-active disk serverless file
system configured in accordance with the principles of the
mvention;

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Referring to FIG. 1A, a conventional file system 10 for
server attached storage devices 12 1s illustrated serving a
plurality of clients 14 through a network 16. A centralized
server 18 controls access by the clients 14 to the storage
devices 12 which are located on an inner control network 20.
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The centralized server 18 1s a single dedicated node that
controls the admission process as well as all other file
access, read/write operations, and security 1ssues. All of the
read/write operations are approved and handled by the
centralized server. Thus, the implementation of the file
system 10 1s simple and the network bandwidth required for
maintaining data integrity 1s low. Also, because of the
centralized control, file security can be easily enforced.
However, the centralized server approach 1s limited by
scalability problems and fault tolerance 1ssues. Scalability
becomes a problem as the number of clients increases,
causes an increasing demand upon the server bandwidth to
service the increasing number of file operation requests. The
centralized server i1s also a potential site for a single point
failure that will cause a system interruption. The failure of
the server will have an adverse effect on all of the clients
simultaneously. Although a mirror of the server can be
maintained, there 1s no graceful degradation when the server
fails. Instead, there 1s a temporary cessation of server
performance before the mirror of the server becomes func-
tional.

Referring to FIG. 1B, an embodiment of a distributed
server flle system 30 conficured in accordance with the
principles of the invention 1s illustrated. In the file system 30

a set of designated network nodes share the load and
functions of the server. Thus the load 1s distributed over the

servers enabling scalability of the system. Scalability 1s
achieved by employing additional servers as the number of
clients increases. With the distributed server file system 30
there 1s no single point of failure. When a failure does occur,
the system gracefully degrades as the failed server load is
scamlessly shifted to the other servers. In any case, the
failure of a server affects only a subset of the clients. With
the 1ncreased number of nodes acting as servers, the level of
security 1s lower than that of a centralized server.
Additionally, resource sharing as well as maintenance of
consistent 1formation across all the servers requires the
implementation of control algorithms.

The various devices of the file system 30 are intercon-
nected by a network 32 that provides a communication
framework. In the present embodiment a Fibre channel
network 1s employed for the network 32, however 1t 1is
within the scope of the invention to employ other networks,
such as Ethernet or SCSI. Storage devices 34 connect to the
network for storing and supplying multimedia files such as
audio data files, video data files and video data objects.
Examples of storage devices that are within the scope of the
invention include logical disks such as a single disk or a set
of disks through which a file 1s stripped. A plurality of clients
36 connect to the network 30 1n order to gain access to the
storage devices 34 and the various multimedia files on the
storage devices. One or more servers 38 connect to the
network 32 for controlling the admission process of clients
36, as well as all other file access, file read/write operations,
and {file security 1ssues. Although, a dedicated server 38 1s
depicted 1n FIG. 1B, the scope of the mvention includes
distributing the functions of the server 38 to other network
devices such as the clients 36 and storage devices 34.

Two major performance advantages result from having
distributed file systems that employ storage devices 34 that
attach to the network. First, simple, data intensive operations
are off-loaded from the servers 38 and thus a greater quantity
of clients 36 can be supported by the servers 38. Second, by
coupling file access computation and network transfer band-
width to each storage device 34, ageregate transfer band-
width scales with storage devices 34 (rather than the server
memory and network bandwidth). In addition, it is not
necessary to store-and-forward copy data through the server

38.
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Server Functions

There are several tasks that the server 38 is potentially
responsible for managing in a multimedia service environ-
ment. The tasks include disk bandwidth management, net-
work bandwidth management, file lock management, secu-
rity 1ssues, free list management, fault tolerance, metadata
management, and scheduling. The disk bandwidth manage-
ment 15 a light load operation that includes checking the
available storage device bandwidth and the requested band-
width to complete the admaission control. The network
bandwidth management task i1s also a light load operation
wherein the server 38 checks the network bandwidth avail-
ability while doing the admission control. File lock man-
agement includes maintaming file read/write locks m order
to maintain data integrity and recovering a file lock from a
non-responsive client. A write lock ensures that only one
client 1s permitted to modify a file at a time. A read lock 1s
used to notify the clients 36 about changes 1n data after the
data has been cached by the clients 36 for reading. Read
locks present a heavy load to the server 38. The security task
for the system 30 1s a heavy load on the server 38 that
includes restricting access to selected files to certain clients.
The servers’ free list management task includes maintaining
a free list of blocks that are available for allocation writing
operations onto the storage devices 34. After a write request
admaission, the server 38 provides the addresses of free
blocks to the client 36 that requested permission to write.
Free list management 1s a heavy load. Fault tolerance tasks
include mirroring of storage devices and control files as well
as other fault recovery techniques. The preferred response to
a fault includes graceful degradation of system performance,
however the temporary shutdown of system performance
until a backup unit comes on line 1s also a valid performance
option. Both fault tolerance techniques impose a heavy load
upon the server. Metadata management 1s a medium load
server task that 1s required 1n a serverless file system
approach if the clients cache metadata information. When
write operations by other clients cause the metadata to be
modified, the client that 1s acting as server either logically
remaps the cached metadata or informs the other clients to
reload the new metadata. Two types of scheduling issues
involve storage servers, disk scheduling and network band-
width scheduling. The disk scheduling algorithms minimize
the disk head movement while meeting the real-time con-
straints of the requests. The network scheduler allocates the
network bandwidth by time multiplexing contending
requests.
File Systems with Distributed Server Configurations

With reference to FIGS. 2A to 2D, several embodiments
of distributed server configurations that are within the scope
of the invention are 1llustrated. Each of the distributed server
configurations has strengths and weaknesses that dictate the
environment in which the particular server configuration 1s
most appropriate. The server configurations range from
dedicated distributed servers, to cooperative distributed
servers, through dynamic disk managers, and finally to a
hybrid configuration. To provide an overview of a portion of
the envisioned file system a brief summary of the charac-
teristics of each distributed server configuration type fol-
lows. A more detailed description of each configuration type
will be provided 1n later sections of this specification.

Referring to FIG. 2A, 1n the dedicated distributed server
file system 40 a dedicated disk manager (DM) 42 is statically
assigned to each logical disk 44 to carry out admission
control and other server related tasks for that disk 44. Each
disk manager 42 in the file system 1s aware of the identity of
the other disk managers 42. The network bandwidth man-
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agement and scheduling tasks for the file system 40 are
handled by a network manager 46 that 1s statically located on
a centralized node. In addition, each client 48 maintains a
disk locator table that maps each disk 44 to the correspond-
ing disk manager 42.

Referring to FIG. 2B, 1n the cooperative distributed server
file system 50 the disk managers 52 are again statically
assigned to the disks 54. To avoid the centralization bottle-
neck that occurs with assigning a dedicated network man-
ager; the network manager functions and tasks are coopera-
tively handled by a disk manager 52 that 1s made the current
network manager 56. To exchange network bandwidth 1nfor-
mation the disk managers 52 employ a number of possible
operations that are explained later in this specification.
Again, each client 58 maintains a disk locator table that
maps each disk 54 to the corresponding disk manager 52.

With reference to FIG. 2C, 1n the dynamic disk manager
file system 60 the clients 68 are employed to share the
network and file management tasks that are generally
assigned to a server. In the file system 60, clients are
assigned as dynamic disk managers 62 for each disk 64,
therefore dedicated servers are not required. Since the clients
68 arc trusted to handle the tasks normally assigned to a
server, the network environment 1S less secure than a file
system with statically assigned file managers. The dynamic
disk managers 62 also cooperatively handle the network
manager functions and tasks by assigning a dynamic net-
work manager 66.

Referring to FIG. 2D, a hybrid file system 70 1s 1llustrated.
The hybrid file system 70 i1s especially applicable 1n a
scalable system where there might be a substantial increase
in the number of nodes with a commensurate increase in file
requests. In the hybrid file system 70 the file management
tasks for each disk 74 are split and shared between a
statically assigned cluster manager (CM) 76 and a set of
dynamically assigned file managers 72. Providing multiple
file managers 72 for each disk 74 reduces the load on
individual file managers and permits scalability of the file
system 70. Since the clients 78 are trusted to handle the tasks
normally assigned to a server, the network environment 1s
less secure than a file system with statically assigned file
managers. In addition to managing the clusters, the cluster
managers 76 also cooperatively handle the network manager
functions and tasks.

Referring to FIGS. 3A and 3B, a serverless file system 1s
an alternative to distributed file systems 1n an environment
where security 1s not a major concern, such as when all of
the clients are trusted. In a serverless system the storage
devices as well as the clients are connected directly to the
network. Any device can be accessed by any of the clients
directly. Based on the system status, either a client or the
disk provides admission control and resource allocation, and
maintains the data integrity 1ssues associated with the file.
Thus the functionality of a server 1s distributed 1n a seli-
service fashion. Serverless file systems are highly scalable
and have virtually no performance bottlenecks. Server fault-
tolerance 1ssues are non-existent 1n serverless systems since
the failure of a client does not affect any other client.

With specidic reference to FIG. 3A, a passive disk serv-
crless file system 80 1s illustrated. In the passive disk
serverless system 80, all of the information necessary for
admission control and data consistency management 1s
stored on the disks 84. A portion of the disk cache and a
small amount of bandwidth are reserved for storing and
retrieving control information for the file system 80. A client
82 that requests a file operation, provides its own admission
control and resource allocation, and maintains the data
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integrity 1ssues associated with the file operation. A disk
status file that 1s stored 1n the disk cache of every disk 84
contains bandwidth information for admission control as
well as information for maintaining data integrity. A network
data disk 83 provides network bandwidth information for the
file system 80. A system data disk 85 provides system
metadata such as file name to disk address mapping.

Referring to FIG. 3B, a semi-active disk serverless {ile
system 86 1s illustrated. The semi-active disk serverless file
system 86 1s similar to the passive disk serverless file system
80 with the exception that admission control 1s performed on
a semiactive disk 88 instead of on a client 87. As in the
passive disk serverless file system, a network data disk 89
and a system data disk 91 provide network bandwidth
information and system metadata respectively.
File System Operating Techniques and Modes

The following sections describe operating techniques and
modes that relate to several of the file system configurations
that are within the scope of the mvention.
Admission Control

Admission control i1s the process a client must complete
before operating on a file. Before the client reads or writes
to a file there must be sufficient file and network bandwidth
for the requested operation. In addition, the file must be
accessible to the client. For example, the client will not be
oranted access to a file that 1s 1n the process of being written
to by another client, or access to the file might be limited to
a predetermined group of clients. Once the client 1s granted
access to a file, the file management and network manage-
ment records are updated to reflect the changed system
status.
Bandwidth Determination Techniques

A number of bandwidth determination techniques are
employed to determine the file and network bandwidth
consumption. In file systems with a statically assigned
manager, the manager maintains the bandwidth status and all
bandwidth requests are directed to the manager. For f{ile
systems with dynamically assigned managers, a number of
techniques are employed for bandwidth determination. One
bandwidth determination technique requires the use of a
bandwidth status file that 1s maintained at a location known
to the network enfity or entities that conduct the admission
control process. Each time a client 1s granted access to a file,
the appropriate bandwidth status files are updated by the
manager. Another bandwidth determination technique
employs a token that contains either the network status or
file status information. To obtain the token, one manager
multicasts to the other managers. After receiving the token,
the manager determines whether sufficient bandwidth 1s
available and modifies the status information if the admis-
sion request 1s granted. An alternate technique that also
employs a token permits a manager that acquires the token
to multicast a message to obtain the bandwidth consumption
of each of the other managers. A unique form of bandwidth
determination and allocation is referred to as the split and
share technique which 1s described in detail 1n the following
section.
Split and Share Technique

Referring to FIG. 4, the split and share techmique 1s
illustrated. The split and share technique 1s used to initially
split and distribute the available bandwidth amongst the
managers and then to provide a process for the dynamic
reallocation of bandwidth during steady-state operation. At
step 90 an 1nitial quantity of bandwidth 1s allocated to each
manager. The initial bandwidth allocations are based on
criteria such as prior experience, the expected workload, and
the type of data the manager controls. The bandwidth
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allocations are then dynamically adjusted during the opera-
tional period, as managers that require additional bandwidth,
poll the other managers for excess bandwidth. This 1s
illustrated in the following steps. At step 92 a request for the
usage of bandwidth 1s received by the manager. The man-
ager evaluates the request, step 94, and grants the requested
bandwidth 1f 1t meets a predetermined request benchmark,
such as being less than the bandwidth allocated to the
manager, step 96. The manager then completes 1ts admission
control. At step 98, the manager determines whether all of
the other managers have been queried for excess bandwidth.
The request 1s denied if all of the other managers have been
queried, step 100. Otherwise, the manager continues to poll
the other managers for excess bandwidth, step 102.
Although 1n the preferred embodiment of the invention the
other managers are polled 1n a predetermined order, such as
location on the network and previous bandwidth utilization,
it 1s within the scope of the imvention to poll the other
managers randomly. The other manager allocates the
requested bandwidth 1f that manager 1s not also requesting
excess bandwidth, steps 104 and 106. When more than one
manager 1s requesting bandwidth a priority is assigned to the
managers based on a predetermined manager bandwidth
priority, such as the quantity of bandwidth that the managers
are each requesting and the importance of the requesting
managers, step 103. In the preferred embodiment of the
invention, the bandwidth priority 1s determined based on the
quantity of bandwidth that each manager 1s requesting. It the
manager 1s requesting less bandwidth than the other man-
ager 1s requesting, then the other manager allocates the
requested bandwidth to the manager, steps 108 and 106. If
the manager 1s requesting more bandwidth that the other
manager 1s requesting, then the manager allocates the
requested bandwidth to the other manager, steps 108 and
110. Once the manager has queried each of the other
managers it conducts 1ts admission control based upon the
amount of bandwidth 1t was able to acquire.

Generally, the bandwidth allocation associated with each
manager eventually stabilizes at a steady state quantity.
Under heavy bandwidth usage, employing the split and
share technique minimizes the bandwidth consumption that
1s normally required for determining and allocating the
available bandwidth. While during light bandwidth usage,
the bandwidth usage overhead 1s reduced to a level 1n line
with system bandwidth consumption. The split and share
technique can be applied with statically assigned managers
as well as dynamically assigned managers.

File Access and Locking

A locking/unlocking mechanism 1s used to provide exclu-
sive access to a file for a client that wants to write onto 1it.
The optional usage of the locking/unlocking mechanism for
a read operation 1s also provided. Maintenance of the
read/write locks 1s provided by the disk managers. With
reference to FIG. 5B, the structure of a lock that conforms
with the principles of the invention 1s illustrated. The lock
includes a user signature 112, a filename 114, and a times-
tamp 116. In the presently preferred embodiment of the
invention the user signature 112 includes the client 1d
appended with a unique process number. To avoid starvation
and ensure fairness among the clients, the lock-file includes
a circular buffer 1n order to queue write requests. Referring
to FIG. SA, the file lock process 1s illustrated. To write to a
file a client sends a request to the disk manager associated
with the file, step 114. The disk manager writes a lock
corresponding to the request into the circular buffer as the
next entry, step 116. The lock expires after a predetermined
time period, t__ , which 1s determined through prior statis-

exp?
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fical analysis or 1s selected by the user when the request 1s
made 118. The lock 1s freed after t, , unless it 1s refreshed
120. Thus, if the client needs to do a long editing operation,
the file has to be refreshed periodically. Mechanisms for
refreshing the lock include having either the client or the
assoclated disk manager request that the lock be refreshed.
The disk manager nofifies the client when the lock corre-
sponding to the client’s request advances to the head of the
queue 124. The client’s corresponding file request 1s then
processed. The lock remains active until a deactivation event
occurs, such as a client requests deactivation, t,_, times out,
the manager requests deactivation, and deactivation 1s set to
occur when the file operation 1s completed 126. When a read
lock 1s used, all of the users with read locks are notified of
any changes made to files corresponding to the users cor-
responding lock 128. Notification of file changes helps to
ensure data consistency throughout the system.
Fault Tolerance

To provide for recovery from the failure of a server or
client, mirrors of the managers associated with each of the
conilgurations are maintained on other network nodes. In the
preferred embodiment of the invention, mirrors for the
managers are maintained on network nodes upon which
other managers do not reside. However, 1t 1s within the scope
of the mnvention to include mirrors on network nodes upon
which other managers do reside. The managers for which
mirrors are maintained include network managers, file
managers, and cluster managers. In operation, when control
information such as a request or a lock refresh 1s received,
the manager first updates the corresponding information in
the mirrored copy and then performs the control operation.

The mirror of a manager remains inactive until a manager
failure occurs. An example of a manager failure 1s when a
client sends a request to a manager and doesn’t receive a
response within a predetermined inactivity time period.
When a manager failure occurs, the requesting client acti-
vates the mirrored version. The mirrored version then
becomes the new manager and creates a mirror on a network
node. The new manager then broadcasts a message to the
other managers and the clients associated with 1ts manage-
ment functions, notifying them of the change in status and
the 1dentity of 1ts mirror. After the notification 1s sent, all of
the mactivity timers that corresponded with the failed man-
ager are restarted and associated with the new manager.
Distributed Server File System Configurations

In a distributed server file system environment a set of
designated network nodes share the load and functions of the
server. Thus the load 1s distributed over the servers enabling
scalability of the system. As the quantity of clients increases,
the quantity of servers 1s increased to handle the increased
load. When a server fails, the system gracefully degrades as
the load of the faulty server is shifted to the other servers. In
any case, the failure of a server affects only a subset of the
clients, 1nstead of all the clients as happens 1n a centralized
server configuration. In the distributed server file system the
level of security 1s lower compared to that of a centralized
server due to the greater number of network nodes, servers,
which are trusted. In addition to decreased security, the
generation of algorithms for resource sharing and mainte-
nance of consistent information across all the servers are
required.
Dedicated Distributed Server File System

Referring to FIG. 6A, a dedicated distributed server {ile
system 130 for providing file services to a plurality of clients
131 1s illustrated. In the dedicated distributed server {ile
system 130, each disk 132 1s assigned a dedicated disk
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server-related tasks for that disk 132. The disk manager 134
1s essentially a network node that maintains the available
bandwidth of the associated disk 132, the metadata
information, and maintains the read/write locks for the files
that reside on the associated disk 132. A network manager
136, which 1s a centralized node, provides the network
bandwidth management and scheduling 1ssues. The network
manager 136 also maintains the available network band-
width information. Disk manager mirrors 138 for each of the
disk managers 134, and a network manager mirror 140
provide fault tolerance for the file system 130.

With additional reference to FIG. 6B, a more detailed
illustration of the dedicated distributed server file system
130 1s provided. Each client includes a disk locator table 142
that maps a disk to the corresponding disk manager 134 and
a file locator table 144 that maps a file to the corresponding,
disk 132 upon which the file resides. Although in the
presently preferred embodiment the file locator table 144
and the disk locator table 142 are located on each client 131,
it 1s within the scope of the invention for the tables 142 and
144 to reside on another network node.

Each of the disk managers 134 includes a manager locator
table 146 that provides the location of the file system disk
managers 134 and the network manager 136. An admaission
controller 148 1s also located 1n the disk manager 134. The
admission controller controls the admission process when a
client 131 requests a file operation. File locking to ensure
exclusive access to a file during a read or write operation 1s
provided by a file access controller 150 that includes a
circular queue 152 and a circular queue timer 154.

Referring to FIG. 6C, a client 131 1nitiates a file operation
by locating the file and then sending a request to the
assoclated disk manager 134. At step 156 the client 131
queries the file locator table 144 to determine upon which
disk 132 the desired file 1s located. The client 131 then
queries the disk locator table 142 at step 158 to find the disk
manager 134 that 1s associated with the disk 132, step 158,
sends a file request to that disk manager 134, step 160. The
disk manager 134, upon receiving the request, verifies the
client authentication key, step 162. When each client 131 1s
admitted to the network i1t receives an authentication key that
provides limited access to the disks 132. The request 1s
entered into the circular queue 152 and remains there until
the file lock process described above 1s completed. Once the
request advances to the top of the circular queue 152, the
disk manager 134 checks the available disk bandwidth to
determine if there 1s sufficient bandwidth to support the
requested file operation, step 164. A message 1s sent to the
network manager 136 requesting the allocation of sufficient
network bandwidth to support the requested operation, step
166. The network manager 136 evaluates the request, step
168, and grants the request from the disk manager 134 1f
there 1s sufficient network bandwidth, step 170. After the
request from the disk manager 1s granted, the network
manager 136 and disk manager 134 update their correspond-
ing bandwidth records to reflect the change to available
bandwidth, step 172. The control information in the network
manager mirror 140 and disk manager mirror 138 1s then
updated, step 174. The request from the client 131 1s then
oranted, 176. Once the client completes the file operation,
step 178, the file 1s closed, step 180. The disk manager and
network manager bandwidth records are then modified to
reflect that the resource has been relinquished, step 182.
Cooperative Distributed Servers

With reference to FIG. 7A, a cooperative distributed
server lile system 230 configured in accordance with the
principles of the invention 1s illustrated. The cooperative
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distributed server file system 230 1s similar to the dedicated
distributed server file system 130 with corresponding ele-
ments numbered in the range 200-238, except that the
network manager 1n the cooperative distributed server file
system 230 1s not statically assigned. Instead, the functions
that are normally assigned to the network manager are
cooperatively provided by the disk managers (DM) 234. The
network management and scheduling functions are dynami-
cally assigned to a disk manager 234 that 1s designated the
current network manager (CNM) 236. Disk manager mirrors
238 for each of the disk managers 234 provide fault toler-
ance for the file system 230.

With additional reference to FIG. 7B, a more detailed
illustration of the cooperative distributed server file system
230 1s provided. Again, the cooperative distributed server
file system 230 1s similar to the dedicated distributed server
file system 130 with the exception that the network manager
functions are dynamically assigned to a disk manager 234
that is designated the current network manager (CNM). Each
of the disk managers 234 includes a manager locator table
246 that provides the location of the file system disk
managers 234 and the current network manager. The admis-
sion controller 248 controls the allocation of network band-
width 1n addition to the functions provided by the admission
controller 148 1n the distributed dedicated servers file system
130.

Referring to FIG. 7C, a client 231 1nitiates a file operation
in a similar manner to that employed 1n the dedicated
distributed servers file system 130 by locating the file and
then sending a request to the associated disk manager 234,
step 260. The disk manager 234 places the request in the
circular queue 252 wherein the request remains until the file
lock process described above 1s completed, step 262. Once
the request advances to the top of the circular queue, the file
manager 234 verifies the client authentication key, step 264.
The disk manager 234 checks the available disk bandwidth
to determine if there 1s sufficient disk bandwidth to support
the requested file operation, step 266. The network band-
width status 1s then checked to determine 1f the requested file
operation can be supported. Three approaches for determin-
ing the network bandwidth status are provided.

The first approach employs the split and share technique
previously described 1n this specification for allocating
network bandwidth and determining the network bandwidth
status, step 267.

The second approach employs a token 235 that includes
the current network bandwidth status. At step 268 the disk
manager 234 associated with the requested file multicasts a
message to the other disk managers 234 requesting the token
235. Upon receiving the token 235, the disk manager 234
becomes the current network manager 236, step 270. The
current network manager 236 updates 1ts associated disk
manager mirror 238 to reflect the addition of the token 235
and then checks the available network bandwidth indicated
on the token 235, step 272. Upon determining to grant the
request from the client 231, the current network manager
updates its associated disk manager mirror 238 and modifies
the available network bandwidth indicated on the token 235
to reflect the new status, step 274. Once the file operation 1s
complete, step 276, the file 1s closed, step 278, and the token
235 and disk manager 234 bandwidth records are then
modified to reflect that the resource has been relinquished,
step 280. In the presently preferred embodiment, the sub-
sequent current network manager 236 modifies the token
235 to reflect the additional bandwidth that 1s available,
however 1t 1s within the scope of the mmvention for the disk
manager 234 associated with the file to modity the token
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The third approach employs a token 237 that enables the
possessor to multicast a message to the other disk managers
234 requesting an indication of the network bandwidth
consumption of each disk manager 234. At step 282, the disk
manager 234 requests the token 237 from the current net-
work manager 237, which 1s the last disk manager 234 to
multicast requesting network bandwidth consumption infor-
mation. Upon receiving the token 237, the disk manager 234
becomes the current network manager 237, step 284. The
previous current network manager becomes the mirror 238
for the current network manager 237 which updates the
mirror’s 238 control information and multicasts to the other
disk managers 234 requesting an idication of the network
bandwidth consumption of each disk manager 234, step 286.
Upon determining that there 1s sufficient network bandwidth
to support the requested file operation, the current network
manager 237 updates 1ts associated mirror 238 and grants-
the request from the client 231, step 288. Once the file
operation 1s complete, step 290, the file 1s closed, step 292,
and the disk manager 234 bandwidth records are then
modified to reflect that the resource has been relinquished.
Dynamic Disk Manager File System

Referring to FIG. 8A, a dynamic disk manager file system
300 for providing file services to a plurality of clients 304 1s
illustrated. The clients 304 are employed to share the net-
work and file management tasks that are generally assigned
to a server. The dynamic disk manager file system 300 1s a
low security system 1n which the clients 304 are trusted to
regulate access to the files that are stored on disks 302.
Clients 304 are dynamically assigned as the disk managers
306 and network managers 307 to share the load of band-
width management. To provide fault tolerance, the previous
disk manager and network manager are assigned as a disk
manager mirror 308 and a network manager mirror 309 for
the current disk manager 306 and network manager 307. To
minimize network tratfic and data structure maintenance, the
administrative load that the clients 304 are burdened with 1s
limited to a predetermined percentage of the client’s 304
load.

In one embodiment, the disk manager responsibility 1s
time multiplexed over all of the clients 304. In an alternative
embodiment, a client 304 that requests to write to a file
becomes the disk manager 306 of the corresponding disk
302. The client 304 continues to maintain the disk manager
control information and complete the admission control and
file maintenance duties until another client 304 requests to
write upon the disk 302. It 1s within the scope of the
invention to limit the time duration that the client 304
continues to be the disk manager 306 after completing the
write operation. A predetermined time period after the client
304 becomes disk manager 306, any client that requests
either a read or a write operation on the corresponding disk
302 becomes the new disk manager 306. The network
manager responsibility 1s time multiplexed over all of the
clients 304.

With additional reference to FIG. 8B, a detailed 1llustra-
tion of the clients 304 in the dynamic disk manager file
system 300 1s provided. The clients 304 include a file locator
table 310 that maps a file to the corresponding disk 302 upon
which the file resides. Although 1n the presently preferred
embodiment the file locator table 310 1s located on each
client 302, 1t 1s within the scope of the 1invention for the file
locator table 310 to reside on another network node.

The clients 304 also include the elements required to
provide the file manager and network manager functions.
These elements 1include an admaission controller 312, a disk
manager locator table 314, a circular queue 316, a circular
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queue timer 318, and a network manager locator table 322
as described 1n preceding sections of this specification. The
client 304 also includes a network bandwidth determiner
320 for providing the network bandwidth status.

Referring to FIG. 8C, the file operation process for the
dynamic disk manager file system 300 1s illustrated. To read
a file, a client 304 queries the file locator table to determine
on which disk the file 1s located, step 324. The client 304
then locates the corresponding disk manager 306, step 326.
To locate the corresponding disk manager 306, the client 304
broadcasts a message to the other clients 304. In an alter-
native embodiment, the client queries a disk locator table
that maps a file on a disk 302 to the corresponding disk
manager 306. The client then sends the file operation request
to the disk manager 306, step 328. The disk manager 306,
upon receiving the request, enters it into the circular queue
316. The request remains 1n the queue 316 until the file lock
process described above 1s completed, step 330. Once the
request advances to the top of the circular queue 316, the
disk manager 306 verifies the client authentication key, step
332. The disk manager 306 then checks the available disk
bandwidth to determine if there i1s sufficient bandwidth to
support the requested file operation, step 334. The network
bandwidth status 1s then checked to determine if the
requested file operation can be supported. The three
approaches employed for determining the network band-
width status 1n the dynamically changed disk manager file
system 300 are similar to the approaches employed in the
cooperafive distributed server file system 230 with corre-
sponding steps numbered in the range 367-392.

As described 1n the Fault Tolerance section, for any
updates of control information the disk manager 306 and
network manager first update the corresponding information
in the disk manager mirror 307 and network manager mirror
309 before admitting a request from a client or process the
lock updates.

The file manager mirror 307 1s activated 1f a client request
sent to a disk manager 306 1s not processed within a
predetermined time period. The file manager mirror 307 then
becomes the new disk manager 306 and selects a new file
manager mirror 307. The new disk manager broadcasts a
message to the clients 304 and disk managers 306 providing
notice of 1ts new 1dentity. All of the associated circular queue

timers 318 and fault tolerance timers are then restarted.
Hybrid File System

Referring to FIG. 9A, a hybrid file system 400 1s illus-
trated. The hybrid file system 400 is especially applicable 1n
a scalable system where there might be a substantial increase
in the number of nodes with a commensurate increase 1n file
requests. In the hybrid file system 400 the system 1s divided
into clusters 401. Each cluster 401 has only one disk 402, a
cluster manager (CM) 404 and a sct of file managers (FM)
406. The file management tasks for each disk 402 are split
and shared between the statically assigned cluster manager
404 and the set of dynamically assigned file managers 406.

Providing multiple file managers 406 for each disk 402
reduces the load on individual file managers and permits
scalability of the file system 400. The file manager 406
handles the file locking and other file maintenance 1ssues for
its corresponding files. One or more files 1s managed by the
file manager 406, and every file 1n the file system 400 has a
file manager 406. The file managers 406 arc designated
dynamically from the pool of clients 408. The number of file
managers 406 in a cluster, range from one up to a limitless
quantity. Increasing the number of file managers 406 bal-
ances the load more efficiently at the cost of additional
network bandwidth.
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Any client 408, can access any disk 402 in the entire
system 400 for a read/write operation. Since the clients 408
are trusted to handle the tasks normally assigned to a server,
the network environment 1s less secure than a file system
with file managers assigned to servers.

The cluster manager 1s responsible for admission control,
management of the file managers 406, maintenance of the
free list, providing metadata information to the clients 408,
and fault-tolerance i1ssues. In addition to managing the
clusters, the cluster managers 404 also cooperatively handle
the network manager functions and tasks. The cluster man-
agers 1n the presently preferred embodiment are selected
from the original disk managers, however it 1s within the
scope of the 1nvention to select dedicated nodes.

With additional reference to FIG. 9D, a detailed 1llustra-
fion of a cluster 401 of the hybrid {file system 400 is
provided. The client 408 1ncludes a request manager 409 for
sending a request for a file operation to the cluster manager

404. Although, 1n the presently preferred embodiment a file
locator table 410 and disk address table 411 are not cached

onto the client 408, it 1s within the scope of the mnvention to
include both tables 410 and 411 1n the client 408. Instead of
locating the system and disk metadata on the client 408, 1t
1s ncluded 1n the cluster manager 404 as the system meta-
data table 412 and the disk metadata table 413. An admission
controller 414 1n the cluster manager 404 controls the
admission of requests from the clients 408. A network status
table 417 with associated network status queue 418 and
network status timer 419 provide network bandwidth mfor-
mation with a locking mechanism that operates as previ-
ously described. A cluster controller 420 regulates the
expansion and contraction of the cluster in response to the
activities assoclated with files that reside on the disk 402
within the cluster 401. Each file manager 406 1n the cluster
401 mcludes a disk status table 421 with a disk status table
422 and disk status timer 423 for providing disk bandwidth
information. The file managers also include a file access
queue 415 with an associated file access timer 416 that
provide locking/unlocking of the file to ensure data integrity
as described 1n preceding sections of this specification for
other embodiments of the invention.

Referring to FIG. 9B, the admission control process for
the hybrid file system 400 1s illustrated. The admaission
control process for the hybrid file system 400 1s similar to
the admission process for the dynamic disk manager file
system 300 except for splitting the disk manager and net-
work manager functions between a file manager and a
cluster manager. The hybrid file system admission control
process has corresponding steps numbered 1n the range 424
to 492. The disk bandwidth allocation and determination 1is
accomplished using the split and share technique at the file
manager level. The network bandwidth allocation and man-
agement 1s accomplished using the split and share technique
at the cluster level.

Cluster Management

Within a cluster 401, the number of file managers 406
changes dynamically 1n response to the bandwidth usage for
file operations related to the files residing on the cluster disk
402. Thus the size of a cluster 401 expands or contracts on
the basis of the load. The cluster manager 404 manages the
expansion and contraction process and broadcasts a notifi-
cation of cluster changes to the clients 408. The scope of the
invention includes both static and dynamic methods of
carrying out the expansion and contraction process as well
as the subsequent notification.

Static Expansion and Contraction Process

A new file manager 1s created when the load on a file

manager 406 increases beyond a predetermined maximum
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index. Some of the files managed by the overloaded file
manager 406 are transferred to the control of a client 408,
thus creating a new file manager. Only clients that currently
are not a file manager 406 are sclected to become new file
managers. During the cluster expansion process the initial
load of a newly created file manager 1s determined 1n a
binary tree fashion. The list of files 1n the cluster 401 1s
statically divided and allocated such that all the leaves, file
managers 406, of the tree have a fixed set of files to manage.
The file list and tree configuration is provided to a client 408
when 1t enters the hybrid file system 400. A client 408 that
knows the tree configuration can derive which files are
managed by a selected file manager 404.

A cluster expansion 1s executed when the load on a file
manager 406 increases beyond a predetermined maximum
load 1ndex, step 500. The overloaded file manager 406
notifies the cluster manager 404 that the maximum load
index has been exceeded, step 502. The cluster manager 404
creates a new lile manager to manage a portion of the
overloaded file manager’s load, step 504. The cluster man-
ager 404 then distributes one-half of the file manager’s load
to the newly formed file manager. Thus, at each level of the
binary tree the leftmost node 1s the same parent node
(original file manager 406). The cluster manager 404 then
broadcasts a notification to the clients 408 that use the
selected files of the change 1n file manager 406
confliguration, step 505.

The file manager binary tree structure 1s maintained by the
cluster manager 404. Each of the file managers 406 knows
the 1dentity of their sibling. Because management of {files 1s
used for transferring load, the distribution of the load may or
may not be equal among the two siblings formed during the
€Xpanslon pProcess.

The contraction process of the clusters 1s just the reverse
of the expansion process. When the load on-a file manager
406 decreases below a predetermined minimum load value,
the file manager 406 notifies the cluster manager 404, steps
506 and 508. The cluster manager 404 checks the load of the
file manager’s sibling to determine 1f the combined load 1s
below the predetermined minimum load value, step 510. If
the combined load 1s less than the minimum load value, then
the cluster manager transters the load from the lightly loaded
file manager 406 to the other file manager (sibling) 406, step
512, and eliminates the lightly loaded file manager, step 514.
The cluster manager 404 then broadcasts a nofification to the
clients 408 that use the selected files of the change 1n file
manager 406 configuration, step 516.

Dynamic Expansion and Contraction Process

An alternative embodiment accomplishes the expansion/
contraction process through a dynamic operation. In this
embodiment, the cluster manager 404 maintains a load list
of the file managers that 1s ordered relative to file manager
load values. The load list 1s used by the cluster manager 406
to locate heavily loaded and lightly loaded clients 408.
When the load on a file manager 406 exceeds a predeter-
mined maximum load index, the file manager 406 notifies
the cluster manager 404, steps 518 and 520. Alternatively,
the cluster manager 404 searches from the top of the load list
for file managers having a load value that 1s beyond the
maximum load value and would therefore need to transfer
management of a portion of its associated files. The cluster
manager 404 scarches the load list for a lightly loaded file
manager, step 522. If there are no lightly loaded file
managers, the cluster manager 404 selects a client 408 that
1s not a file manager 406 and transfers a portion of the load
from the loaded file manager 406 to the newly formed file
manager, step 524. Following the cluster, expansion, the
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new file manager 406 notifies the clients 408 that use the
alfected files of the change 1n file manager status, step 5235.

Similarly, when a file manager’s load decreases below
minimum load value, the file manager 406 notifies the
cluster manager 404, steps 526 and 528. The cluster manager
404 then searches for a file manager that 1s able to accept the
additional load without exceeding the maximum load value,
step 530. If such a file manager 406 1s found, the transfer 1s
made and the lightly loaded file manager 406 1s released,
steps 532 and 534. For a contraction process, the cluster
manager 404 scarches for two or more file managers 406
from the bottom of the load list. Following the cluster
contraction, the modified file manager 406 notifies the
clients 408 that use the affected files of the change in file
manager status, step 536.

While contracting or expanding, the file manager 406 load
1s adjusted by transferring the management tasks of selected
files. Furthermore, after expansion the new file manager
remains under the control of the cluster manager 404 that
introduced 1t as a file manager 406.

Fault Tolerance

A cluster manager mirror 403 1s created at another cluster
manager 404 to provide fault tolerance for the cluster
manager 404. It 1s within the scope of the mnvention to create
a cluster manager mirror 405 at a dedicated back-up network
node. When a cluster manager 404 fails, a new cluster
manager 1s activated from the cluster manager mirror 4035.
Fault tolerance for the file managers 406 1s provided by the
assoclated cluster manager 404 maintaining a back-up for
cach file manager 406 1n the cluster 401. An alternative
means for protecting the file manager 406 1s for the file
manager 406 to maintain a file manager mirror 407 at the file
manager 406 from which 1ts load was transferred. When a
file manager 406 fails, the corresponding cluster manager
404 transfers the file information to another file manager 406
as 1f expanding the cluster 401.

Security

The hybrid file system 400 1s employed 1n an environment
where security 1s not a major concern. An access key 1s
provided by the cluster manager 404 during admission
control to a client 408 that 1s admitted. The access key
includes metadata information such as the block addresses to
which the client 408 may read or write.

Serverless File Systems

A serverless system 1s employed 1n an environment where
security 1s not a major concern. In the serverless system
there are no servers, instead the functionality of the server 1s
distributed 1n a self-service fashion. Based on the system
status, a client completes its own admission control and
resource allocation and shares the load involved in main-
taining data consistency. Serverless systems are highly scal-
able and have virtually no performance bottlenecks. Server
fault-tolerance 1ssues are non-existent 1n serverless systems;
the failure of a client does not affect other clients.

Passive Disk, Serverless File System

Referring to FIG. 10A, a passive disk serverless file
system 600 for providing file services to a plurality of clients
604 1s 1llustrated. In the passive disk serverless system 600,
the information necessary for admission control and data
consistency management 1s stored on the disks 602. On each
disk 602 a portion of the disk cache and a small amount of
bandwidth are reserved for storing and retrieving control
information for the file system 600. One disk 1n the passive
disk serverless file system 600, referred to as the network
data disk 606, includes a network status table 607 for
maintaining the network bandwidth information. Also stored
on a single disk, referred to as the system data disk, 610, is
a system metadata table 612 for mapping a file name to a

disk address.
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With additional reference to FIG. 10B, a datagram of the
passive disk serverless file system 600 1s provided. The
client 604 caches the system level metadata information in
a file locator table 608 that maps file names to disk
addresses. Although the system level metadata 1s cached on
the client 604, 1t 1s within the scope of the invention to
maintain a single system level metadata table for the file
system 600, to which the client 604 sends a request for
mapping a file to a disk. To map the file to a location on the
speciflied disk, a disk address table 1s cached on the client
604 from a disk metadata table. It 1s also within the scope of
the invention to maintain a single disk metadata table for the
file system 600. An admission controller 612 controls the
client admission process.

The disk 602 includes a file access controller 618 for
limiting access to files residing on the disk 602 and a disk
status table for providing disk bandwidth and data integrity
information. File locking to ensure exclusive access to the
file access controller 618 during a file read or write operation
1s provided by a file access queue 624 and a file access queue
timer 626. File locking 1s also provided for accesses to the
disk status table 616; the locking mechanism 1s provided by
a disk status queue 620 and a disk status queue timer 622.
Also included 1s a disk metadata table 614 for mapping a file
to an address on the disk 602.

The network data disk 606 includes a network status
queue 630 and network status timer 632 to provide file
locking during accesses to the network status table 608.

Referring to FIG. 10C, a client 604 initiates a file opera-
fion by determining the disk 602 upon which a desired file
resides, step 640. The file locator table 608 on the client 604
1s queried to determine the disk 602 the file resides upon.
However, 1f the data 1n the file locator table 608 1s old, then
the client refreshes the system metadata in table 608 from
the system metadata table 612 on the system data disk 610.
It 1s within the scope of the 1nvention to not cache the system
metadata on the client 604, and instead query the system
metadata table 612 on the system data disk 610 to determine
the disk 602 upon which the file resides. The address of the
file on the disk 602 1s determined next, step 642. The disk
metadata 1n the disk address table 610 on the client 604 1s
queried to determine the disk address. However, if the data
in the disk address table 610 1s old, then the client refreshes
the disk metadata instable 610 from the disk metadata table
614 on the disk 602. However, it 1s within the scope of the
invention to query the disk metadata table 614 of the disk
602 on which the file resides to determine the disk address.
Once the disk address corresponding to a desired {ile 1s
obtained, the availability of network and disk bandwidth 1s
then determined. In the presently preferred embodiment a
network status table 607 located on the network data disk
606 1s employed to determine the available network band-
width. However, 1t 1s within the scope of the invention to use
the split and share technique described earlier for the net-
work bandwidth determination and allocation.

In the first approach for bandwidth determination, the disk
status table 616 and network status table 607 are locked
while being read to ensure data integrity, step 644. The
locking technique that 1s employed 1s similar to the tech-
nique described 1n an earlier section of this specification
with a somewhat shorter expiration time period. However, it
1s within the scope of the invention to provide a longer
expiration time period or a user adjustable time period. Also,
in the presently preferred embodiment, locking 1s employed
during both read and write file operations, however 1t 1s
within the scope of the invention to only apply locking
during a write operation. After acquiring access to the disk
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status table 616 and the network status table 607, the client
604 determines the available bandwidth, step 646. If there 1s
suflicient bandwidth, the client 604 updates the disk status
table 616 and network status table 607 to reflect the
increased load, step 648. After updating, the locks on both
tables 607 and 616 are released, step 650. Once the file
operation 1s complete, step 652, the disk status table 616 and
network status table 607 are updated to reflect the decreased
load, step 654. Also, 1f the file operation 1s a write, the
system metadata table 612 and the disk metadata table 614
are updated and a message 1s broadcast to the clients 604
updating the cached copies of tables 612 and 614, step 655.
Instead of broadcasting updated copies of the metadata, an
alternative approach 1s to invalidate the copies of the system
level metadata existing at the clients.

In the second approach for bandwidth determination, the
disk status table 616 1s locked while being read to ensure
data mntegrity, step 656. Again, the locking technique that 1s
employed 1s similar to the technique described 1n an earlier
section of this specification with a somewhat shorter expi-
ration time period and 1t 1s employed for both read and write
f1le operations. After acquiring access to the disk status table
616, the client 604 determines the available disk bandwidth
and network bandwidth, step 658. Using this approach, the
disk status table 616 maintains a record of the network
bandwidth that 1s assigned to the disk 602. If the disk 602
does not have a sufficient network bandwidth, then the split
and share technique 1s employed to obtain additional net-
work bandwidth, step 660. If there 1s sufficient disk and
network bandwidth, the client 604 updates the disk status
table 616 to reflect the increased load, step 662. After
updating, the lock on the disk status table is released, step
664. Once the file operation 1s complete, step 666, the disk
status table 616 1s updated to retlect the decreased disk and
network load, step 668. If the file operation 1s a write the
metadata 1s updated as described above 1n the first approach,
step 669.

Semi-Active Disk, Serverless File System

Referring to FIG. 11A, a semi-active disk serverless file
system 700 for providing file services to a plurality of clients
704 1s 1llustrated. The semi-active disk serverless system
700 1s similar to the passive disk serverless file system with
the exception that a semi-active disk 702 manages the
admission process 1n response to a request from a client 704.
The semi-active disk serverless system 700 additionally
includes system security during file accesses such as requir-
ing an authentication key from clients 704. The information
necessary for admission control and data consistency man-
agement as well as the admission controller 1s stored on the
semi-active disks 702. A network data disk 606 maintains
the network bandwidth information. A system data disk 710
provides system metadata such as the disk address that
corresponds to a file name.

With additional reference to FIG. 10B, a datagram of the
semi-active disk serverless file system 700 1s provided. The
client 704 caches the system level metadata information 1n
a file locator table 708 that maps file names to disk
addresses. Although the system level metadata 1s cached on
the client 704, 1t 1s within the scope of the invention to
maintain a single system level metadata table for the file
system 700, to which the client 704 sends a request for
mapping a file to a disk. To map the file to a location on the
specified disk, a disk address table 1s cached on the client
704 from a disk metadata table. It 1s also within the scope of
the invention to maintain a single disk metadata table for the
file system 700. A request manager 712 sends the client
request to the semi-active disk 702.
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The semi-active disk 702 includes an admission controller
713 for managing the admission process for a request from
a client 704. A file access controller 718 limits access to files
residing on the disk 702 and a disk status table 716 provides
disk bandwidth and data mtegrity information. File locking
to ensure exclusive access to the file access controller 718
during a file read or write operation 1s provided by a file
access queue 724 and a file access queue timer 726. The {ile
locking process 1s similar to the previously described
process, except the semi-active disk 702 handles the time-
out and refreshing of the locks. File locking 1s also provided
for accesses to the disk status table 716; the locking mecha-
nism 1s provided by a disk status queue 720 and a disk status
queue timer 722. Also included 1s a disk metadata table 714
for mapping a file to an address on the disk 702.

The network data disk 606 includes a network status
queue 630 and network status timer 632 to provide file
locking during accesses to the network status table 608.

Referring to FIG. 11C, a file operation 1n the semi-active
disk serverless file system 700 1s similar to a file operation
in the passive disk serverless file system 600 with corre-
sponding elements numbered 1n the range from 740 to 769.
The semi-active disk serverless file system 700 differs from
the passive disk serverless file system 600 1n that admission
control, request scheduling, file system security, and free list
management are performed by the semi-active disk 702.
Once the disk address corresponding to a desired {ile 1s
obtained, steps 740 and 742, the client 704 sends a file
operation request to the disk 702, step 743. The admaission
controller 713 1n the disk 702 verifies the client 704 authen-
fication key and schedules the request for processing, steps
745 and 757. Encryption hardware 1 the disk 702 assists 1n
the key authentication. For write requests the admission
controller provides free block addresses to the client 704.
The remainder of the admission control process remain
similar to the process 1n the passive disk serverless file
system 700 with the specified exception of the admission
controller function shifting onto the disk 702.

While the invention has been described in its presently
preferred embodiments, 1t will be understood that the inven-
fion 1s capable of certain modification and change without
departing from the spirit of the mvention as set forth 1n the
appended claims.

What 1s claimed 1s:

1. Afile system for a multi-media storage system operable
to communicate information over a network with a plurality
of multimedia clients, said network having an available
network bandwidth, the file system comprising:

a cluster for defining a grouping of network components;
said cluster comprising;

a cluster manager assigned to one of said multimedia
clients, having an associated network storage device
coupled to said network for storing and retrieving at
least one {ile, said network storage device having an
available disk bandwidth, said cluster manager com-
prising;
an admission controller, operable 1n response to a file

request from a multimedia client for a file opera-
fion upon a selected file, to control admission of
said file request;

a network status determiner, activable 1n response to
a network bandwidth request from said admission
controller, to determine the available network
bandwidth; and

at least one file manager associated with said network
storage device, said at least one file manager located
on one of said clients, for managing file maintenance
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procedures of said at: least one file and including a
disk status determiner, activable 1n response to a disk
bandwidth request from the admission controller, to
determine the available disk bandwidth;
wherein, said admission controller, 1n response to said file
request, sends said network bandwidth request and said
disk bandwidth request to determine whether said
available network bandwidth and said available disk
bandwidth are sufficient to support the requested file
operation.
2. The file system of claim 1 further comprising a system
metadata table for providing a disk location of said at least

one files, wherein said client queries the system metadata
table to determine the disk where the selected file 1s located.

3. The file system of claim 1 wherein said at least one file
manager further comprises a write lock manager, operable to
prevent more than one of said at least one client from
simultaneously writing to said selected file.

4. The file system of claim 3 wherein the write lock
manager further comprises a write circular buifer for storing
a write request for said selected file such that said write
request 1s serviced on a first stored first served basis.

5. The file system of claim 3 wherein the write lock
manager further comprises a read circular buifer for storing
a read request for said selected file such that said read
request 1s serviced on a first stored first served basis.

6. The file system of claim 1 wherein the cluster manager
further includes a cluster controller for regulating the cre-
ation and deletion of said at least one file manager and a
broadcaster for nofifying the at least one clients of the
creation or deletion of said file manager.

7. The file system of claim 1 wherein said file manager
includes a load nofifier for providing a notification to the
cluster manager that the available disk bandwidth of one of
said at least one fille managers 1s greater than a load index

level; and

said cluster manager further includes a cluster controller,
responsive to said notification, for creating a file man-
ager to provide additional disk bandwidth such that the
available disk bandwidth for both of the file managers
1s greater than the load index level.

8. The file system of claim 1 wherein said file manager
includes a load nofifier for providing a notification to the
cluster manager that the available disk bandwidth of one of
the at least one file managers having a loaded bandwidth 1s
less than a bandwidth index level; and

said cluster manager further includes a cluster controller,
responsive to said notification, for eliminating said file
manager such that the loaded bandwidth of said file
manager 15 transferred to another of said at least one file
managers decreasing the available disk bandwidth of
said another file manager.

9. The file system of claim 1 further comprising a file
manager mirror corresponding to each, of said at least one
file managers.

10. The file system of claim 1 further comprising a cluster
manager mirror corresponding to each of said cluster man-
agers.

11. The file system of claim 10 further comprising a
network bandwidth scheduler for allocating network band-
width by multiplexing file operations corresponding to said
file request.

12. The file system of claim 1 further comprising a
security manager for limiting access to said at least one
network storage device by said at least one client.

13. A file system for a multi-media storage system oper-
able to communicate information over a network having an
available network bandwidth, the file system comprising:
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at least one network storage device coupled through the
network to at least one multi-media client, each of said
at least one network storage devices having an avail-
able disk bandwidth and including at least one file;

a cluster manager located on one of said at least one
clients for managing a cluster, one of said cluster
manager corresponding to each of said at least one
network storage devices, said cluster manager 1nclud-
Ing;
an admission controller, operable 1n response to a

request for a file operation upon a selected file, said
request from one of said at least one clients, to
control admission of said request; and

a network status determiner, activable 1n response to a
network bandwidth request from the admaission
controller, to determine the available network band-
width;

at least one file manager located on one of said at least one
clients for managing file maintenance procedures of
said file located on said network storage device, said at
least one file manager mncluding;

a disk status determiner, activable in response to a disk
bandwidth request from the admission controller, to
determine the available disk bandwidth;

a file access queue for ensuring data integrity; and

a file access timer coupled to the file access queue; and

said cluster manager further including a cluster controller
for regulating the creation and deletion of said at least
one file manager;

wherein, said admission controller, 1n response to said
request, sends said network bandwidth request and said
disk bandwidth request to determine whether said
available network bandwidth and said available disk
bandwidth 1s sufficient to support the requested file
operation.

14. The file system of claim 13 further comprising a disk
scheduler for scheduling read and write operations to the at
least one network storage device.

15. A method of managing a file request 1n a file system
for a multi-media storage system operable to communicate
information over a network having an available quantity of
network bandwidth, said network including at least one
multi-media client and at least one network storage device
having an available quantity of disk bandwidth with at least
one file having a disk location, the method comprising the
steps of:

determining the disk location of a selected file;

providing a cluster manager corresponding to each of said
at least one network storage devices, said cluster man-
ager having an admission controller for controlling
access to said selected file;

providing a file manager located on one of said at least
one clients for managing file maintenance procedures
of corresponding files located on said network storage
device;

sending a request for a file operation to said admission
controller, requesting to perform a file operation upon
said selected file;

determining the available disk bandwidth;
determining the available network bandwidth;

evaluating the request based upon whether the available
disk bandwidth and the available network bandwidth
are sufficient to support the requested file operation;
and

oranting the request.
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16. The method of claim 15 wherein the step of deter-
mining the disk location of a selected {file includes querying
a file locator table connected to at least one of said at least
one client.

17. The method of claim 15 wherein the step of deter-
mining the disk location of a selected file 1ncludes querying
a disk metadata table included in the cluster manager.

18. The method of claim 15 wherein the step of deter-
mining the available network bandwidth comprises:

locking a network status table that lists the available
network bandwidth;

applying a split and share technique to determine the
available network bandwidth; and

unlocking the network status table.

19. A file system for a multi-media storage system oper-
able to communicate information over a network with a
plurality of multimedia clients, said network having an
available network bandwidth, the file system comprising:

at least one network storage device coupled to said
network for storing and retrieving at least one {ile, said
network storage device having an available disk

bandwidth,

a disk manager associated with said network storage
device located on one of said clients, said disk manager
for managing file maintenance procedures of said at
least one file and including;
an admission controller, operable 1n response to a {file
request from one of said clients for a file operation
upon a selected file, to control admission of said file
request; and

a disk status determiner, activable in response to a disk
bandwidth request from the admission controller, to
determine the available disk bandwidth; and

a network manager assigned to one of said multimedia
clients, for providing network services, said network
manager including a network status determiner, acti-
vable 1n response to a network bandwidth request from
sald admission controller, to determine the available
network bandwidth;

wherein, said admission controller, 1n response to said file
request, sends said network bandwidth request and said
disk bandwidth request to determine whether said
available network bandwidth and said available disk
bandwidth are sufficient to support the requested file
operation.

20. The file system of claim 19 further comprising a
system metadata table for providing a disk location of said
at least one files, wherein said client queries the system
metadata table to determine the disk where the selected file
1s located.

21. The file system of claim 19 wherein said at least one
disk manager further comprises a write lock manager, oper-
able to prevent more than one of said at least one client from
simultaneously writing to said selected file.

22. The file system of claim 21 wherein the write lock
manager further comprises a write circular buifer for storing
a write request for said selected file such that said write
request 1s serviced on a first stored first served basis.

23. The file system of claim 21 wherein the write lock
manager further comprises a read circular buffer for storing
a read request for said selected file such that said read
request 1s serviced on a first stored first served basis.

24. The file system of claim 19 wherein said plurality of
clients further include a disk manager locator table for
providing a location of said disk manager.

25. The file system of claim 19 further comprising a disk
manager mirror corresponding to said disk manager.
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26. The file system of claim 19 further comprising a
network manager mirror corresponding to said network
manager.

27. A file system for a multi-media storage system oper-
able to communicate information over a network with a
plurality of multimedia clients, said network having an
available network bandwidth, the file system comprising:

at least one network storage device coupled to said
network for storing and retrieving at least one file, said
network storage device having an available disk

bandwidth,

a system metadata table for providing a disk location of
said at least one files;

a disk manager associated with said network storage
device located on one of said clients, said disk manager
for managing file maintenance procedures of said at
least one file and including;
an admission controller, operable in response to a file

request from one of said clients for a file operation
upon a selected file, to control admission of said file
request;

a disk status determiner, activable in response to a disk
bandwidth request from the admission controller, to
determine the available disk bandwidth;

a write lock manager, operable to prevent more than

one of said at least one client from simultaneously
writing to said selected file; and

a write circular buffer for storing said file request for
said selected file such that said file request 1s ser-
viced on a first stored first served basis; and

a network manager assigned to one of said multimedia
clients, for providing network services, said network
manager 1ncluding a network status determiner, acti-
vable 1n response to a network bandwidth request from
sald admission controller, to determine the available
network bandwidth;

wherein, said admission controller, in response to said file
request, sends said network bandwidth request and said
disk bandwidth request to determine whether said
available network bandwidth and said available disk
bandwidth are sufficient to support the requested file
operation.

28. A method of managing bandwidth 1n a file system
having at least one storage device and at least one client
interconnected by a network, at least two managers for
managing bandwidth associated with the network, the
method comprising steps of:

providing each of said at least two managers residing on
one of said at least one storage device or said-at least
one client;

providing each of said at least two managers with an
initial quantity of bandwidth;

receiving a request for a file operation that requires a
predetermined quantity of bandwidth;

evaluating the request to determine if a manager has an
available quantity of bandwidth sufficient to support the
requested file operation;

querying another of said at least two managers to deter-
mine 1f said manager has an available quantity of

bandwidth;

requesting said manager allocate said available quantity
of bandwidth to said manager, and

allocating said available quanfity of bandwidth to said
requesting manager.
29. The method of claim 28 wherein the step of querying
another of said at least two managers further comprises the
steps of:
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determining which criteria to rely upon for selecting an
order 1n which to query said at least two managers;

selecting the order; and

querying said at least two managers in the selected order.

30. A method of managing bandwidth 1n a file system
having at least one storage device and at least one client
interconnected by a network, at least two managers for
managing bandwidth associated with the network, the
method providing the steps of:

providing each of said at least two managers residing on
one of said at least one storage device or said at least
one client;

providing each of said at least two managers with an
initial quantity of bandwidth;

receving a request for a file operation that requires a
predetermined quantity of bandwidth;

evaluating the request to determine if a manager has an
available quantity of bandwidth sufficient to support the
requested file operation;

querying another of said at least two managers to deter-

mine 1f said manager has an available quantity of
bandwidth;

determining whether said another of said at least two
managers 1s requesting available bandwidth;

evaluating the quantity of available bandwidth that 1s
being requested by each of the said at least two man-
agers;

requesting the manager allocate said available quantity of
bandwidth to said manager; and

allocating said available quantity from the manager that 1s
requesting the lesser quantity of bandwidth to the
manager that 1s requesting the greater quanfity of
bandwidth.

31. A file system for a multi-media storage system oper-
able to communicate information over a network with a
plurality of clients, said network having an available net-
work bandwidth, the file system comprising;:

said plurality of clients including an admaission controller,
operable 1n response to a file request from a multimedia
client for a file operation upon a selected file, to control
admission of said file request;

a network storage device having an available disk band-
width coupled to the network for retrieving and storing
file control information and at least one file, said
network storage device comprising;

a disk manager for managing file maintenance proce-
dures of said network storage device, said disk
manager including;

a disk status determiner, activable 1n response to a
disk bandwidth request from the admission
controller, to determine the available disk band-
width;

a network manager located on one of said network storage
devices for providing network services, said network
manager including a network status table for providing
the available network bandwidth i1n response to a
network bandwidth request from the admission con-
troller;

wherein, said admission controller, in response to said file
request, sends said network bandwidth request and said
disk bandwidth request to determine whether said
available network bandwidth and said available disk
bandwidth are sufficient to support the requested file
operation.
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32. The file system of claim 31 further comprising a
system metadata table for providing a disk location of said
at least one files, wherein said client queries the system
metadata table to determine the disk where the selected file
1s located.

33. The file system of claim 31 wherein said at least on file
manager further,comprises a write lock manager, operable to
prevent more than one said at least one client from simul-
tancously writing to said selected file.

34. The file system of claim 33 wherein the write lock
manager further comprises a write circular buffer for storing
a write request for said selected file such that said write
request 1s serviced on a first stored first served basis.

35. The file system of claim 33 wherein the write lock
manager further comprises a read circular buifer for storing
a read request for said selected file such that said read
request 1s serviced on a first stored {first served basis.

36. The file system of claim 31 further comprising a
network manager mirror corresponding to each of said
network managers.

J7. A file system for a multi-media storage system oper-
able to communicate information over a network with a
plurality of clients, said network having an available net-
work bandwidth, the file system comprising;:

a network storage device having an available disk band-
width coupled to the network for retrieving and storing,
file control information and at least one file, said
network storage device comprising;
a disk manager for managing file maintenance proce-
dures of said network storage device, said disk
manager including;
an admission controller, operable 1n response to a file
request from a multimedia client for a file opera-
tion upon a selected file, to control admission of
said file request;

a disk status determiner, activable 1n response to a
disk bandwidth request from the admission
controller, to determine the available disk band-

width;
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a network manager located on one of said network storage
devices for providing network services, said network
manager including a network status table for providing
the available network bandwidth i1n response to a
network bandwidth request from the admission con-
troller;

wherein, said admission controller, 1n response to said file
request, sends said network bandwidth request and said
disk bandwidth request to determine whether said
available network bandwidth and said available disk
bandwidth are sufficient to support the requested file
operation.

38. The file system of claim 37 further comprising a
system metadata table for providing a disk location of said
at least one files, wherein said client queries the system
metadata table to determine the disk where the selected file
1s located.

39. The file system of claim 37 wherein said at least on file
manager further comprises a write lock manager, operable to
prevent more than one said at least one-client from simul-
taneously writing to said selected file.

40. The file system of claim 39 wherein the write lock
manager further comprises a write circular buifer for storing
a write request for said selected file such that said write
request 1s serviced on a first stored first served basis.

41. The file system of claim 39 wherein the write lock
manager further comprises a read circular buffer for storing
a read request for said selected file such that said read
request 1s serviced on a first stored first served basis.

42. The file system of claim 37 further comprising a
network manager mirror corresponding to each of said
network mangers.

43. The file system of claim 37 further comprising a
cluster manager mirror corresponding to each of said cluster
Mmanagers.

44. The file system of claim 37 further comprising a
security manager for limiting access to said at least one

network storage device by said at least one client.
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