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METHOD AND SYSTEM TO
COMMUNICATE PRIORITIZED TRAFFIC
VIA FIXED LENGTH DATA
COMMUNICATION FRAMES

FIELD OF THE INVENTION

The present invention relates to the field of data commu-
nication. More particularly, the present invention relates to
a method and system to communicate prioritized data traffic
over a communications network via a data communication
frame.

BACKGROUND OF THE INVENTION

Communication networks are an essential tool for gener-
ating prosperity in a modem society. Communication net-
works have become virtually indispensable in building a
thriving economy because they allow users to readily gain
access to and exchange information of all types (e.g., sound,
text, numerical data, video, graphics, multimedia, etc.).
Information transmitted over communication networks 1s
utilized 1n the performance of a number of functions, 1nclud-
ing the conveyance and analysis of 1deas and trends 1n most
arcas of business, science, education and entertamnment.
Efficient communication of information has facilitated
increased productivity and reduced costs 1n numerous activi-
fies. The speed at which data 1s communicated has a
significant 1mpact on the efficiency of a communication
network.

One way to improve the performance of a communication
network 1s to 1increase its bandwidth, the speed at which data
can be transmitted over a communication network. Larger
bandwidth communication networks can transmit more data
in a shorter period of time. However, upgrading communi-
cation networks to provide increased bandwidth capacity is
usually an expensive, time-consuming, and disruptive pro-
cess. It typically entails discarding older equipment and
replacing 1t with newer, faster, and more costly models.
Replacing major infrastructure communication networks
such as telephone or coaxial cable networks with new
facilities such as overhead or underground cabling 1s very
expensive. Furthermore, advanced networks are typically
harder to maintain, service, and administer.

Upgrades are not undertaken lightly and 1n the meantime,
users generally suffer through frustratingly slow response
fimes and congestion problems 1n most older communica-
tion networks. Further complicating matters 1s the fact that
communication networks often experience high activity and
fraffic at certain peak operating times. For example, a
communication network’s resources are usually pushed to
capacity when numerous multiple devices attempt to log
onto and transmit data over the network simultaneously or
when an application 1s transmitting a very large file n a
burst. When the amount of data to be transmitted exceeds a
network’s bandwidth, the network becomes overloaded and
the time or “latency” for transmitting a packet of data
increases dramatically. It 1s very difficult to predict and
prevent the occurrence of these traffic peaks.

In an effort to minimize the impact of surges in traffic and
to generally manage the overall traffic on a network, 1t 1s
common for a network to include storage builers to tempo-
rarily store the data before a transmission. If the network 1s
currently to busy to handle the data, it 1s queued up 1in
buffers. Enqueued data must wait in turn until the opportu-
nity arises for 1t to be sent over the network. The basic
operating principle of a queue 1s the items first 1n are those
first out (FIFO). Although the queue buffers are beneficial,
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2

they still do not solve all potential communication transmis-
sion problems 1n a network.

In many 1nstances the queue buffers actually operate 1n a
manner that detracts from optimized data flow, especially
when handling high priority data tratfic. Usually, some of the
data to be transmitted over a communication network 1s
more 1mportant or has a higher priority than other data. For
example, key network administration data, such as commu-
nication network control information, can be critical to the
operation of the communication network. In addition, other
components coupled to a communications network often
have operational constraints and 1t 1s critical to the perfor-
mance of these devices that certain data be transmitted
within latency tolerances, data transfer bandwidth
requirements, etc. Data comprising important mnformation
should be transmitted expeditiously 1in order to keep the
communication network and components or devices coupled
to 1t operating properly.

™

Another detrimental aspect of buffers 1s their capacity
limitations. Including the queue buflers in a communications
network increases the costs of manufacturing network
devices. Hence, designers typically try to limit the number
of queue buffers that are installed 1n a communications
network. Restricting buffer capacity gives rise to increases in
instances when the buifers are full. As long as the buifers are
full, successive mformation cannot be queued for eventual
transmission over the network. Data that 1s not entered 1n a
buffer queue 1s dropped or the device it originated from has
to keep attempting to get 1t entered into a queue bufler.
During instances when the queue buifers are full with lower
priority data, such as information related to non-critical
activities, e-mail messages, etc., higher priority data can not
be transmitted. Therefore, in limiting the number of queue
buffers, designers attempt to balance the pros and cons of
adding buffers and calculate the optimum amount of queue
buffers from a cost benelit point of view.

Communication problems resulting from a limited num-
ber of buffers and the FIFO nature of queues are magnified
in communications networks comprising limited communi-
cation paths. Usually such communication networks are
administered 1n a manner that permits only one device or
enfity to communicate on a path at a time and devices
typically have to compete for communication network
resources. Delays incurred while a device waits to obtain
access to network resources 1ncreases the detrimental atfects
of queuing high priority traffic behind lower priority traffic
in a buifer queue. In addition to waiting for lower priority
data to clear out of the queue, once high priority data reaches
the top of the queue 1t must wait while network resources
become available.

What 1s required 1s a system and method that permits
higher priority data to be transmitted ahead of lower priority
data included 1n fixed length data communication frames.
The system or method should enable the higher priority
information to be transmitted 1n a manner that minimizes
impacts to communication flow and conserves communica-
tion network resources. For example, it should be applicable
o existing communication networks 1n a manner that pre-
serves the usefulness of current communication protocols
while minimizing adverse affects on network infrastructure.

SUMMARY OF THE INVENTION

The present invention 1s a system and method that permits
higher priority data to be transmitted before a lower priority
data included 1n fixed length data communication frames.
The present system and method enables the higher priority
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information to be transmitted 1n a manner that minimizes
impacts to communication flow and conserves communica-
tfion network resources. It 1s capable of being incorporated in
existing communication networks 1n a manner that preserves
the usefulness of current communication protocols while
minimizing adverse affects on network infrastructure.

In one embodiment, the present invention 1s a communi-
cations network system and method operating in a data cable
system that transmits a data over cable media access control
(MAC) frame with an Ethernet/[ISO8802-3] type packet
protocol data unit payload. Time frames for transmission of
data over the communication network are allocated to cable
modems and time frames originally allocated to a cable
modem for transmission of lower priority data can be
utilized to transfer high priority data while aborting the
transmission of lower priority data. A high level data link
control (HDLC) section is coupled immediately before a
cyclical redundancy check (CRC) to indicate that packet
protocol data units (PDU) that are encapsulated by HDLC
flags include high priority data that 1s not to be discarded.

DESCRIPTTION OF THE DRAWINGS

The accompanying drawings which are incorporated in
and form a part of this specification, illustrate embodiments
of the invention and together with the description, serve to
explain the principles of the invention:

FIG. 1 1s a block diagram of one embodiment of a
communications network system utilizing fixed length data
communication frames at a link level.

FIG. 2A 1s a block diagram of one embodiment of a fixed
length data communication frame.

FIG. 2B 1s a block illustrating another embodiment of a
fixed length data communication frame for transmitting high
priority data in a frame that was originally designated for use
in transmitting low priority data.

FIG. 3 1s block diagram 1llustration of a cable data system
for transmitting communications between a head end and
cable modems.

FIG. 4 1s a block diagram 1llustrating the encoding of one
embodiment of a data-over-cable MAC frame that 1s trans-
mitted 1n a cable data communication network.

FIG. 5 1s a block diagram 1illustrating one embodiment of
data-over-cable MAC frame 1n which low priority tratfic is
transmitted.

FIG. 6 1s a block diagram 1llustrating another embodiment
of data-over-cable MAC frame 1n which high priority traffic
1s transmitted.

FIG. 7 1s one embodiment of a method of the present
invention for supplanting low priority data traffic with high
priority data traffic.

BEST MODE FOR CARRYING OUT THE
INVENTION

Reference will now be made in detail to the preferred
embodiments of the invention, a method and system to
communicate prioritized data traffic over a communications
network via a fixed length data communication frame,
examples of which are illustrated in the accompanying
drawings. While the imnvention will be described in conjunc-
tion with the preferred embodiments, 1t will be understood
that they are not intended to limit the invention to these
embodiments. On the contrary, the invention 1s intended to
cover alternatives, modifications and equivalents, which
may be included within the spirit and scope of the mmvention
as defined by the appended claims. Furthermore, in the
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following detailed description of the present i1nvention,
numerous specific details are set forth 1n order to provide a
thorough understanding of the present invention. However,
it will be obvious to one ordinarily skilled in the art that the
present 1nvention may be practiced without these specific
details. In other instances, well known methods, procedures,
components, and circuits have not been described 1n detail
as not to unnecessarlly obscure aspects of the current
invention.

The present invention 1s a system and method that permits
higher priority data to be transmitted before lower priority
data m a bulfer queue. The present system and method
enables the higher priority information to be transmitted 1n
a manner that minimizes 1mpacts to communication flow
and conserves communication network resources. It 1s
capable of being incorporated 1n existing communication
networks 1n a manner that preserves the usefulness of
current communication protocols while minimizing adverse
alfects on network infrastructure.

In one embodiment, the present 1nvention 1s employed 1n
a system utilizing a transmission protocol where data
exchanges between peers mvolve fixed length data commu-
nication frames at a link level. FIG. 1 1s a block diagram of
onc embodiment of a system utilizing fixed length data
communication frames at a link level, communications
network 100. Communications network 100 comprises a
communication station 110, communication station 120,
communication station 130, communication station 140, and
communication medium 150. Communication medium 150
1s electrically coupled to station 110, station 120, station 130
and station 140. Communication medium 150 comprises
twisted pair cable, coaxial cable, fiber optic cable, fiber
optical cable, radio frequency mediums, microwave {ire-
quency mediums, etc. Communication stations 110 through
140 are devices adapted to transmit and receive data over
communication medium 150. When communicating with
cach other, stations 110 through 140 encapsulate data 1n
fixed length frames. In one embodiment of the present
invention, a data communication frame’s length 1s explicitly
defined via a length indicator 1in a frame.

FIG. 2A 1s a block diagram of one embodiment of a fixed
length data communication frame 210. Fixed length frame
210 comprises a length indicator section 211, data section
212, and transmission status section 213. Length indicator
section 211 includes the length or number of bits of fixed
length frame 210. Data section 212 comprises the informa-
tion one station 1s sending to another station. Transmission
status section 213 comprises an indication of a transmission
status, including errors 1n the transmaission and indications 1f
the transmission should be aborted. FIG. 2B 1s a block
diagram 1llustrating another embodiment of a fixed length
data communication frame 210 transmitting high priority
data 1n a frame that was originally designated for use by low
priority data. Fixed length frame 210 comprises high priority
message indicator 214, high priority message 215, high
priority message indicator 216, and abort data section 217.
High priority message indicator 214 and 216 are a string of
bits that operate to 1indicate high priority message informa-
tion 215 1s valid information that 1s not to be aborted.
Aborted data section 217 comprises bits that are associated
with low priority data included 1n fixed length frame 210 that
1s aborted. This embodiment allows low priority traffic to be
supplanted with high priority traffic in fixed length frames.

FIG. 3 1s a block diagram illustration of a cable data
system 300. Cable data system 300 comprises head end
component 310, cable 320, cable modem 341, cable modem
342, data packet 351, data packet 352, data packet 353, data
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packet 354, and data packet 355. Cable 320 comprises time
frame 331, time frame 332, time frame 333, and time frame
334. Time frame 331 comprises a request from cable modem
341. Head end component 310 1s coupled to cable 320,
which 1s coupled to cable modem 341 and cable modem 342.
Cable modem 341 1s coupled to data packet 351, which 1s
coupled to data packet 352. Data packet 353 1s coupled to
data packet 352 and data packet 354, which 1s coupled to
data packet 355.

Head end component 310 1s responsible for controlling
communication exchanges and managing data transmissions
on cable data system 300. For example, head end component
310 determines whether a cable modem 1s granted access to
communication bandwidth on cable 320 and what commu-
nication bandwidth resources are assigned to which cable
modem. Head end component 310 directs the transmission
of data between 1tself and a cable modem over the commu-
nications network.

Cable 320 comprises a medium to convey information
between components 1n cable data system 300. In one
embodiment cable 320 comprises a coaxial cable spread
over long distances of several miles and installed 1n both
overhead and underground facilities. In another embodiment
cable 320 comprises a combination of coaxial cable and
fiber optic cable.

Cable modem 341 and 342 are data communication
equipment devices that provide two-way interactive digi-
tally networked communication exchanges. Cable modems
341 and 342 are coupled to other downstream devices (not
shown) such as personal computers, digital televisions,
digital telephones, digital network devices, etc. via one or
more link connections. In one embodiment a cable modem
simultaneously supports multiple services such as telephone
connections and video service to a television. In another
embodiment, a cable modem receives downstream signals
via a single downstream channel and transmits upstream
signals via a single upstream channel. Cable modem 341 and
342 modulate digital signals of downstream devices 1mto
analog signals that can be transmitted over cable 320 and
demodulate analog signals on cable 320 1nto digital signals
that are compatible with downstream devices.

Data packets 1 351 through 355 comprise packages of
information that are transmitted between head end unit 310
and cable modem 341. This information includes messages
and commands, such as a request for service, control codes
associated with session management and data (e.g., such as
contents of a file). In the present embodiment, the informa-
tion takes the form of a packet protocol data units (PDU) that
are queued up in buffers (e.g. registers). As the information
moves through the protocol layers of cable data system 300
cach layer attaches information to a PDU that 1s relevant to
its peer layer 1n other components of cable data system 300.

Time frame 331 through 334 function as allocations of
communication bandwidth on cable 320. It takes a certain
amount of time to send signals representing information
over cable 320. Thus, when a device wants to send data over
cable 320 it obtains access to cable 320 for certain periods
of time such as time frames 331 through 334. The device
inserts its data (e.g., data packets 351 and 352) on cable 320
during time frames it 1s granted.

Cable data system 300 maintains functional compatibility
with a number of industry specifications and standards while
providing added features that permit lower priority trans-
missions to be aborted and higher priority communications
inserted onto cable 320. For example, cable data system 300
1s compatible with multimedia cable network system
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(MCNS) data over cable standard interface specification
(DOCIS) while permitting real time data to be placed onto
cable 320 in an expedient manner. In one embodiment, the
present invention utilizes media access control (MAC)
frame format to maintain compatibility with industry stan-
dards and provide expedient communications.

FIG. 4 1s a block diagram 1illustrating the encoding of one
embodiment of a data-over-cable MAC frame 400. Data-
over-cable MAC frame 400 comprises FC section 410,

MAC_PARM section 420, LEN section 430, HCS section
440, and Packet PDU 450. FC section 410 1s coupled to
MAC__PARM section 420, which 1s coupled to LEN section
430. LEN section 430 1s coupled to HCS section 440, which
1s coupled to Packet PDU 450. FC section 410 comprises 1
byte of information that identifies the type of MAC header.
The byte 1n FC section 410 comprises FC type bits 411, FC
PARM bits 412 and EHDR__ON bits 413. In the present
embodiment, FC type 411 bits are set to “00” indicating that
MAC__PARM section 420 comprises 1 byte of information.
LEN section 430 comprises 2 bytes indicating the length of
the MAC frame. HCS section 440 comprises 2 bytes and
indicates the MAC header check sequence. Packet PDU 450
1s an Ethernet/ISO8802-3 type packet PDU comprising 18 to

1518 bytes representing data being transferred in the data
over cable MAC frame 400.

FIG. 5 1s a block diagram illustrating one embodiment of
data-over-cable MAC frame 400. In this embodiment of
data-over-cable MAC frame 400 packet PDU 450 includes
a single packet PDU and comprises destination address
(DA) section 551 , source address (SA) section §582, type and
length (type/len) section 553, user data section 544, and
cyclical redundancy check (CRC) section 555. Destination
address section 5351 1s coupled to source address section 552,
which 1s coupled to type and length section 553. Type and
length section 553 1s coupled to user data section 544, which
1s coupled to cyclical redundancy check section 555. Des-
tination address section 551 comprises an address of a
destination the information i1s being sent to. Source address
section 552 comprises an address the information i1s origi-
nating from. Type and length section 553 indicates the type
of data being transmitted or its length 1n bytes. User data
section 544 comprises the payload mmformation being trans-

mitted. Cyclical redundancy check section 555 comprises
information on errors in data transmission.

FIG. 6 1s a block diagram 1llustrating another embodiment
of data-over-cable MAC frame 400. In this embodiment of
data-over-cable MAC frame 400 packet PDU 450 comprises
aborted data section 601, high level data link control
(HDLC) flag sections 602, 604, and 606, packet PDU
sections 603 and 6035, and wrong cyclical redundancy check
section 607. Aborted data section 601 1s coupled to HDLC
flag section 602, which 1s coupled to packet PDU section
603. HDLC {flag section 604 1s coupled to packet PDU
section 603 and packet PDU section 605, which 1s coupled
to HDLC flag section 606. HDLC flag section 606 1s coupled
to wrong cyclical redundancy check section 607. Aborted

data section 601 comprises lower priority data that 1s to be
aborted. HDLC flag section 602, 604, and 606 comprise

HDLC flags, a specific sequence of bits (e.g.,01111110) that
indicate the information between them 1s 1n a HDLC format.
Packet PDU section 603 and 605 comprise higher priority
information that a cable modem or a component coupled to
the cable modem do not want discarded. Wrong cyclical
redundancy check section 607 comprises a signal to head
end component 310 to discard data in the frame.

In one embodiment of cable data network 300 commu-
nications are allocated to certain frequency ranges compris-
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ing channels. For example, a “downstream channel” and an
“upstream channel” comprise spectral bandwidth,
frequency, and other spectral characteristics required for
fransmitting and amplifying a signal in the respective

upstream or downstream direction through a medium. A s

downstream communication flows from a head end to a
cable modem, and an upstream communication flows from
a cable modem to a head end. In one embodiment, the
downstream 1s approximately 30 Mb per channel and the
upstream 1s about 3 to 6 Mb. The present invention works for
communications 1n both the upstream and downstream
direction.

A data communication exchange between head end com-
ponent 310 and cable modem 341 begins when cable modem
341 requests (e.g., request 331) access to a certain number
of time frames (e.g. time frame 332) on cable 320. Cable
modem 341 requests access to cable 320 because 1s has a
packet (e.g. packet 351) to transmit. When cable modem 341
or cable modem 342 initiates a transmission by forwarding
a request to head end component 310, 1f head end compo-
nent 310 answers a signal exchange takes place that estab-
lishes the parameters for a communication session. This
negotiation process determines the maximum bandwidth
assigned to a cable modem for a transmission. The amount
of bandwidth assigned to a cable modem is based on the
number of packet PDUs that are queued 1n the cable
modem’s buffer and depends upon constraints (e.g. maxi-
mum bandwidth) and conditions (e.g., congestion) of com-
munication system 300.

If there 1s available bandwidth or time frames, head end
310 sends a message downstream to cable modem 341
indicating a specified time frame or frames (e.g. time frame
332 and 333) that are available for cable modem 341 to use
for transmission of data packets (e.g. data packets in 351 and
352). When the first of the time frames (¢.g. time frame 332)
assigned by head end 310 “rolls around” to cable modem
341, cable modem 341 inserts its data packet or packets
(c.g., data packets 351 through 354) onto the communication
medium (e.g. in the form of data over cable MAC frame
400). The actual packet placed on the communication
medium by the cable modem may straddle over one time
frame (e.g. 332) into another time frame (e.g., 333). Cable

modem 341 may have more than one packet to 1nsert onto
cable 320.

In one example of communications 1n cable data system
300, after cable modem 341 sends a request up to head end
310, a no latency, real-time, high priority message data
packet (e.g. data packet 353) is entered in a buffer queue.
Cable modem 341 1nitially requests access based upon a data
over cable MAC frame comprising low priority information
(e.g. data packet 351 and 352) to be inserted in time frames
332 and 333. If higher priority information appears (e.g.,

data packet 353) before transmission of the data over cable
MAUC frame begins, cable modem 341 inserts an HDLC flag

604, packet PDU 605 and HDLC flag 606 in the data over
cable MAC frame. After the insertion of high priority
information, the data over cable MAC frame 1s similar to the
configuration shown in FIG. 6, including aborted data sec-
tion 601 (e.g., comprising portions of data packet 351 and/or
352), HDLC flag 604, packet PDU 605 and HDLC flag 606,
which immediately precedes the CRC bytes. Thus instead of
waiting for lower priority data to be cleared out of a bufler
queue, at which time a cable modem would have to request
additional time frames to accommodate the no latency
real-time high priority data (e.g. multimedia data), time
frames that are currently allocated to a cable modem are
utilized.

10

15

20

25

30

35

40

45

50

55

60

65

3

In one embodiment of the present invention, a cable
modem determines if there is sufficient bandwidth (e.g. time
frames) to accommodate higher priority information. This
embodiment 1s utilized 1n situations when the higher priority
information 1s received by the cable modem after transmis-
sion of a data over cable MAC frame including lower
priority information has begun. For example 1n a situation
where cable modem 341 has begun the actual transmission
of lower priority information (e.g. data packet 351) and then
receives higher priority information (e.g. packet 353) before
the transmission 1s complete, cable modem 341 establishes
if enough “space” for high priority bits remains 1n allotted
time frames (e.g. 332 and 333) to include the higher priority
information. Cable modem 341 establishes 1if enough
“space” remains 1n the allotted time frames by first deter-
mining the number of bits comprising higher priority data to
be mcluded 1n a “transformed” data over cable MAC frame.
Cable modem 341 then calculates how much time 1s
required to make a transformation and accommodate trans-
mission of the bits 1n the transformed data over cable MAC
frame. If the calculated time 1s less than or equal to the time
remaining in the allotted time frames the transformation is
performed and the transformed data over cable MAC frame
1s 1nserted in the allotted time frames.

In both of the examples above, the transformed data over
cable MAC frame follows the same format. After the inser-
tion of high priority information, the transformed data over
cable MAC frame 1s similar to the configuration shown in

FIG. 6, including aborted data section 601 (e.g., comprising,
portions of data packet 351 and/or 352), HDLC flag 604,

packet PDU 605 and HDLC flag 606, which immediately
precedes the CRC bytes. Based on the information in the
data over cable frame after the insertion of the high priority,
a CRC 1s calculated that 1s “incorrect” or “wrong’. The
“incorrect” CRC 1ndicates the data over cable MAC frame
includes mformation to be aborted or discarded. However,
head end 310 1s configured to recognize if a HDLC flag 1s
immediately 1n front of CRC 607 and does not discard any
packet PDU (e.g., packet PDU 605) in the data over cable
MAUC frame that 1s transmitted between two HDLC flags
(e.g., HDLC flags 604 and 606).

The present mvention 1s 1mplemented 1n a variety of
embodiments. For example in one embodiment, the “incor-
rect” CRC utilized 1n a high priority transmission i1s config-
ured 1n a manner that indicates to the receiving station that
high priority data 1s included 1n the payload. In another
embodiment packet PDUs (e.g., packet PDU 605) transmit-
ted between two HDLC flags (e.g., HDLC flags 604 and
606) comprise their own CRC in the packet PDU. These
CRC’s within the packet PDU are calculated based upon the
information 1n the packet PDU and are utilized by the
receiving component (€.g., head end 310) to determine if the
packet PDU 1s valid. The additional CRC in a packet P.DU
addresses a situation in which there 1s no high priority
information and a data over cable frame 1s to be entirely
aborted and by coincidence there 1s a HDLC flag immedi-
ately preceding a CRC of the data over cable frame. An
additional CRC 1s also utilized 1n systems that rely on a CRC
being configured 1n a predetermined manner to indicated
there 1s high priority information i1n the data over cable
frame that 1s valid. In these systems a CRC 1n a packet PDU
1s utilized to address situations in which a value 1n a CRC for
the entire cable over data MAC frame coincidentally just
happens to be equivalent to the predetermined value.

FIG. 7 1s one embodiment of a method of the present
invention for supplanting low priority data traffic with high
priority data traffic, prioritization method 700. Prioritization
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method 700 operates on data communication frames with
fixed length specified in a frame header section. In one
embodiment prioritization method 700 1s utilized 1n a com-
munications network system including a data over cable
media access control frame with an Ethernet/ISO8802-3
type packet protocol data unit payload. Prioritization method
700 permits higher prioritized information to be transferred
before lower prioritized information.

In Step 701 prioritization method 700 establishes access
fo a communication medium for the purpose of communi-
cating a fixed length data communication frame. In one
embodiment of prioritization method 700, establishing
access to a communication medium 1s accomplished by
requesting access from a head end component to time frames
for transmitting a data over cable media access control
frame. If the head end determines there are available time
frames 1t grants a cable modem access to the available time
frames for transmitting said data over cable media access
control frame.

A fixed length data communication frame 1s configured 1n
Step 702. This configuration includes a fixed length 1ndica-
tor section, a data section, and a transmission status indicator
section. In one embodiment of prioritization method 700,
configuring a fixed length data communication frame com-
prises the step of setting up a data over cable media access
control frame with an Ethernet/ISO8802-3 type packet pro-
tocol data unit payload. In the same embodiment, this step
also 1volves placing a cyclical redundancy check value 1n
the transmission status section that indicates information in
the data over cable media access control frame 1s to be

aborted. In one example, the cyclical redundancy check
value 1n the transmission status section indicates there 1s
high priority data included in a protocol data unit packet
between one of a plurality of high level data link control
flags and another one of said plurality of high level data link

control flags and said high priority data should not be
aborted.

In Step 703 a plurality of high priority data indicators 1s
inserted 1n the data section with high priority data between
cach one of the plurality of high priority data indicators. In
one embodiment, inserting a plurality of high priority data
indicators includes injecting a plurality of high level data
link control flags into a data over cable media access control
frame. Higher priority protocol data unit packets are put
between one of said plurality of high level data link control
flags and another one of said plurality of high level data link

control flags.

A fixed length data communication frame 1s transmitted
over the communication medium in Step 704. In one
embodiment the transmission includes placing the fixed
length data communication frame on a coaxial cable. In Step
705 the fixed length data communication frame is received
(c.g., by a head end component).

In Step 706, prioritization method 700 recognizes when a
fixed length data communication frame includes a plurality
of high priority data indicators and that high priority data
included in between each one the plurality of high priority
data indicators 1s valid. To recognize this type of configu-
ration, prioritization method 700 determines 1f a protocol
data unit packet 1s between one of the plurality of high level
indicator sections and another one of said plurality of high
level indicator sections and by virtue of its location between
the high level priority indicators considers 1t valid data. In
one embodiment of prioritization method 700 each one of
the plurality of high level indicator sections includes a high
level data link control flag and a packet protocol data unit
situated between high level data link control flags 1is
accepted as valid.

In another embodiment, prioritization method 700
includes the step of installing protocol data unit packets in
a bufler queue. After they are installed 1in a buffer queue,

10

15

20

25

30

35

40

45

50

55

60

65

10

prioritization method 700 confirms if one of said protocol
data unit packets includes higher data than other said pro-

tocol data unit packets. For example, a protocol data unit
packets 1n a buffer queue includes real time multimedia
information that 1s considered high priority data in the
system prioritization method 700 1s implemented on.

Thus, the system and method of the present invention
permits replacement of lower priority data with higher
priority data 1n fixed length communication protocol frames.
The protocols utilized 1n the present mnvention are compat-
ible with fixed length frame protocols (e.g., data over cable
media access control frame with an Ethernet/ISO8802-3
type packet protocol data unit payload. The system and
method of the present invention are capable of being incor-
porated 1n existing communication networks in a manner
that preserves the usefulness of current communication
protocols while minimizing adverse affects on network
infrastructure. The present system and method enables the
higher priority information to be transmitted 1n a manner
that conserves communication network resources. They are
deployable in existing infrastructures (e.g., coaxial cable
systems) with only minor adaptations to devices or compo-
nents enabling them to recognize appropriate high priority

data indicators and accept data encapsulated by the high
priority data indicators.

The foregoing descriptions of specific embodiments of the
present 1nvention have been presented for purposes of
illustration and description. They are not intended to be
exhaustive or to limit the invention to the precise forms
disclosed, and obviously many modifications and variations
are possible 1n light of the above teaching. The embodiments

were chosen and described mm order to best explain the

principles of the invention and its practical application, to
thereby enable others skilled in the art to best utilize the
invention and various embodiments with various modifica-
tions as are suited to the particular use contemplated. It 1s
intended that the scope of the imvention be defined by the
Claims appended hereto and their equivalents.

What 1s claimed 1s:

1. A communications network system, comprising:
a communication medium for conveying data;

a communication station coupled to said communication
medium, said communication station adapted to trans-
mit data over said communication medium 1n a fixed
length data communication frame at a link level, said
communication frame comprising:

a plurality of high priority message indicators that
encapsulate high priority data, a transmission status
section for indicating a status of a data transmission;
said transmission status section 1s coupled 1immedi-
ately after one of said plurality of high priority
message 1ndicators located 1n said fixed length data
communication frame;

an aborted data section of data that has a lower priority
than said high priority data; said aborted data section
1s coupled to one of said plurality of high priority
indicators;

and a length indication section for indicating a length of
said fixed length high priority data communication
frame, said length indication section 1s coupled to
said aborted data section.

2. The communications network system of claim 1
wherein said high priority data i said fixed length data
communication frame at a link level comprises communi-
cation network control information.

3. The communications network system of claim 1
wherein said high priority data in said fixed length data
communication frame at a link level comprises data related
to operational constraints of downstream devices coupled to
said cable modems.
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4. The communications network system of claim 1
wherein said communication medium comprises a coaxial
cable.

5. A data cable system comprising;:

a cable that transmits a data over cable media access

control frame with an Ethernet/ISO8802-3 type packet
protocol data unit payload in which a cyclical redun-

dancy check section 1s set to a wrong value that
indicates there 1s data included 1n said data over cable
media access control frame to be aborted and a first
high level data link control section 1s coupled before
said cyclical redundancy check section with a high
priority packet protocol data unit section coupled
before said first high level data link control section
which 1s coupled to and preceded by a second high
level data link control section that 1s coupled behind an
aborted data section which 1s coupled to a leading data
type and length section;

a head end component for controlling communication
exchanges and managing data transmissions on said
cable data system; said head end component being
coupled to said cable; and

a cable modem for providing two-way interactive digi-
tally networked communication exchanges, said cable
modem being coupled to said cable.

6. The data cable system of claim 5 wherein aborted data
section comprises data that 1s a lower priority than data in
said high priority packet protocol data unit section.

7. The data cable system of claim 5 wherein said data over
cable media access control frame i1s complaint with an
Ethernet/ISO8802-3 type packet protocol data unit payload
1s compliant with multimedia cable network system data
over cable standard interface specification and permits real
fime data to be placed onto said cable before lower priority
data.

8. The data cable system of claim § wherein said high
priority packet protocol data unit section comprises com-
munication network control information.

9. The data cable system of claim 5 wherein said high
priority packet protocol data unit section comprises data
related to operational constraints of downstream devices
coupled to said cable modems.

10. The data cable system of claim 5 wherein said high
priority packet protocol data unit section comprises data
related to real time multimedia communications.

11. The data cable system of claim 5 wherein said cable
comprises a coaxial cable.

12. The data cable system of claim 5 wherein said cable
comprises a fiber optical cable.

13. In a data communication network, a method for
transterring higher prioritized information before lower pri-
oritized information, the method comprising the steps of:

a) establishing access to a communication medium for the
purpose of communicating a fixed length data commu-
nication frame;

b) configuring said fixed length data communication
frame 1ncluding a fixed length indicator section, a data
section, and a transmission status indicator section;
wherein step b further includes the steps of:
placing a cyclical redundancy check value 1n said
transmission status section that indicates information
in said data over cable media access control frame 1s
to be aborted; and

setting said cyclical redundancy check to a predeter-
mined value that indicates high priority data i1s
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included 1n a protocol data unit packets between one
of a plurality of high level data link control flags and
another one of said plurality of high level data link
control flags and said high priority data should not be
aborted;

¢) inserting in said data section a plurality of high priority
data indicators with high priority data between each
one of said plurality of high priority data indicators;

d) transmitting said fixed length data communication
frame over said communication medium;

¢) receiving said fixed length data communication frame;
and

f) recognizing said fixed length data communication
frame 1ncludes said plurality of high priority data
indicators and that said high priority data included in
between each one said plurality of high priority data
indicators 1s valid.

14. The method of claim 13 wherein step a further
comprises the steps of:

requesting access from a head end component to time
frames for transmitting a data over cable media access
control frame; and

oranting a cable modem access to time frames for trans-
mitting said data over cable media access control
frame.

15. The method of claim 13 wherein step b further

comprises the step of setting up a data over cable media
access control frame with an Ethernet/ISO8802-3 type

packet protocol data unit payload.
16. The method of claim 15 wherein further comprises the

steps of:

installing said protocol data unit packets 1n a buffer queue;
and

confirming 1f one of said protocol data unit packets
includes higher data than other said protocol data unit
packets.

17. The method of claim 13 wheremn step ¢ further
comprises the steps of:

injecting a plurality of high level data link control flags
mto said data over cable media access control frame;
and

putting higher priority protocol data unit packets between
one of said plurality of high level data link control flags
and another one of said plurality of high level data link
control flags, higher priority protocol data unit packets.
18. The method of claim 13 wherein step d further

comprises the step of placing said fixed length data com-
munication frame on a coaxial cable.

19. The method of claim 13 wheremn step { further
comprises the steps:

determining if a protocol data unit packet 1s between one
of said plurality of high level indicator sections and
another one of said plurality of high level indicator
sections, said each one of said plurality of high level
indicator sections including a high level data link
control flag; and

accepting said packet protocol data unit 1f it 1s situated
between high level data link control flags.

20. The method of claim 13 wherein high priority data
comprises real time multimedia mmformation.
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