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In an mmformation filtering method, attributes included in
information 1tems are extracted and stored, and ratings
relative to the information items carried out by users are
stored. The users include a subject user and other users. A
relationship between the ratings relative to the information
items rated by the subject user and the attributes thereof and
a relationship between the ratings relative to the information
items rated by the other users and the attributes thereof are
utilized for estimating relevances to the subject user of the
information i1tems not rated by the subject user. The esti-
mated relevances are used to carry out recommendation or
filtering-in of the information item which matches with the
subject user.
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INFORMATION FILTERING METHOD AND
DEVICE, AND STORAGE MEDIUM
STORING INFORMATION FILTERING
PROGRAM

BACKGROUND OF THE INVENTION

The present invention relates to an information filtering,
method, an information filtering device and a storage
medium storing an information filtering program, for carry-
ing out recommendation or filtering of information accord-

Ing to a user’s interest or taste from an mformation system,
such as database or the WWW (world wide web).

Information filtering methods and devices, and informa-
tion filtering programs (hereinafter collectively referred to as
“information filtering systems”) have been used to carry out
recommendation or {iltering-in of imformation or services
matching with interests or tastes of users from among a large
amount of information or a large number of services
(hereinafter collectively referred to as “information™)
offered by an information system, such as database, personal
computer communication or the WWW,

In the conventional mmformation filtering systems, there
have been known two kinds of systems, that 1s, the CBF
(content based filtering) system and the SIF (social infor-
mation filtering) system.

In the CBF system, the contents of 1tems of information
are featured by data, such as keywords or frequencies of
words contained i1n the respective information items
(hereinafter such data will be referred to as “attributes™), and
the information filtering 1s performed based on comparison
between the foregoing featured contents and interests of a
user shown 1n the past and represented by weights of
keywords or the like.

On the other hand, in the SIF system, data about ratings
of information items carried out by users (hereinafter such
data will be referred to as “ratings”) are stored, and the
information {filtering 1s performed by comparing the stored
ratings of a subject user (a user requesting the information
filtering) and the stored ratings of the users other than the
subject user to find the user/users having similar taste with
the subject user and by selecting the information item which
has been evaluated high by the foregoing similar user/users,
but not yet evaluated by the subject user.

Japanese First (unexamined) Patent Publication No.
3-94375 describes a document retrieval device as an
example of the CBF system. On the other hand, as examples
of the SIP system, a system called GroupLens 1s described
in “proceedings of the cscw 1994” by acm press, 1994, pp.

175186 and a system called Ringo 1s described 1n “pro-
ceedings of the chi95” by acm press, 1995, pp. 210-217.

Each of the CBF and the SIF will far later be described 1n
detail 1n conjunction with the drawing.

In the CBF system, a relationship between attributes of
information items, such as word frequencies, and ratings
performed by the subject user 1s learned relative to infor-
mation 1tems which have been rated by the subject user, so
as to find (filter 1n) information items which have not yet
been rated by the subject user. On the other hand, 1n the
foregoing SIF system, a relationship between the subject
user and the users other than the subject user 1s learned from
ratings carried out by the subject user and the other users
relative to the mformation 1tems so as to filter the informa-
tion 1tems which have not been rated by the subject user, but
rated by the other users.

Specifically, the first problem of the CBF system resides
in that, although information about what the user 1s inter-
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2

ested in (that is, attributes such as keywords) can be
obtained, it 1s necessary for the user to judge whether the
information 1s valuable or not, by reading it. The reason 1s
that the CBF system 1s a system based on the attributes of
keywords or word frequencies and not based on personal
evaluations as the SIF system.

The second problem of the CBF system resides 1n that the
filtering accuracy i1s low relative to an information item
having an unknown word or an unknown attribute value.
The reason 1s that, in the CBF system, the relationship
between the ratings by the subject user and the attributes of
the information items 1s learned as the profile based on the
rating history of the subject user and the attributes of the
information 1tems already rated by the subject user, and the
relevances are estimated based on the learned profile.
Accordingly, 1n the CBF system, if the information 1tem has
an unknown word or an unknown attribute value, how to
reflect 1t upon the relevance 1s unknown.

On the other hand, the first problem of the SIF system
resides 1n that only the information item that has been
recommended or evaluated by the users can be obtained. The
reason 1s that the SIF system 1s a system based on the
recommendation or evaluation of the users so that only such
a recommended or evaluated information item can be the
subject of the filtering.

The second problem of the SIF system resides 1n that the
filtering accuracy 1s low unless a certain number of ratings
have been collected. The reason 1s that the SIF system 1s a
system based on the recommendation or evaluation of the
USETS.

SUMMARY OF THE INVENTION

It 1s therefore an object of the present invention to provide
an 1nformation filtering system which 1s capable of reducing
or eliminating the foregoing problems inherent 1n the con-
ventional CBF and SIF systems and performing recommen-
dation or filtering-in of information with higher filtering
accuracy and with more agreement to a user’s interest or
taste.

Other objects of this invention will become clear as the
description proceeds.

According to an aspect of the present invention, there 1s
provided an information filtering method comprising the
steps of obtaining attributes included 1n information items,
obtaining ratings relative to the information 1tems performed
by users including a subject user and other users, estimating
relevances to the subject user of the information items not
rated by the subject user by the use of the ratings relative to
the mmformation items rated by the subject user, of the
attributes of the information items rated by the subject user,
of the ratings relative to the information items rated by the
other users, and of the attributes of the mformation items
rated by the other users, and carrying out recommendation
or filtering-1n for the subject user as regards the information
items by the use of the relevances.

According to another aspect of the present invention,
there 1s provided an information filtering method comprising
first obtaining means for obtaining attributes included in
information items, second obtaining means for obtaining
ratings relative to the mnformation items performed by users
including a subject user and other users, estimating means
connected to the first and the second obtaining means for
estimating relevances to the subject user of the information
items not rated by the subject user by the use of the ratings
relative to the information items rated by the subject user, of
the attributes of the mmformation 1tems rated by the subject
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user, of the ratings relative to the information items rated by
the other users, and of the attributes of the information 1items
rated by the other users, and carrying out means connected
to the estimating means for carrying out recommendation or

filtering-in for the subject user as regards the nformation
items by the use of the relevances.

According to still another aspect of the present invention,
there 1s provided a storage medium storing an mnformation
filtering program which 1s executable by a computer. The
information filtering program allows the computer to
execute the steps of extracting attributes mcluded 1n 1nfor-
mation 1tems and storing the attributes 1n a storage device of
the computer, and storing ratings relative to the information
items performed by users including a subject user and other
users 1n the storage device; using a relationship between the
ratings relative to the information 1tems rated by the subject
user and the attributes thereof and a relationship between the
ratings relative to the information items rated by the other
users and the attributes thereof so as to estimate relevances
to the subject user of the information items not rated by the
subject user; and using the relevances to carry out recom-
mendation or filtering-in of the information item matching
with the subject user.

According to yet another aspect of the present invention,
there 1s provided a storage medium storing an mnformation
filtering program which 1s executable by a computer. The
information {filtering program allows the computer to func-
fion as: attribute extracting means for extracting attributes

included in information items; attribute storing means for
storing the extracted attributes; rating storing means &

for
receiving mnputs of rating values relative to the information
items from users i1ncluding a subject user and other users,
and storing the received rating values; similarity deriving
means for deriving, by referring to the rating storing means,
similarities between the subject user and the other users
based on the rating values inputted by the subject user
relative to the information items and the rating values
inputted by the other users relative to the information items;
first relevance estimating means for estimating, based on the
derived similarities, first relevances to the subject user of the
information items not rated by the subject user among the
information items rated by the other users; a user profile
learning means for learning, by referring to the attribute
storing means and the rating storing means, a relationship
between the attributes included in the information items
rated by the subject user and the ratings thereotf, and further
learning, based on the estimated first relevances, a relation-
ship between the attributes included 1n the information 1tems
not rated by the subject user among the information items
rated by the other users and the relevances thereof to the
subject user; second relevance estimating means for
estimating, based on the relationship between the attributes
and the ratings and the relationship between the attributes
and the relevances, second relevances to the subject user of
the mnformation items not rated by any of the subject user
and the other users; and relevance unilying means for
unifying the first and second relevances to carry out recom-
mendation or filtering-1n of the information item matching
with the subject user.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing a structure of a
conventional CBF system;

FIG. 2 1s a flowchart showing an operation of the con-
ventional CBF system;

FIG. 3 1s a block diagram showing a structure of a
conventional SIF system;
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FIG. 4 1s a flowchart showing an operation of-the con-
ventional SIF system;

FIG. 5 1s a block diagram showing an information filtering
device according to a preferred embodiment of the present
mvention;

FIG. 6 1s a flowchart showing an operation of the infor-
mation filtering device shown in FIG. §;

FIG. 7 1s a block diagram showing in detail a relevance
estimating means of the information filtering device shown

i FIG. 5;

FIG. 8 1s a flowchart showing the operation of the
information filtering device 1n more detail according to the
structure shown 1n FIG. 7; and

FIG. 9 1s a diagram for explaining information processed
by the information filtering according to the preferred
embodiment of the present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

Now, conventional techniques according to the CBF sys-

tem and the SIF system will be explained with reference to
FIGS. 1 to 4.

First, the CBF system will be explained using FIGS. 1 and
2. Referring to FIG. 1, the CBF system comprises an
mput/output device 1, a data processing device 2 and a
storage device 3.

The 1nput/output device 1 comprises a request input
section 11, an information display section 12 and a rating
input section 13.

The storage device 3 comprises an mnformation storing
section 31, an attribute storing section 32 and a rating storing
section 33. The information storing section 31 prestores
recorded information 30. The rating storing section 33 stores
values of ratings performed by users relative to items of
information, respectively.

The data processing device 2 comprises an attribute
extracting section 21, a user profile learning section 22, a
relevance estimating section 23 and an information selecting
section 24.

The attribute extracting section 21 extracts attributes,
which can be features of the information items, from the
information stored in the information storing section 31 and
stores them 1n the attribute storing section 32 for the
respective 1nformation items. As explained above, the
attribute features the content of the information item 1n
terms of keyword data or word frequency data. The attribute
may be, for example, “A certain information item includes
keywords of [baseball] and [soccer].” and thus is an extrac-
tion of a feature of the information item.

Upon receipt of a recommendation request of a subject
user inputted through the request mput section 11, the user
proiile learning section 22 learns a subject user profile based
on the ratings of the information items performed by the
subject user 1n the past and stored in the rating storing
section 33 and the attributes of the information 1tems already
rated by the subject user among all the attributes of the
information items stored 1n the attribute storing section 32.
The subject user proiile represents a relationship between
the ratings by the subject user and the attributes of the
information items and may be, for example, “A subject user
gave a high rating in the past to an information item
including a keyword of [baseball]| while a low rating to an
information item including a keyword of [soccer]”.
Accordingly, the subject user profile represents the interests
of the subject user in terms of weights of the words
(keywords) included in the information items.
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The relevance estimating section 23 estimates a relevance
to the subject user of each of the information items based on
the subject user profile learned by the user profile learning
section 22 and the attributes of the information i1tems stored
in the attribute storing section 32. Then, the nformation
selecting section 24 uses the relevances estimated by the
relevance estimating section 23 to select the information
item suitable for the subject user from among the informa-
tion 1tems stored in the information storing section 31 and
outputs it to the information display section 12. In this
example, the relevance estimating section 23 receives the
result of learning of the subject user profile that the subject
user 1s 1nterested 1n the information 1tem having the attribute
of [baseball] but not interested in the information item
having the attribute of [soccer]|, and estimates that the
information item having the keyword of [baseball] is suit-
able for the subject user. The 1nformation selecting section
24 receives the estimation result from the relevance esti-
mating section 23, searches for the information 1items having
the attribute of [baseball], selects one, which has not yet
been rated by the subject user, from the information storing,
section 31, and outputs 1t to the information display section

12.

The subject user rates the information item displayed at
the mnformation display section 12 to determine whether it
satisfies the subject user’s request, and inputs a rating
thereof through the rating nput section 13. The inputted
rating 1s stored 1n the rating storing section 33. Accordingly,
the relevance feedback 1s carried out to increase the signifi-
cance of words (keywords) contained in the information
items 1n which the users are interested while reduce the
significance of words contained 1 the information items 1n
which the users are not interested. This makes it possible to
carry out the information filtering which can further satisty
the user’s interests.

Now, an operation of the conventional CBF system will
be explained with reference to FIG. 2.

When a recommendation request i1s inputted from the
request 1nput section 11, the user profile learning section 22
learns a subject user profile, representing a relationship
between the ratings by the subject user and the attributes of
the information items, based on the rating history of the
subject user stored 1n the rating storing section 33 and the
attributes of the information items already rated by the
subject user among all the attributes of the information 1tems
stored in the attribute storing section 32 (step C1).
Subsequently, the relevance estimating section 23 estimates
a relevance to the subject user of each of the mmformation
items based on the subject user profile learned by the user
proiile learning section 22 and the attributes of the infor-
mation items stored in the attribute storing section 32 (step
C2). Then, the information selecting section 24 uses the
relevances estimated by the relevance estimating section 23
to select the information item matching with the subject
user’s request (step C3) and outputs it to the information
display section 12 (step C4).

The subject user evaluates the information 1item displayed
at the information display section 12 to determine whether
it matches with the subject user’s request, and inputs the
rating result from the rating mput section 13. The nputted
rating data 1s stored 1n the rating storing section 33.

Accordingly, 1n the CBF system, the contents of the
information 1tems are featured by the attributes, such as the
keywords or the frequencies of words contained in the
respective mformation items, and the information filtering
can be carried out based on comparison between the fore-
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cgoing featured contents and the interests of the user shown
in the past and represented by the weights of keywords or the

like.

The foregoing example 1s simplified for brevity of expla-
nation.

In practice, the profile learning may be carried out 1n the
following manner:

It 1s assumed that feature vectors of the information items
are considered as attribute values of the information items
and that rating values of the information 1tems are normal-
1zed between 1 and -1, wherein 1 represents that the user
request 1s satisflied while -1 represents that the user request
1s not satisfied. In this case, the profile 1s given by the
following equation (1):

VR X V) (1)

wherein R represents a normalized rating value relative to a
k-th information i1tem, and V represents a feature vector of
the k-th information item.

Depending on kinds of the information, the accuracy of
profile may be increased by using a value, rather than an
attribute value itself of an information item, obtained by
dividing a deviation of the attribute value from a mean value
of the attribute values by the standard deviation, as an
clement value of the feature vector.

Further, in some cases, the accuracy of profile may be
increased by dividing the feature vectors by the absolute
values thereof, respectively, so as to normalize lengths of the
vectors to 1.

For the relevance estimation, the Pearson product-
moment correlation coetlicients between the feature vectors
and the profile may be used.

Now, the SIF system will be explained using FIGS. 3 and
4. Explanation about structures having the same functions as
the foregoing CBF system will be omitted.

Referring to FIG. 3, the SIF system comprises an mput/
output device 1, a data processing device 4 and a storage
device 5.

The input/output device 1 comprises a request input
section 11, an information display section 12 and a rating
input section 13.

The storage device § comprises an information storing
section 31 and a rating storing section 33. The information
storing section 31 prestores recorded information 30. The
rating storing section 33 stores values of ratings which have
been performed by the subject user and the users other than
the subject user relative to items of information, respec-
tively.

The data processing device 4 comprises a similarity
deriving section 25, a relevance estimating section 26 and an
information selecting section 24.

Upon receipt of a recommendation request of the subject
user 1nputted through the request input section 11, the-
similarity deriving section 25 derives similarities between
the users from a rating history of the subject user relative to
the information items stored 1n the rating storing section 33
and rating histories of the users other than the subject user
relative to the information 1tems stored in the rating storing
section 33, thereby to search out the user/users having
similar taste with the subject user.

The relevance estimating section 26 estimates a relevance
to the subject user of each of the information items based on
the ratings stored in the rating storing section 33 and the
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similarities derived by the similarity deriving section 285.
Then, the information selecting section 24 uses the rel-
evances estimated by the relevance estimating section 26 to
select the information item matching with the subject user’s
request from among the information items stored in the
information storing section 31 and outputs 1t to the infor-
mation display section 12. Specifically, the relevance esti-
mating section 26 estimates the relevances of the informa-
fion items from the similarities derived by the similarity
deriving section 25 and, based on the estimated relevances,
the information selecting section 24 selects the information
item which has been evaluated high by the foregoing similar
user/users, but not yet evaluated by the subject user, and
outputs it to the mmformation display section 12.

The subject user rates the information item displayed at
the mnformation display section 12 to determine whether it
matches with the subject user’s request, and 1nputs a rating
thereof through the rating input section 13. The inputted
rating 1S stored 1n the rating storing section 33.

The SIF system will be explained using an example. It 1s
assumed that the information filtering 1s carried out for a
subject user who is interested in [baseball ] but not interested
in [soccer]. In the SIF system, a user/users interested in
| baseball] but not interested in [soccer] like the subject user
are searched out, and the information i1tem rated high by the
scarched-out user/users 1s offered to the subject user.
Accordingly, if the searched-out user/users are interested in
| fishing] in addition to [baseball], an information item
including [fishing] is also offered. Naturally, it is preferable
that the offered information 1tem has not yet been seen by the
subject user.

Now, an operation of the conventional SIF system will be
explained with reference to FIG. 4.

When a recommendation request 1s inputted from the
request 1nput section 11, the similarity deriving section 25
uses the ratings stored in the rating storing section 33 to
derive similarities between the users (step D1). For example,
the foregoing Grouplens and Ringo use the Pearson
product-moment correlation coeflicients as the similarities
between the users. Subsequently, the relevance estimating,
section 26 estimates a relevance to the subject user of each
of the information items based on the ratings stored in the
rating storing section 33 and the similarities derived by the
similarity deriving section 25 (step D2). For example, the
foregoing Grouplens estimates the relevance using the
following equation (2):

Belevance =

wherein S represents a similarity between a subject user and
a k-th user, and R represents a rating value by the k-th user.

Then, the information selecting section 24 uses the rel-
evances estimated by the relevance estimating section 26 to
select the information item matching with the subject user’s
request (step D3) and outputs it to the information display
section 12 (step D4).

The subject user evaluates the information 1item displayed
at the information display section 12 to determine whether
it matches with the subject user’s request, and inputs the
rating result at the rating input section 13. The inputted
rating data 1s stored 1n the rating storing section 33.

Accordingly, 1n the SIF system, the information filtering
can be performed by comparing the ratings carried out by the
subject user 1n the past and the ratings carried out by the
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users other than the subject user 1 the past so as to search
out the user/users having similar taste with the subject user
and selecting the information 1tem which has been evaluated
high by the foregoing similar user/users, but not yet seen by
the subject user.

Now, a preferred embodiment of the present invention
will be described 1n detail hereinbelow with reference to the
drawing. Unless otherwise explained, those elements
assigned the same reference signs in the figures are the same
in function with each other throughout the foregoing prior
art and the preferred embodiment of the present invention.
Accordingly, explanation of those elements will be simpli-
fied or omitted for brevity of disclosure unless further
explanation seems necessary.

FIG. 5 shows an information filtering device according to
the preferred embodiment of the present imvention. The
information {iltering device comprises an 1nput/output
device 1, a data processing device 6 and a storage device 7.

The 1nput/output device 1 comprises a request input
section 11, an mnformation display section 12 and a rating
input section 13.

The storage device 7 comprises an information storing,
section 31, an attribute storing section 32 and a rating storing
section 33. The information storing section 31 prestores
recorded information 30. The rating storing section 33 stores
values of ratings performed by a subject user and users other
than the subject user relative to items of information, respec-
fively.

The data processing device 6 comprises an attribute
extracting section 21, a relevance estimating section 27 and
an information selecting section 24.

The attribute extracting section 21 extracts attributes,
such as keywords, which can be features of the information
items, from the mnformation stored in the information storing
section 31 and stores them 1n the attribute storing section 32
for the respective information items.

Upon receipt of a recommendation request of the subject
user inputted through the request input section 11, the
relevance estimating section 27 uses the ratings of the
information items performed by the subject user and the
users other than the subject user (that is, the information
items C in FIG. 9) and stored in the rating storing section 33
so as to derive similarities between the users, and then first
derives relevances of the information items B in FIG. 9 to
perform the information {filtering thereof.

Subsequently, the information filtering of the information
items D 1n FIG. 9 1s carried out. In the conventional CBF
system, the information filtering of the information items D
1s carried out by learning, at the user profile learning section
22 1 FIG. 1, the relationship between the attributes of the
information items (A+C) and the ratings thereof performed
by the subject user. On the other hand, 1n this embodiment,
the result of the information filtering relative to the infor-
mation 1tems B 1s also utilized so that a relationship between
the attributes of the filtered-in information items B and the
relevances thereof to the subject user 1s also learned. In this
specification, the relevance and the rating have the same
meaning. However, they are distinguished therebetween
such that the rating i1s inputted by the user while the
relevance represents a degree of matching to the subject user
estimated through calculation. Accordingly, the information
filtering of the information items D 1s carried out by learning
the relationship between the attributes of the nformation
items among the information items (A+B+C) and the ratings
(or relevances) thereof.

The information selecting section 24 outputs the result of
the information filtering by the relevance estimating section
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27 to the information display section 12. The subject user
evaluates the information 1tem displayed at the information
display section 12 to determine whether it matches with the
subject user’s request, and mputs a rating thereof through the
rating mput section 13. The mputted rating 1s stored 1n the
rating storing section 33.

Now, referring to FIG. 6, an operation of the information
filtering device shown 1n FIG. 5 will be described.

Upon receipt of a recommendation request of the subject
user from the request mput section 11, the relevance esti-
mating section 27 uses the ratings of the subject user and the
users other than the subject user stored 1n the rating storing,
section 33 and the attributes of the information items stored
in the attribute storing section 32 to analyze the relationship
between the values of the ratings by the users and the
attributes of the information items, and estimates the rel-
evances to the subject user of the information items (step
Al). The information selecting section 24 uses the rel-
evances estimated by the relevance estimating section 27 to
select the information item matching with the subject user’s
request (step A2) and outputs it to the information display
section 12 (step A3). The information selecting section 24 is
referred to as a carrying out arrangement.

Now, the relevance estimating section 27 will be
described 1n more detail.

In FIG. 7, the relevance estimating section 27 comprises
a similarity deriving section 271, a first relevance estimating
section 272, a user profile learning section 273, a second
relevance estimating section 274 and a relevance unifying
section 275.

Upon receipt of a recommendation request of the subject
user from the request mput section 11, the similarity deriving,
section 271 uses the ratings of the information 1tems carried
out by the subject user and the users other than the subject

user and stored 1n the rating storing section 33 to derive the
similarities between the users.

From the ratings of the users other than the subject user
stored 1n the rating storing section 33 and the similarities
between the users derived by the similarity deriving section
271, the first relevance estimating section 272 estimates the
relevances to the subject user of the information items B 1n

FIG. 9.

From the attributes of the information items stored 1n the
attribute storing section 32, the ratings of the subject user
stored 1n the rating storing section 33 and the relevances
estimated by the first relevance estimating section 272, the
user profile learning section 273 learns a profile representing,
the relationship between the attributes of the information
items and the ratings of the subject user and further learns a
proiile representing the relationship between the attributes of
the information 1tems and the relevances to the subject user.
The profile represents the user’s 1nterest 1n terms of weights
or the like of keywords or the like.

Further, the profile representing the relationship between
the attributes of the information items and the ratings of the
subject user represents a relationship about how the subject
user rated 1n the past the information 1tems having certain
attributes. For example, 1t represents a relationship between
the attribute and the subject user, such as “A subject user
gave 1n the past a high rating to an information item
including a keyword of [baseball].”.

On the other hand, the profile representing the relation-
ship between the attributes of the information i1tems and the
relevances to the subject user represents a relationship
between the attributes and the relevances to the subject user,
and 1s obtained by referring to the attribute storing section 32
based on the relevances of the respective information items
to the subject user estimated by the first relevance estimating
section 272.
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For example, 1t 1s assumed that the subject user has given
a high rating to an information item including a keyword of
|baseball]. In this case, those information items are searched
out, which are included 1n the information 1tems B 1n FIG.
9 (as described before, the information items B have not
been rated by the subject user, but rated by the users other
than the subject user) and have been rated by the users other
than the subject user who have given high ratings to the
information items including the keyword of [baseball] like
the subject user, Then, the attributes included in the
scarched-out information items are extracted. For example,
if the users having similar taste with the subject user have
evaluated high information items mcluding a keyword of
[fishing] in addition to the information items including the
keyword of [baseball], a profile is learned which represents
a relationship between attributes and relevances to the
subject user, such as “A relevance to a subject user may be
high with respect to an information item including a key-
word of [fishing] in addition to an information item includ-
ing a keyword of [baseball].”.

Subsequently, from the attributes of the information items
stored 1n the attribute storing section 32 and the profile of the
subject user learned by the user profile learning section 273,
the second relevance estimating section 274 derives the
relevances to the subject user of the information items D 1n
FIG. 9 (as described before, the mmformation items D have
not been rated by the users) and notifies them to the
relevance unifying section 275. Specifically, 1n the foregoing
example, among the information 1tems D, the relevances are
derived to be high for the information items including the
keyword of [baseball], and similarly, the relevances are
derived to be high for the information items including the
keyword of [fishing].

It may also be arranged that the second relevance esti-
mating section 274 estimates the relevances of, 1in addition
to the information items D, the information items which
have been evaluated by a small number of the users.

The relevance unifying section 275 unifies the relevances
derived by the first relevance estimating section 272 and the
second relevance estimating section 274 for notification to
the 1nformation selecting section 24.

Now, referring to FIG. 8, the operation of the information
filtering device will be described 1n more detail according to
the structure of FIG. 7.

Upon receipt of a recommendation request of the subject
user from the request input section 11, the similarity deriving
section 271 uses the ratings of the subject user and the users
other than the subject user stored 1n the rating storing section
33 to derive the similarities between the users (step All).
From the ratings of the users other than the subject user
stored 1n the rating storing section 33 and the similarities
between the users derived by the similarity deriving section
271, the first relevance estimating section 272 estimates the
relevances to the subject user of the respective information
items (step Al2).

From the attributes of the information 1tems stored 1n the
attribute storing section 32, the ratings of the subject user
stored 1n the rating storing section 33 and the relevances
estimated by the first relevance estimating section 272, the
user profile learning section 273 learns the profiile represent-
ing the relationship between the attributes of the information
items and the ratings of the subject user and the profile
representing the relationship between the attributes of the
information items and the relevances to the subject user
(step Al3).

From the attributes of the information 1tems stored in the
attribute storing section 32 and the profiles of the subject
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user learned by the user profile learning section 273, the
second relevance estimating section 274 estimates the rel-
evances of the information items D relative to the subject
user and notifies them to the relevance unifying section 275
(step Al4). In this case, 1n addition to the information items
D, the relevances to the subject user may be estimated for the
information 1tems which have been rated by a small number
of the users.

The relevance unitying section 275 unifies the relevances
from the first relevance estimating section 272 and the
second relevance estimating section 274 and notifies the
unified relevance to the information selecting section 24.
The relevance notifying section 275 unifies the relevances
when the first and second relevance estimating section 272,
274 estimate different relevances for the same information
item (step AlS).

The 1nformation selecting section 24 uses the unified
relevances from the relevance unifying section to select the
information item matching with the subject user’s request
(step A2) and outputs it to the information display section 12
(step A).

The similarity between the users may be the same as in the
conventional SIF system. For example, a vector having, as
clements, values of ratings performed by a user relative to
information i1tems may be used as a rating vector, and a
Pearson product-moment correlation coeflicient between
rating vectors of the users may be used as a similarity
between the users.

The profile learning method may be the same as in the
conventional CBF system. However, although the relation-
ship between the attributes of the information items and the
ratings thereof 1s learned 1n the conventional CBF system,
the relationship between the attributes of the information
items and the rating values thercof and the relationship
between the attributes of the information items and the
relevances estimated by the first relevance estimating sec-
fion are learned 1n this embodiment. For example, the profile
can be derived by the following equation (3):

Z (RX V)

k

o
e
RS

Profile =
SR

(g

wherein R represents a normalized rating value or estimated
relevance relative to a k-th information item, and V repre-
sents a feature vector of the k-th mmformation item, and
wherein “rating value or estimated relevance” represents
that a rating value 1s used when there 1s rating, while an
estimated relevance 1s used when there 1s no rating.

The estimating method of the relevance used by the
second relevance estimating section may be the same as in
the conventional CBF system. For example, a Pearson
product-moment correlation coefficient between a feature
vector of an information item and a profile may be used.

The second relevance estimating section estimates the
relevance of the information 1tem whose relevance can not
be estimated by the first relevance estimating section or
whose relevance 1s low 1n accuracy even 1f 1t can be
estimated. For example, as described before, the relevance 1s
estimated for the information item which has not been rated
by any of the users or which has been rated by a small
number of the users.

As described before, when the first and second relevance
estimating section 272 and 274 estimate different relevances
for the same 1nformation item, the relevance unifying sec-
tion 275 unifies the relevances. In this case, the relevance
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unifying section 275 may select the higher relevance or the
lower relevance, use the mean value of the two relevances,
select one of the two relevances with higher reliability, or
carry out others, depending on a field of the information so
as to maximize the reliability of the unified relevance.

Further, a storage medium, such as a CD-ROM or a
flexible disk, may store a program which 1s executable by a
computer so that the operation of the information filtering
device according to this embodiment 1s realized when the
computer executes the stored program.

Referring to FIG. 9, the description will be proceeded as
regards the effects of the mformation filtering device. Since
the SIF system has the foregoing feature, the SIF system 1s
used with respect to the information i1tems B. On the other
hand, with respect to the information items D, since only the
CBF system deals with the information filtering of such
information items, the CBF system 1s used. However, as
described before, the CBF system has the problem of being
poor at dealing with the unknown word. Such a problem 1s
coped with by feeding back the filtering result of the SIF
system to the profile of the CBF system. Accordingly, the
present invention can achieve the information filtering even
relative to the information items D and 1s better at dealing
with the unknown word than the conventional CBF system
by using the ratings of the users other than the subject user.

The present invention will be understood more fully from
the detailed description given hereinbelow, taken 1n con-
junction with the accompanying drawings.

According to the foregoing preferred embodiment, the
following effects can be achieved:

The first effect 1s to lessen the problem that 1t 1s necessary
for the user to judge i1n the conventional CBF system
whether the information 1s valuable or not, by reading it. The
reason 1s that the personal evaluation of the information is
introduced 1nto the relevance estimation.

The second effect 1s to lessen the problem that the filtering
accuracy 1s low in the conventional CBF system relative to
an 1nformation 1tem having an unknown word or an
unknown attribute value. The reason 1s that even if the word
or attribute value 1s not included in the information item
rated by the subject user, 1t can be used for the relevance
estimation 1f 1t 1s included 1n an 1information item rated by
the other user.

The third effect 1s to solve the problems of the conven-
tional SIF system that only the information item that has
been recommended or evaluated by the users can be
obtained and that the filtering accuracy 1s low unless a
certain number of ratings have been collected. The reason 1s
that the relevance estimation 1s carried out using also the
attributes of the information items.

While the present invention has been described 1n terms
of the preferred embodiment, the mvention 1s not to be
limited thereto, but can be embodied 1n various ways with-
out departing from the principle of the mnvention as defined
in the appended claims.

What 1s claimed 1s:

1. An information filtering method comprising the steps

of:

obtaining attributes included in information items;

obtaining ratings relative to said mmformation items per-
formed by users including a subject user and other
USETS;

estimating relevances to said subject user of the informa-
tion 1tems not rated by said subject user by the use of
the ratings relative to the mnformation items rated by
said subject user, of the attributes of the information
items rated by said subject user, of the ratings relative
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to the information 1tems rated by said other users, and
of the attributes of the information items rated by said
other users; and

carrying out recommendation or filtering-in for said sub-
ject user of said information i1tems by the use of said
relevances.
2. An miformation filtering method as claimed 1n claim 1,
wherein the estimating step comprises the steps of:

deriving a first relationship between the ratings relative to
the information items rated by said subject user and the
attributes of the mnformation i1tems rated by said subject
USer;

deriving a second relationship between the ratings relative
to the 1information items rated by said other users and
the attributes of the information items rated by said
other users; and

estimating the relevances to said subject user of the
information 1tems not rated by said subject user by the
use of said first and said second relationships.
3. An miormation filtering method as claimed 1n claim 1,
wherein the estimating step comprises the steps of:

deriving similarities between said subject user and said
other users by the use of the ratings relative to the
information 1tems rated by said subject user and of the
ratings relative to the mmformation items rated by said
other users;

estimating, based on said similarities, a first relevance to
said subject user of the information items not rated by
said subject user among the information items rated by
said other users;

deriving a first relationship between the ratings relative to
the information items rated by said subject user and the
attributes of the information 1tems rated by said subject
USer;

deriving a second relationship between said first relevance
and the attributes of the information 1tems not rated by
the subject user among the information items rated by
said other users;

estimating, based on said first and said second
relationships, a second relevance to said subject user of
the mnformation items not rated by any of said subject
user and said other users; and

unifying said first and said second relevances into the
first-mentioned relevances, respectively.
4. An information filtering method as claimed 1n claim 1,
wherein the first-mentioned obtaining step comprises the
steps of:

extracting said attributes from said information items; and

storing said attributes in an attribute storing section,

the second-mentioned obtaining step comprising:
receiving said ratings from said users; and
storing said ratings 1n a rating storing section.
5. An 1nformation filtering device comprising:

first obtaining means for obtaining attributes included in
information items;

second obtaining means for obtaining ratings relative to
said information 1tems performed by users including a
subject user and other users;

estimating means connected to said first and said second
obtaining means for estimating relevances to said sub-
ject user of the information items not rated by said
subject user by the use of the ratings relative to the
information items rated by said subject user, of the
attributes of the information 1tems rated by said subject
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user, of the ratings relative to the information items
rated by said other users, and of the attributes of the
information items rated by said other users; and

carrying out means connected to said estimating means
for carrying out recommendation or filtering-in for said
subject user of said information items by the use of said
relevances.
6. An information filtering device as claimed 1n claim 5,
wherein the estimating means comprises:

first deriving means connected to said first and said
second obtaining means for deriving a first relationship
between the ratings relative to the information items
rated by said subject user and the attributes of the
information items rated by said subject user;

second deriving means connected to said first and said
second obtaining means for deriving a second relation-
ship between the ratings relative to the information
items rated by said other users and the attributes of the
information items rated by said other users; and

local estimating means connected to said first and said
second deriving means and said carrying out means for
estimating the relevances to said subject user of the
information 1tems not rated by said subject user by the
use of said first and said second relationships.
7. An mformation filtering device as claimed 1n claim 5,
wherein the estimating means comprises:

zeroth deriving means connected to said first and said
seccond obtaining means for deriving similarities
between said subject user and said other users by the
use of the ratings relative to the information items rated
by said subject user and of the ratings relative to the
information items rated by said other users;

first local estimating means connected to said zeroth
deriving means for estimating, based on said
similarities, a first relevance to said subject user of the
information i1tems not rated by said subject user among,
the 1information items rated by said other users;

first deriving means connected to said first and said
second obtaining means for deriving a first relationship
between the ratings relative to the information items
rated by said subject user and the attributes of the
information items rated by said subject user;

second deriving means connected to said first and said
second obtaining means for deriving a second relation-
ship between said first relevance and the attributes of
the mnformation items not rated by the subject user
among the mnformation items rated by said other users;

second local estimating means connected to said first and
said second deriving means for estimating, based on
said first and said second relationships, a second rel-
evance to said subject user of the information 1items not
rated by any of said subject user and said other users;
and

unifying means connected to said first and said second
local estimating means for unifying said first and said
second relevances 1nto the first-mentioned relevances,
respectively.
8. An mformation filtering device as claimed 1n claim 3,
wherein said {irst obtaining means comprises:

extracting means for extracting said attributes from said
information items; and

an attribute storing section connected to said extracting
means and said estimating means for storing said
attributes therein,

sald second obtaining means comprising:
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receiving means for receiwving said ratings from said
users; and
a rating storing section connected to said receiving
means and said estimating means for storing said
ratings therein.
9. A storage medium storing an information {iltering
program which 1s executable by a computer, said program
allowing said computer to execute the steps of:

extracting attributes included in information items and
storing said attributes 1 a storage device of the
computer, and storing ratings relative to the informa-
tion 1items performed by users including a subject user
and other users 1n said storage device;

using a relationship between the ratings relative to the
information items rated by the subject user and the
attributes thereof and a relationship between the ratings
relative to the information items rated by the other
users and the attributes thereof so as to estimate rel-
evances to the subject user of the information 1tems not
rated by the subject user; and

using said relevances to carry out recommendation or
filtering-in of the information i1tem matching with the
subject user.
10. A storage medium storing an information {filtering
program which 1s executable by a computer, said program
allowing said computer to function as:

attribute extracting means for extracting attributes
included 1n information items;

attribute storing means for storing said extracted
attributes;

rating storing means for receiving inputs of rating values
relative to the information items from users including a
subject user and other users, and storing said received
rating values;
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similarity deriving means for deriving, by referring to said

rating storing means, similarities between the subject
user and the other users based on the rating values
inputted by the subject user relative to the information
items and the rating values inputted by the other users
relative to the information i1tems;

first relevance estimating means for estimating, based on

said derived similarities, first relevances to the subject
user of the information 1tems not rated by the subject
user among the mformation items rated by the other
users; a user profile learning means for learning, by
referring to said attribute storing means and said rating
storing means, a relationship between the attributes
included 1n the information items rated by the subject
user and the ratings thereof, and further learning, based
on said estimated first relevances, a relationship
between the attributes included 1n the information items
not rated by the subject user among the information
items rated by the other users and the relevances
thereof to the subject user;

second relevance estimating means for estimating, based

on said relationship between the attributes and the
ratings and said relationship between the attributes and
the relevances, second relevances to the subject user of
the information 1tems not rated by any of the subject
user and the other users; and

relevance unifying means for unifying said first and

second relevances to carry out recommendation or
filtering-in of the information i1tem matching with the
subject user.
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