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(57) ABSTRACT

A double data rate (“DDR”) synchronous dynamic random
access memory (“SDRAM”) device incorporating a static
random access memory (“SRAM”) cache per memory bank
that provides elfectively double peak data bandwidth, opti-
mizes sustained bandwidth and improves bus efficiency as
compared with conventional DDR SDRAM devices. The
memory device disclosed provides effectively faster basic
DRAM memory latency parameters, faster page “hit”
latency, faster page “miss” latency and sustained bandwidth
on random burst reads, faster read-to-write latency and
write-to-read latency, hidden precharge, hidden bank acti-
vate latency, hidden refresh and hidden write precharge
during a read “hit”.

18 Claims, 5 Drawing Sheets
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DOUBLE DATA RATE SYNCHRONOUS
DYNAMIC RANDOM ACCESS MEMORY
DEVICE INCORPORATING A STATIC RAM
CACHE PER MEMORY BANK

CROSS REFERENCE TO RELATED PATENT
APPLICATIONS

The present invention 1s related to the subject matter

disclosed 1 U.S. patent application Ser. No. 09/023,656
filed Feb. 9, 1998 for “Synchronous Dynamic Random
Access Memory Device Incorporating a Static RAM Cache”
assigned to Enhanced Memory Systems, Inc. (a subsidiary
of Ramtron International Corporation, 1850 Ramtron Dr.,
Colorado Springs, Colo. 80921) and IBM Corporation,
Armonk, N.Y., the disclosure of which 1s herein specifically
incorporated by this reference.

BACKGROUND OF THE INVENTION

The present invention relates, in general, to the field of
integrated circuit memory devices. More particularly, the
present invention relates to a double data rate (“DDR”)
synchronous dynamic random access memory (“SDRAM”)
device which 1ncorporates a static random access memory

(“SRAM?”) cache per memory bank.

As the performance of computer central processing units
(“CPUs”) has increased dramatically in recent years, this
performance improvement has far exceeded that of any
corresponding 1ncrease in the performance of computer
main memory. Typically, main memory has been made up of
numbers of asynchronous DRAM integrated circuits and it
was not until the introduction of faster SRAM cache
memory that the performance of systems with DRAM main
memory 1mproved. This performance improvement was
achieved by making a high speed locally-accessed copy of
memory available to the CPU so that even during memory
accesses, the CPU would not always need to operate at the
slower speeds of the system bus and the main memory
DRAM. This method of copying memory 1s referred to as
“caching” a memory system and 1s a technique made pos-
sible by virtue of the fact that much of the CPU accesses to
memory 1s directed at localized memory address regions.
Once such a region 1s copied from main memory to the
cache, the CPU can access the cache through many bus
cycles before needing to refresh the cache with a new
memory address region. This method of memory copying is
advantageous 1n memory Read cycles which, 1n contrast to
Write cycles, have been shown to constitute 90% of the
external accesses’ of the CPU.

As mentioned previously, the most popular hardware
realization of a cache memory employs a separate high-
speed SRAM cache component and a slower but less expen-
sive DRAM component. A proprietary Enhanced DRAM
(EDRAM®) integrated circuit memory device, developed
by Enhanced Memory Systems, Inc., assignee of the present
invention, integrates both of these memory elements on one
chip along with on-chip tag maintenance circuitry to further
enhance performance of computer main memory over sepa-
rate SRAM and DRAM components. Details of the EDRAM
device are disclosed and claimed m U.S. Pat. Nos.: 5,699,
317 1ssued Dec. 16, 1997 and 5,721,862 1ssued Feb. 24,
1998, both assigned to Enhanced Memory Systems, Inc., the
disclosures of which are specifically incorporated herein by
this reference.

SDRAMs differ from earlier asynchronous DRAM
devices by incorporating two or more memory banks per
device and by providing a simple, synchronously clocked
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2

interface 1 lieu of separate asynchronous clocking and
discrete row and column access control lines. These differ-
ences result i a relatively higher data bandwidth and
potenfially faster access times for computer main memory
which 1s particularly important with current and anticipated
memory intensive multimedia and graphics applications.

The DRAM industry has also developed a double data
rate version of the synchronous DRAM that doubles the
peak data rate of the SDRAM by clocking data on both
edges of the clock. Double data rate SDRAMSs utilize a

bi-directional data strobe to clock data to and from the
memory device. The data strobe 1s clocked at the same time
as the data and propagates over a bus which 1s designed to
be substantially the same length and have the same capaci-
tive loading as the data bus to mimimize skew between the
data strobe and the data signals.

However, like the SDRAM, the DDR SDRAM exhibaits a
relatively slow DRAM latency for activating the DRAM
bank (row-to-column delay time “t,.,,”") and accessing data
from the sense amplifiers (column address strobe “CAS”
latency). Since burst read data is accessed from the sense
amplifiers, the row must remain activated until the burst 1s
completed. This increases the latency to access another row
on the next burst. The combination of long row access
latency (tr~p+CAS latency) together with long page miss
latency (precharge time “t,,” plus tRCD and CAS latency)
results 1 poor bus efficiency when frequent page misses on
random accesses occur. In addition, the current DDR
SDRAM requires the bus to be idle (or unused) during all
DRAM refresh operations thereby further degrading perfor-
mance.

SUMMARY OF THE INVENTION

To ameliorate these conditions, a new DDR SDRAM
architecture 1s disclosed herein that combines the benefits of
Enhanced Memory Systems, Inc. EDRAM® architecture
with that of a DDR SDRAM input/output architecture to
clfectively double peak bandwidth and maximize sustained
bandwidth under normal random access conditions. In a
preferred embodiment disclosed herein, the present mven-
tion proposes the use of a conventional four memory bank
DDR SDRAM architecture with the addition of a row
register cache (for example SRAM) per bank. A separate
data path 1s provided i1n each bank to move write data
directly to the DRAM sense amplifiers.

Particularly disclosed herein 1s a double data rate syn-
chronous dynamic random access memory device having
data, data strobe and address bus inputs thereto. The memory
device comprises one or more memory arrays e€ach having
an assoclated sense amplifier, a designated row 1n a selected
onc or more of the memory arrays being accessed 1n
accordance with address signals provided to one or more
row decoders coupling each of the memory arrays to the
address bus. One or more column decoders, each being
associated with one or more of the memory arrays are
coupled to receive the address signals for accessing a
designated column i1n the selected one or more of the
memory arrays. One or more caches, are respectively inter-
posed between one of the column decoders and one or more
of the memory arrays, whereby data to be written to the
memory device on the data mput 1s directed to the selected
ones of the memory arrays and data to be read from the
memory device 1s read from the caches in accordance with
the address signals on the address bus.

BRIEF DESCRIPTION OF THE DRAWINGS

The atorementioned and other features and objects of the
present mvention and the manner of attaining them waill
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become more apparent and the mvention itself will be best
understood by reference to the following description of a
preferred embodiment taken 1n conjunction with the accom-
panying drawings, wherein:

FIG. 1 1llustrates a memory system including certain ones
of the signals lines and buses coupling a memory controller
and a conventional DDR SDRAM memory inclusive of a
differential clock and address/command bus as well as
bi-directional data and data strobe buses;

FIG. 2 illustrates the signals which might appear on the
signal lines and buses shown 1n FIG. 1 1n response to a DDR

SDRAM four word burst read operation 1llustrating a col-
umn address strobe (“CAS”) latency of 2;

FIG. 3 1s a corresponding 1llustration of the signals which
might appear on the corresponding signal lines for a random
row access, four word burst and same bank activate opera-

tion demonstrating the latency inherent in such an operation
in conventional DDR SDRAMSs;

FIG. 4 1s a representative functional logic block diagram
of a double data rate synchronous dynamic random access
memory device 1n accordance with the present ivention
which 1ncorporates a static random access memory cache
per memory bank illustrating, for purposes of example only,
a device incorporating four DRAM memory arrays and their
corresponding SRAM row caches;

FIG. 5 illustrates the signals which might appear on the
differential clock line, command, data strobe and data buses
between a memory controller and a memory device in
accordance with the present invention 1llustrating a series of

pipelined random burst read operations with a bit length
(“BL”) of 8; and

FIG. 6 1s a corresponding 1llustration of the same signals
for a memory device 1n accordance with the present 1nven-
fion 1n a “no write transfer” mode of operation.

DESCRIPTION OF A PREFERRED
EMBODIMENT

With reference now to FIG. 1, a high level view of a Joint
Electron Device Engineering Counsel (“JEDEC”) Standard
memory system 10 including certain ones of the signals lines
and buses coupling a memory controller 12 and a conven-
fional DDR SDRAM memory 14 1s shown. As shown,
differential clock signals on clock lines 16 as well as address
and command signals on address/command bus 18 are
supplied from the memory controller 12 to the DDR
SDRAM memory 14. In addition, a bi-directional data bus
strobe (“DQS”) line 20 and data (“DQ”) bus 22 intercouple
the memory controller 12 and the DDR SDRAM memory
14.

As shown, the DDR SDRAM memory 14 includes clock
inputs 16 that synchronizes all data transfers and includes a
data bus 22 whereby data may be moved bi-directionally
between the controller 12 and DDR SDRAM 14. The
bi-directional data strobe line 20 1s unique to DDR
SDRAMSs and the transfers of data on the data bus 22 are
synchronized to the signals on the data strobe line 20 rather
than the clock signal on clock line 16. The purpose of the
data strobe line 20 1s to account for the propagation delays
of the signals between the controller 12 and the memory 14
so that the effect of those delays can be nullified which then
improves the ability to clock the memory 14 at higher
speeds.

In operation, the memory latency problems inherent in
DRAM devices become even more pronounced in conven-

tional DDR SDRAM devices due to the fact that a normal
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memory request from a computer (including the memory
system 10) includes a random access to a given location in
memory, followed by (typically) a burst of four words from
that location in memory, followed by another random ref-
erence. As a consequence, 1i typical DRAM latency 1s not
improved, then the effective bandwidth of the memory
system 10 utilizing a conventional DDR SDRAM 14 1s not
essentially improved at all due to the fact that after the burst
of four words, the memory system 10 must wait for the next
random access to occur, which might occur only after a
number of clock cycles.

With reference additionally now to FIG. 2, a timing

diagram of a conventional DDR SDRAM 14 burst read 1s
shown with a CAS latency of 2. CAS latency 1s defined as
the delay from the time a read command 1s 1ssued to time
when the first read data i1s presented on the data bus 22. As
shown, the clocking signals on the clock lines 16 are a
differential clock, that 1s, the clock signal and its inversion
are both sent to the memory 14 to enable a more precise
control of the clock timing. In this manner, the point at
which the clock signals cross over 1s where the clock occurs,
and 1n the example shown, a read command 1s placed on the
address/command bus 18 along with the column address
which specifies that portion of the memory 14 to be
accessed. Following that, the data strobe line 20 1s asserted,
(which has not been activated prior to the read command)
and goes to a stable value which, 1n the example shown, 1s
a logic low.

The data on the data bus 22 1s then clocked on the rising

and falling edges of the data strobe signal on the data strobe
line 20. At the end of the data burst, the data bus 22 and the

data strobe line 20 become high Z, or deactivated so that
another memory 14 can access the data bus 22. It should be
noted that the amount of time from when the read command
1s 1ssued until the first data strobe signal occurs 1s roughly
two clock cycles from the read command, resulting in a CAS

latency of 2, which, in a DDR SDRAM 14 1s a program-
mable feature.

With reference additionally now to FIG. 3, an entire
random row access with a four word burst and a same bank
activate for a conventional DDR SDRAM 14 1s shown. In
this example, an activate command enables the DDR
SDRAM 14 and a row address 1s sent to the row decoder at

the same time to select one of the locations 1n the DDR
SDRAM 14. Then a delay occurs (no operation “NOP”),

from the 1nitial activate command until the read command
occurs to allow the data to be accessed from the DDR
SDRAM 14 and placed mnto the sense amplifiers. Once the
read command 1s 1ssued, the corresponding column address

1s specified so the address comes 1n, goes to the column
decoder, column decoder then selects a pair of the locations
in the DDR SDRAM to be output. In the example shown, a
four-word burst 1s 1llustrated so that just four data words will
be transferred on the data bus 22.

In a conventional DDR SDRAM, the memory data must
be held 1n the sense amplifiers (where the data then resides)
while data 1s being bursted to the data bus 22 and, as a
consequence, the precharge command cannot be 1ssued until
the last data word enters the data pipeline. Then a delay from
the precharge command (“NOP”’) must occur until the next
bank activate command can be 1ssued thereby defining the
precharge time. It can be seen that the overall latency then
consists of the row access time, the column access time and
the precharge time which, 1n a conventional DDR SDRAM
cannot be completely hidden. In other words, the latency
fime 1s much longer that the time actually required to
transfer the two (or four) data words. Consequently, a
conventional DDR SDRAM 14 1s not particularly efficient in
this regard.
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With reference additionally now to FIG. 4, a functional
logic block diagram of a double data rate synchronous
dynamic random access memory device 100 1n accordance
with the present invention 1s shown which incorporates a
static random access memory cache 120 per memory bank
114. In the embodiment illustrated for purposes of example
only, a device 100 incorporating four DRAM memory arrays
114.—114, and their corresponding SRAM row caches
120,-120, is shown.

Specifically, the memory device 100 may include an
address bus 102 (A) and bank select lines 104 (BAO,1)
corresponding to the address portion of the address/
command bus 18 utilized 1n conjunction with a conventional
DDR SDRAM 14 as previously described. Moreover, the
memory device 100 may further include a bi-directional data

strobe line 106 (“DQS”) and data bus 108 (“DQ”) for
interfacing with a controller (not shown).

The address bus 102 and bank select lines 104 are input

to an address buffer 110 which supplies output address
signals to a common row decoder 112 and individual column
decoders 116,—116, corresponding to each of the memory
banks 114,—114,. A sense amplifier 118,—118, and SRAM
row cache 120,-120, couples the column decoders
116,—116,, to its corresponding memory bank 114,—114,. A
data latch 122,-122, respectively couples the data I/O
buffers and multiplexer (“mux™) 124 (coupled to the data
strobe line 106 and data bus 108) to the sense amplifiers
118,—118, and receives data from the respective SRAM row

caches 120,-120,,.

Functionally, an SRAM row cache 120 1s 1n the path from
the sense amplifiers 118 to the associated data latch 122 and
then from there the data 1s moved to the data I/O buffers 124.
This has the effect of buffering the data from the DRAM
memory banks 114 allowing faster access to the data ran-
domly within the cache 120. It also has the effect of allowing
the data that’s 1n the sense amplifiers 118 to be stored back
into the DRAM memory banks 114 concurrently with the
accessing of data from the cache 120.

All writes go from the 1mnput pins of the memory device
100 to the data latch 122, to the sense amplifiers 118, and
then basically the data i1s stored into the DRAM memory
banks 114 from there. Logic on the chip (not shown)
determines the data that 1s currently being held in the SRAM
cache 120 and, 1f the data that 1s in the sense amplifiers 118
matches that 1in the corresponding cache 120, then that data
1s also written in parallel into the cache 120 over the normal
read path. This then has the effect of allowing a faster
random access time on reads, hidden precharge time, hidden
bank activation timing, and hidden refresh timing as will be
more fully described hereinafter.

During memory bank 114 activation, the row address
input from the address buffer 110 1s decoded by the row
decoder 112 to select the DRAM row of the bank 114,114,
specified by the bank select signal BAO,1 on bank select
lines 104. The DRAM row data 1s latched into the sense
amplifier 118 of the specified memory bank 114. During a
read command, the column address 1s transferred from the
address buffer 110 to the corresponding column decoder
116,—1164. The read command opens the selected SRAM
row cache 120 and the sense amplifier 118 contents are
loaded 1nto the cache 120 1n parallel. The column decoder
116 sclects the specified starting address to the data latches
122. The read command then loads a number of words from
the row cache 120 to the data latch 122 twice as wide as the
output data bus 108 (for example, 32 bits read from the

cache 120 for a 16-bit output data bus 108). This double
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wide transfer provides the data bandwidth to support the
requirements of the DDR SDRAM data I/0 buifers 124 and
logic.

With reference additionally now to FIG. 5, representa-
tions of the signals which might appear on the differential

clock line 130 command bus 132, data strobe line 106 and

data bus 108 between a memory controller (not shown) and
a memory device 100 1 accordance with the present mnven-
tion during a series of illustrative pipelined random burst

read operations with a burst length (“BL”) of 8 are shown.
As shown, the memory device 100 of the present invention
includes differential clock signals 130 which are the same as
that utilized 1n conjunction with a conventional DDR
SDRAM 14 (FIG. 1) but is shown here as a single signal
with rising and falling edges for sake of clarity. During read
burst operations, the burst address counter (not shown) built
into the column decoder 116,—116, increments every clock
cycle transferring two words to the corresponding data latch
122 .,-122,. Data words are transferred to the data I/O bulfers
124 on both the clock rising and falling edges to double the
burst data rate.

The sense amplifier 118,-118, data i1s latched into the
associlated SRAM row cache 120,-120, one cycle after the
read command 1s 1ssued. If the read 1s performed with
auto-precharge, the sense amplifier 1181-1184 data 1s auto-
matically restored to the DRAM bank 114,—114, row one
cycle after the read and the DRAM memory bank 114,114,
1s ready for further bank activation after the precharge time
(tzp). Once the DRAM bank 114,-114, is precharged, the
memory device 100 can perform either another memory
bank 114 activation to fetch another row to the sense
amplifiers 118 or an auto-refresh command can be 1ssued to
refresh the DRAM array memory banks 114. In either case,
the presence of the SRAM row cache 120,-120, associated
with each of the memory banks 114,-114, respectively
allows the latency of precharge, bank activation or refresh to
be hidden during burst reads from the SRAM cache 118.
This improves the bus elficiency of the memory device 100
under random access and refresh conditions.

Another important feature of the memory device 100 of
the present invention 1s observed during write operations.
During writes, data 1s latched into the data latch 122 on the
rising and falling edges of the clock (i.e. double data rate).
Data 1s written 1nto the row of data already stored in the
sense amplifiers 118,—118, following the falling edge. The
data word transferred to the sense amplifiers 118,-118, 1is
twice as large as the data I/O buffers 124 (for example,
32-bit wide write for 16-bit data I/O buffers) to support the
write bandwidth of the memory device 100.

In operation, a bank activate command inifiates a row
access (designated tg-5), and a CAS latency from the read
command (Read Auto-Precharge “AP”) corresponds to a
column access. The memory device 100 of the present
invention provides the capability to enable an early auto-
precharge operation of the DRAM memory banks 114,—-114,
starting one differential clock cycle after a read command 1s
1ssued, during which time the data from the sense amplifiers
118,—1184 1s loaded to the associated SRAM row caches
120,-120,. Once the data 1s latched into the row cache 120,
the precharge of the associated DRAM memory bank 114
can begin. As a consequence, the precharge operation can
occur while the data 1s propagating to the memory device
100 output and, unlike a conventional DDR SDRAM 14
(FIG. 1), the precharge operation is complete (i.e. “hidden™)
during the output of the first two data words. In operation,
the data transfer may be observed to occur with the transfer
of the first data word on the rising edge following a column
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access latency, the second data word on the following falling
edge and so forth.

The memory device 100 of the present invention 1s also
operative to effectively hide the row access time latency with
read burst lengths of, for example, eight. This can be
visualized as when a row of memory 1s activated within the
same memory bank 114 by inputting another row address,
activating the row decoder 112, fetching another location
within the same memory bank 114 and moving that data to
the sense amplifier 118 while the burst of eight data words
1s being output from the associated SRAM row cache 120.
This then allows for the concurrent fetching of another row
of data into the sense amplifiers 118 and having that data
ready prior to the completion of the bursting of eight data
words from the associated SRAM row cache 120 to mini-
mize the latency from one random access to another by
reducing 1t to just the column access latency. In effect then,

this serves to eliminate the precharge and row access laten-
cies inherent in conventional DDR SDRAMs 14 (FIG. 1).

With reference additionally now to FIG. 6, the memory
device 100 may also have an optional “no write transfer”
mode of operation. In this mode, the row data 1n the sense
amplifiers 118,118, 1s not written into the associated row
cache 120,-120, on the write command. This allows data to
be written only to the DRAM memory banks 114,-114,
during a write “miss” (i.e. a write to a different row address
from that currently held in the corresponding cache
120,—-120,). A comparator (not shown) on the memory
device 100 automatically causes the appropriate cache
120,-120, to be written at the same time as the sense
amplifier 118,—118, when a write “hit” (i.e. a write to the
same row address as that currently held in the corresponding

cache 120,-120,) is detected.

The “no write transfer” feature allows a read “hit” to
occur one cycle after the end of the write burst and the write
data can be automatically restored to the DRAM memory
bank 114,-114, 1n parallel with this read burst if a write
auto-precharge 1s executed. This “no write transfer” mode of
operation then effectively eliminates a portion of page miss
latency on the initial opening of the write page and a
complete page miss latency during a return to the original
read page that follows a write or write burst. This feature
further improves bus efliciency on write cycles.

In operation, the initiation of the memory device 100
access begins 1n a manner similar to that shown in the
preceding FIG. 5 with a bank activate command, a delay due
to a row access, and then a read auto-precharge command.
As before, the hidden precharge operation can occur one
cycle after the read command, with a burst of four data
words from the SRAM cache 120,—-120,. In this example,
instead of 1ssuing another read command 1n parallel with the
burst of data that 1s being output, a page 1s enabled to allow
writes to 1it.

As can be seen, one cycle after the read auto-precharge
command, the precharge operation begins. The precharge
time 1s then met, and then another bank activate command
with a row address 1s specified, which 1n the example shown,
1s a write row address with auto-precharge after the row-to-
column delay 1s met. At this point, the data 1s now 1n the
sense amplifiers 118 and it can be modified by the write
cycle. As shown, the write auto-precharge command may be
issued by the associated controller (not shown) a cycle
before the data. The first data word 1s generated on a rising,
edge of the differential clock signal, the second data word on
the falling edge and so forth and by completing an early
precharge operation and an early memory bank 114
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activation, the normal latency of a conventional DDR
SDRAM 14 (FIG. 1) has been significantly reduced. At this
point, the write burst basically occurs as it would 1n a
conventional DDR SDRAM 14 although 1if the next request

1s another read request to the same data that was previously
held in the SRAM row cache 120, (writes to the memory
device 100 are to the DRAM sense amplifiers 118 and reads
are from the SRAM row caches 120) the data is still held

from the previous read command 1n the SRAM row cache
120 1n the “no-write transter” mode of operation. Therefore,
if the data 1s still in the SRAM row cache 120, the read
command can be initiated while the write data 1s being input
to the memory device 100 allowing the CAS latency to occur
with minmimum delay because there 1s no need to wait for the
data 1n the memory banks 114 to be precharged and the write
data precharge can occur later.

Due to the inherent functionality of DRAMS, the final data
word (“D4”) must be written to the sense amplifiers during

the following cycle before the auto-precharge can occur. In
a conventional DDR SDRAM 14 (FIG. 1) a number of wait

states would have to be entered until the write precharge
operation has been completed, followed by another random
read, (involving issuing bank activate and read commands)
before the next data could be made available.

Therefore, through the particular functionality of the
memory device 100 of the present invention, the write
precharge time may be effectively “hidden” and the need for

another row activate command eliminated due to the fact
that the data was held 1in the SRAM row cache 120 during

this transfer thereby eliminating all of the conventional
latency 1nherent 1n a read command following a write. In

ciiect, two sources of conventional latency have been
climinated, one on the write cycle following a read, and
another on a read “hit” that follows a write.

The sustained bandwidth for a memory device 100 1n
accordance with the present invention 1s 80% of the peak
bandwidth for random access burst reads (BL=8) when
Lo =0%t -, ... In contrast, for a typical DDR SDRAM 14
(FIG. 1), where t,-=10*t; x...., the effective bandwidth is
toet4 ¥t 7 2. .. This results 1n twenty wait states for eight
data transfers and the sustained bandwidth is 29% of the
peak bandwidth. It can be seen that the combination of the
memory device 100 faster t, -, pipelined precharge and bank

activate latency improves efficiency over the conventional
DDR SDRAM 14 (FIG. 1) data bus 22 from 29% to 80%.

Data bus 108 etficiency for a memory device 100 1n “no
write transfer mode” 1n accordance with the present mnven-
tion 1s twenty data transters for 24 clock edges, or 83% for
BL=8 reads and BL=4 writes. For a slower, typical DDR
SDRAM 14 (FIG. 1) with a write setup of (t,,+tR_.+1
CLK) and read setup of (1 CLK+t,-) only twenty data
transiers for 56 clock edges can be achieved resulting 1n a
data bus 22 efliciency of only 36%. A memory device 100 1n
accordance with the present mnvention implementing a “no
write transfer” mode of operation then further improves data

bus efficiency from 36% to 83%.

What has been provided, therefore 1s an enhanced DDR
SDRAM architecture for a memory device 100 that provides
elffectively double peak data bandwidth, optimizes sustained
bandwidth and 1improves bus efficiency when compared with
conventional DDR SDRAM devices. Among the benefits
are: ecllectively faster DRAM memory basic parameters
(trep>, CAS latency, tgzp, tm~ €tc.), faster page hit latency,
faster page miss latency and sustained bandwidth on random
burst reads, faster read-to-write latency and write-to-read
latency, hidden precharge, hidden bank activate latency,
hidden refresh and hidden write precharge during a read

44 hitjﬂ .
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While there have been described above the principles of
the present invention 1n conjunction with a specific device
architecture, it 1s to be clearly understood that the foregoing
description 1s made only by way of example and not as a
limitation to the scope of the invention. Particularly, it is
recognized that the teachings of the foregoing disclosure
will suggest other modifications to those persons skilled in
the relevant art. Such modifications may involve other

features which are already known per se and which may be
used 1nstead of or in addition to features already described

herein. Although claims have been formulated 1n this appli-
cation to particular combinations of features, 1t should be
understood that the scope of the disclosure heremn also
includes any novel feature or any novel combination of
features disclosed either explicitly or implicitly or any
generalization or modification thereof which would be
apparent to persons skilled 1n the relevant art, whether or not
such relates to the same invention as presently claimed in
any claim and whether or not it mitigates any or all of the
same technical problems as confronted by the present inven-
tion. The applicants hereby reserve the right to formulate
new claims to such features and/or combinations of such
features during the prosecution of the present application or
of any further application derived therefrom.

What 1s claimed 1s:

1. A double data rate synchronous dynamic random access
memory device having data, bi-directional data strobe and
address bus 1nputs thereto, said device comprising:

one or more memory arrays each having an associated
sense amplifier, a designated row 1n a selected one or
more of said memory arrays being accessed 1n accor-
dance with address signals provided to one or more row
decoders coupling each of said one or more memory
arrays to said address bus;

one or more column decoders, each of said column
decoders being associated with one or more of said
memory arrays and coupled to receive said address
signals for accessing a designated column in said
selected one of said one or more, memory arrays;

a plurality of data latches for storing data to be written to
said selected one or more of said memory arrays and
said data to be read from said one or more of said
caches;

a data 1input and output buffer coupled to the bi-directional
data strobe mputs and to the data latches; and

one or more caches, each of said caches being interposed
between one of said column decoders and one or more
of said memory arrays and coupled to the data latches,
whereby data buflering 1s performed as said data to be
written to said device on said data input 1s directed to
said selected ones of saxd memory arrays and data to be
read from said device 1s read from said caches in
accordance with said address signals on said address
bus;
wherein the data mput and output buifer 1s synchro-
nously operated for clocking data on the data mputs
on a rising edge and a falling edge of a data strobe
signal on the bi-directional data strobe 1nputs.

2. The memory device of claim 1 further comprising an
address buffer coupling said address bus to said row decod-
ers and said column decoders.

3. The memory device of claim 1 wherein said address bus
comprises a bank select mput for indicating selected set of
said decoders, caches and memory arrays.

4. The memory device of claim 1 wherein said memory
arrays comprise arrays of dynamic random access memory
cells.
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5. The memory device of claim 1 wheremn said caches
cach comprise a row of static random access memory cells.

6. The memory device of claim 5 wherein said rows of
static random access memory cells correspond 1n width to
said rows 1n said plurality of memory arrays.

7. The memory device of claim 1 wherein said one or
more memory arrays comprises four memory banks.

8. The memory device of claim 1 wherein said data to be
written to said selected one or more of said memory arrays
may additionally be selectively written or not written sub-
stantially concurrently to an associated one of said caches.

9. A memory device, comprising:

a column decoder for receiving address signals;

a dynamic random access memory (DRAM) bank for
storing data;

a sense amplifier bi-directionally coupling the column
decoder to the DRAM bank;

data 1input and output buffers for receiving and outputting
data from devices external to the memory device;

a bi-directional data strobe line coupled to the data input
and output buifers for transmitting a data strobe signal
with a rising edge and a falling edge based on an
external clock to the data input and output buflers for
use by the memory device synchronizing transfers of
data;

a data bus coupled to the data input and output buifers and
providing an interface with a memory controller;

a data latch coupling the data mput and output buffers to
the sense amplifier, wherein the data latch 1s configured
to transfer data to and from the data input and output
buffers and to the sense amplifier; and

a static random access memory (SRAM) row cache
coupled with and interposed between the data latch, the
sense amplifier, and the column decoder, wherein the
SRAM row cache 1s configured for receiving and
storing data from the sense amplifier and transmitting
the stored data to the data latch,
wherein the memory device 1s operable to concurrently
transfer the sense amplifier data to the DRAM bank
and to access the SRAM row cache data via the data
latch, and

whereln data transfer between the data bus and the data
input and output buifers 1s clocked on the rising edge
and the falling edge of the data strobe signal on the
bi-directional data strobe signal line.

10. The memory device of claim 9, wherein during a read
command operation of the memory device, a number of
words of data twice as wide as the data bus are loaded from
the SRAM row cache to the data latch.

11. The memory device of claim 9, further including an
address buffer and a row decoder, and wherein during
activation of the DRAM bank the memory device operates
to decode a row address from the address buffer to select a
DRAM row of the DRAM bank and to latch the selected
DRAM row 1nto the sense amplifier.

12. The memory device of claim 11, wherein during a read
command after the activation, the memory device operates
to transfer a column address from the address bufler to the
column decoder, to open the SRAM row cache, to load the
sense amplifier data nto the SRAM row cache, to operate
the column decoder to specify a starting address to the data
latches, and then load a number of words of data from the
SRAM row cache to the data latch.

13. The memory device of claim 9, wherein the sense
amplifier data 1s latched into the SRAM row cache one cycle
after a read command.
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14. The memory device of claim 9, wherein the memory
device 1s operable during write operations to latch write data
into the data latch on the rising edge and the falling edge of
the data strobe signal.

15. The memory device of claim 14, wherein the write
data 1s written from the data latch into a row of data
previously stored 1n the sense amplifier following the falling
edge of the data strobe signal and wherein the write data has

a size that 1s twice as large as a bufler in the data input and
output buffers.

16. The memory device of claim 9, wherein the memory
device 1s operable to perform precharge operation of the
DRAM bank starting one differential clock cycle after a read

10
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command, and wherein during the one differential clock
cycle sense amplifier data 1s loaded into the SRAM row
cache.

17. The memory device of claim 9, wherein the memory
device 1s configured to operate 1n a no-write-transfer mode
in which row data in the sense amplifier 1s not written into
the SRAM row cache on a write command, whereby write
data 1s written to the DRAM bank only during a write miss.

18. The memory device of claim 17, wherein the memory
device operates to cause the write data to be concurrently
written to the sense amplifier and the SRAM row cache upon
determination of a write hit.
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