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(57) ABSTRACT

In a data compressor, the mnput stream of data characters 1s
formed 1nto one or more data character groupings where
cach grouping comprises a predetermined number of the
data characters (grouped character) followed by one or more
of the input data characters. The formed 1nput 1s compared
to stmilarly configured stored strings until a longest match 1s
determined. Each stored string has a code associated there-
with and the code of the longest match 1s output by the
compressor. An extended string 1s stored comprising the
longest match extended by the data character that caused the
mismatch. A next compression cycle begins with a grouped
character comprising the data character that caused the
mismatch concatenated by one less than the predetermined
number of the next following data characters. In one
embodiment, data character strings comprise an 1initial
orouped character followed by as many data characters as
can be matched. In another embodiment, a string 1s com-
prised of consecutive grouped characters followed by one or
more data characters up to a maximum of one less than the
predetermined number. In this embodiment, when extension
of a string for storage would result in the predetermined
number of data characters following the consecutive
ogrouped characters, the predetermined number of data char-
acters 1s appended to the consecutive grouped characters as
a further grouped character. In this embodiment two dictio-
naries are utilized, one for storing strings of consecutive
ogrouped characters and the other for storing data character
extensions of strings stored in the first dictionary.

62 Claims, 22 Drawing Sheets
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CODE COUNTER, PREVIOUS | 484 THE ROOT CODE OF STRING CORRESPONDING
CODE + THE FIRST DATA TO PREVIOUS CODE
CHARACTER OF THE
STRING CORRESPONDING

TO CURRENT CODE 486 —_ SET EXTENSION CHARACTER TO THE 3 DATA

CHARACTERS FOLLOWING THE ROOT CODE OF
STRING CORRESPONDING TO PREVIOUS CODE
+ THE FIRST DATA CHARACTER OF THE
STRING CORRESPONDING TO CURRENT CODE

STORE, IN DICTIONARY 1 AT CODE ASSIGNED

BY CODE COUNTER, THE ROOT CODE OF STRING
CORRESPONDING TO PREVIOUS CODE +

EXTENSION CHARACTER

487 —

488 — STORE CODE IN CODE COUNTER IN
DICTIONARY TABLE
e Figure 16

TO 430 OF FIG. 13
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FROM 420 OF FIG. 13
O

RECOVER THE 4 DATA CHARACTERS OF THE GROUPED CHARACTER 200
CORRESPONDING TO PREVIOUS CODE

OUTPUT THE 4 DATA CHARACTERS OF THE GROUPED CHARACTER 501
CORRESPONDING TO PREVIOUS CODE EXTENDED BY THE FIRST
DATA CHARACTER OF THE GROUPED CHARACTER, THEREBY
OUTPUTTING THE STRING CORRESPONDING TO CURRENT CODE

STORE, IN DICTIONARY 2 AT CODE ASSIGNED BY CODE
COUNTER, PREVIOUS CODE + THE FIRST DATA CHARACTER
OF THE GROUPED CHARACTER CORRESPONDING TO
PREVIOUS CODE

902

SET FLAG TEMP TO 2 20

TO 430 OF FIG. 13

421

Figure 17
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FROM 422 OF FIG. 13

IN DICTIONARY 1, RECOVER THE GROUPED CHARACTERS 510
OF THE STRING CORRESPONDING TO PREVIOUS CODE

CHARACTERS OF THE STRING CORRESPONDING TO PREVIOUS CODE

C
RECOVER THE DATA CHARACTERS OF THE RECOVERED GROUPED 511

OUTPUT THE RECOVERED DATA CHARACTERS IN APPROPRIATE 51
ORDER EXTENDED BY THE FIRST DATA CHARACTER OF THE
STRING CORRESPONDING TO PREVIOUS CODE, THEREBY
OUTPUTTING THE STRING CORRESPONDING TO CURRENT CODE

STORE., IN DICTIONARY 2 AT CODE ASSIGNED BY CODE

COUNTER, PREVIOUS CODE + THE FIRST DATA CHARACTER
OF THE STRING CORRESPONDING TO PREVIOUS CODE

513

SET FLAG TEMP TO 2 514

493 FROM 430 OF FIG. 13

Figure 18



U.S. Patent Oct. 23, 2001 Sheet 20 of 22 US 6,307,488 B1

FROM 4220F FIG. 13

IN DICTIONARY 2, RECOVER THE ROOT CODE AND THE
n DATA CHARACTERS FOLLOWING THE ROOT CODE OF
STRING CORRESPONDING TO PREVIOUS CODE

520

521
— a2 |0
SETFLAGTEMPTO 1 |- 222 SET FLAGTEMPTO 2 | %%

| 594
YESI™|S ROOT CODE < 2567 H'°

RECOVER THE 4 DATA 505 530 IN DICTIONARY 1, RECOVER THE GROUPED
CHARACTERS OF THE CHARACTERS OF THE STRING
ROOT CODE CORRESPONDING TO ROOT CODE
OUTPUT THE n + 4 531 RECOVER THE DATA CHARACTERS OF THE
RECOVERED DATA £op RECOVERED GROUPED CHARACTERS OF
CHARACTERS IN THE THE STRING CORRESPONDING TO ROOT CODE
APPROPRIATE ORDER
EXTENDED BY THE FIRST
DATA CHARACTER OF THE OUTPUT THE DATA CHARACTERS RECOVERED
ROOT CODE, THEREBY FROM DICTIONARIES 1 AND 2 IN
OUTPUTTING THE STRING 232 APPROPRIATE ORDER EXTENDED BY THE
CORRESPONDING TO FIRST DATA CHARACTER OF THE STRING

CURRENT CODE CORRESPONDING TO ROOT CODE, THEREBY

OUTPUTTING THE STRING CORRESPONDING
TO CURRENT CODE

—{__shue-z |2

cas 533 SET EXTENSION CHARACTER TO THE 3 DATA

CHARACTERS FOLLOWING THE ROOT CODE OF
536 —| STRING CORRESPONDING TO PREVIOUS CODE

STORE , IN DICTIONARY 2
AT CODE ASSIGNED BY
CODE COUNTER, PREVIOUS

CODE + THE FIRST DATA + THE FIRST DATA CHARACTER OF THE
CHARACTER OF THE STRING CORRESPONDING TO CURRENT CODE
STRING CORRESPONDING

TO CURRENT CODE

537_ | STORE, IN DICTIONARY 1 AT CODE ASSIGNED
BY CODE COUNTER, THE ROOT CODE OF THE

STRING CORRESPONDING TO PREVIOUS CODE +
EXTENSION CHARACTER

538 STORE CODE IN CODE COUNTER IN
424 DICTIONARY TABLE
— Figure 19
TO 430 OF FIG. 13 *
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LZW DATA COMPRESSION AND
DECOMPRESSION APPARATUS AND
METHOD USING GROUPED DATA
CHARACTERS TO REDUCE DICTIONARY
ACCESSES

BACKGROUND OF THE INVENTION

1. Field of the Invention

The 1nvention relates to LZW data compression and
decompression systems particularly with respect to reducing
compressor and decompressor dictionary accesses by form-
ing portions of the compressor mput data character stream
into grouped data characters recognizable by the compressor
and decompressor.

2. Description of the Prior Art

Professors Abraham Lempel and Jacob Ziv provided the
theoretical basis for LZ data compression and decompres-
sion systems that are 1n present day widespread usage. Two
of their seminal papers appear 1n the IEEE Transactions on
Information Theory, I'T-23-3, May 1977, pp. 337-343 and 1n
the IEEE Transactions on Information Theory, IT-24-5,
September 1978, pp. 530-536. A ubiquitously used data
compression and decompression system known as LZW,
adopted as the standard for V.42 bis modem compression
and decompression, 1s described 1n U.S. Pat. No. 4,558,302
by Welch, 1ssued Dec. 10, 1985. LZW has been adopted as
the compression and decompression standard used in the
GIF image communication protocol and is utilized in the
TIFF 1mage communication protocol. GIF 1s a development
of CompuServe Incorporated and the name GIF 1s a Service
Mark thereof. A reference to the GIF specification 1s found
in GRAPHICS INTERCHANGE FORMAT, Version 89a,
Jul. 31, 1990. TIFF 1s a development of Aldus Corporation
and the name TIFF 1s a Trademark thereof. Reference to the
TIFF specification 1s found i1n TIFE, Revision 6.0, Final—
Jun. 3, 1992.

Further examples of LZ dictionary based compression and
decompression systems are described 1n the following U.S.
patents: U.S. Pat. No. 4,464,650 by Eastman et al., 1ssued
Aug. 7,1984; U.S. Pat. No. 4,814,746 by Miller et al., 1ssued
Mar. 21, 1989; U.S. Pat. No. 4,876,541 by Storer, 1ssued
Oct. 24, 1989; U.S. Pat. No. 5,153,591 by Clark, 1ssued Oct.
6, 1992; U.S. Pat. No. 5,373,290 by Lempel et al., 1ssued
Dec. 13, 1994; U.S. Pat. No. 5,838,264 by Cooper, 1ssued
Nov. 17, 1998; and U.S. Pat. No. 5,861,827 by Welch et al.,
1ssued Jan. 19, 1999.

In the above dictionary based LZ compression and
decompression systems, the compressor and decompressor
dictionaries may be initialized with all of the single char-
acter strings ol the character alphabet. In some
implementations, the single character strings are considered
as recognized although not explicitly stored. In such systems
the value of the single character may be utilized as 1ts code
and the first available code utilized for multiple character
strings would have a value greater than the single character
values. In this way the decompressor can distinguish
between a single character string and a multiple character
string and recover the characters thereof. For example, 1n the
ASCII environment, the alphabet has an 8 bit character size
supporting an alphabet of 256 characters. Thus, the charac-
ters have values of 0-255. The first available multiple
character string code can, for example, be 258 where the
codes 256 and 257 are utilized as control codes as 1s well
known.

In the above dictionary based LZ compression and
decompression systems, numerous dictionary accesses are
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2

required at the compressor for compressing an input stream
of data characters and also at the decompressor to recover
the data characters from the compressed code stream. At the
compressor at least one dictionary access 1s required for
cach 1nput data character and at the decompressor at least
one dictionary access 1s required for each recovered data
character. It 1s desirable 1in such systems to minimize the
number of dictionary accesses so as to enhance system
performance.

SUMMARY OF THE INVENTION

A data compressor compresses an input stream of data
characters 1nto an output stream of compressed codes by
storing strings of data characters encountered 1n the 1nput, a
string being stored as at least one grouping of a predeter-
mined number of the data characters (grouped character)
followed by one or more of the data characters. Each stored
string has a code associated therewith. In a compression
cycle, the mput stream 1s formed into at least one grouped
character followed by one or more of the data characters to
provide a formed 1nput stream. The formed input stream 1s
compared to the stored strings by matching the grouped
character(s) of the formed input stream with the grouped
character(s) of the stored strings and sequentially matching
the data character(s) of the formed input stream that follow
the grouped character(s) thereof with the data character(s) of
the stored strings that follow the grouped character(s)
thereof until one of the data characters causes a mismatch to
occur. In this manner, the longest match between the formed
input stream and the stored strings 1s determined. An
extended string 1s stored comprising the longest match
extended by the data character that caused the mismatch and
a code 1s assigned to the stored extended string. The code
assoclated with the longest match 1s output so as to provide
the stream of compressed codes. A grouped character com-
prising the data character that caused the mismatch concat-
enated by one less than the predetermined number of the
next following data characters 1s used to begin the next
compression cycle.

The predetermined number of data characters of the
orouped character 1s selected so that the grouped character
1s recognized at the decompressor and the data characters
comprising the grouped character can be recovered thereat.

In one embodiment, data character strings comprise an
initial grouped character followed by as many data charac-
ters as can be matched. In another embodiment, a string 1s
comprised of consecutive grouped characters followed by
one or more data characters up to a maximum of one less
than the predetermined number. In this embodiment, when
extension of a string for storage would result 1n the prede-
termined number of data characters following the consecu-
tive grouped characters, the predetermined number of data
characters 1s appended to the consecutive grouped characters
as a further grouped character.

The 1invention further includes a novel data decompressor
for recovering the mput stream of data characters from the
output stream of compressed codes for each compressor
embodiment. The decompressor recreates, from the stream
of compressed codes, the strings stored at the compressor in
lock-step fashion therewith. Furthermore, each decompres-

sor utilizes novel exception case processing based on that of
said U.S. Pat. No. 4,558,302.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic block diagram of a data compressor
for compressing data in accordance with the present inven-
tion.
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FIG. 2 1s a control flow chart 1illustrating the operations
executed by the compressor of FIG. 1 so as to perform data
compression 1n accordance with the present mnvention.

FIG. 3 1s a chart exemplifying the operations of the
compressor of FIG. 1 1n accordance with the control tlow

chart of FIG. 2.

FIG. 4 1s a schematic block diagram of a data decom-
pressor embodied 1n accordance with the present invention
for recovering data compressed by the compressor of FIG.

1.

FIG. 5 1s a control flow chart illustrating the operations
executed by the decompressor of FIG. 4 so as to perform
data decompression 1in accordance with the present inven-
tion.

FIG. 6 1s a control flow chart 1llustrating the Current Code
processing logic utilized 1n the flow chart of FIG. §.

FIG. 7 1s a control flow chart 1llustrating the Exception
Case processing logic utilized 1n the flow chart of FIG. 5.

FIG. 8 1s a chart exemplifying the operations of the
decompressor of FIG. 4 1n accordance with the control flow
charts of FIGS. §, 6 and 7.

FIG. 9 1s a schematic block diagram of an alternative
embodiment of a data compressor for compressing data 1n
accordance with the present invention.

FIG. 10 1s a control flow chart illustrating the operations
executed by the compressor of FIG. 9 so as to perform data
compression 1n accordance with the present mnvention.

FIG. 11 1s a chart exemplifying the operations of the
compressor of FIG. 9 1n accordance with the control flow

chart of FIG. 10.

FIG. 12 1s a schematic block diagram of a data decom-
pressor embodied 1n accordance with the present invention
for recovering data compressed by the compressor of FIG.

9.

FIG. 13 1s a control flow chart illustrating the operations
executed by the decompressor of FIG. 12 so as to perform
data decompression 1n accordance with the alternative
embodiment of the present invention.

FIG. 14 1s a control flow chart 1llustrating the Grouped
Character processing logic utilized in the control flow chart

of FIG. 13.

FIG. 15 1s a control flow chart illustrating the Current
Code Dictionary 1 processing logic utilized 1n the flow chart

of FIG. 13.

FIG. 16 1s a control flow chart illustrating the Current
Code Dictionary 2 processing logic utilized 1n the flow chart

of FIG. 13.

FIG. 17 1s a control flow chart illustrating the Exception
Case Grouped Character processing logic utilized in the flow

chart of FIG. 13.

FIG. 18 1s a control flow chart illustrating the Exception
Case Dictionary 1 processing logic utilized 1n the flow chart
of FIG. 13.

FIG. 19 1s a control flow chart illustrating the Exception
Case Dictionary 2 processing logic utilized 1n the flow chart

of FIG. 13.

FIG. 20 1s a chart exemplifying the operations of the
decompressor of FIG. 12 1n accordance with the control flow

charts of FIGS. 13-19.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

In the present invention, groupings of a predetermined
number of mput data characters are recognized, or alterna-
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tively stored, at the compressor and decompressor of a data
compression and decompression system. When the alphabet
over which data compression and decompression 1s per-
formed 1s comprised of a small number of data characters,
all combinations of a predetermined number of consecutive
data characters can form a set having a relatively small
number of groupings.

Consider, for example, a 4 character alphabet having a
character size of 2 bits. All combinations of 4 consecutive
characters form a set of 256 groupings. Each grouping can
be considered as an 8 bit character over an alphabet com-
prising 256 characters. For convenience, such a character
will be referred to herein as a “grouped character”. Alpha-
bets comprising 4 characters are prevalent on the Internet,
for example, in the 4 color images (e.g., advertisements,
logos, banners, labels and buttons) transported thereon. In
such an 1mage, each 1image pixel can assume one of four
colors.

The best mode embodiments described below are specifi-
cally directed to a 4 character alphabet where the grouped
character comprises 4 consecutive 2 bit data characters and,
therefore, the grouped character 1s 8 bits wide. It 1s appre-
clated that the invention 1s also applicable to other alphabet
sizes and data character groupings.

In the described embodiments, the 256 grouped characters
are assumed to be recognized at the compressor and decom-
pressor based on the values of the characters. In the
described embodiments, a grouped character will have a
value of less than 256. Strings longer than a single grouped
character will have codes greater than 256. It 1s appreciated
that the present invention could also be implemented utiliz-
ing embodiments wherein the dictionaries are initialized to
store the 256 grouped characters.

Two embodiments of the mmvention are described 1n detail
below. In the embodiment of FIGS. 1-8, each string begins
with a grouped character and i1s extended by matching
individual data characters. The compressor and decompres-
sor each utilize a single dictionary. In the embodiment of
FIGS. 9-20, consecutive grouped characters are matched
followed by matching data characters up to one less than the
predetermined number of data characters comprising the
orouped character. In this embodiment two dictionaries are
utilized. In the first dictionary, strings of consecutive
ogrouped characters are stored. The second dictionary 1is
utilized to store data character extensions of the strings
stored 1n the first dictionary.

The embodiments described below utilize dictionaries
that contain 4096 locations requiring a 12 bit wide address.
Many of the fields and registers to be described are,
therefore, 12 bits wide. The embodiments are also described
in terms of a variable code size that varies between 9 and 12
bits. When a grouped character of 8 bits or a code of less
than 12 bits 1s set 1into a 12 bit field or register, the quantity
1s considered right justified 1n the field or register with the
additional high order bits zero filled.

Referring to FIG. 1, a data compressor 10 1s illustrated
that compresses a stream of 1nput data characters applied at
an input 11 1nto a stream of corresponding compressed codes
at an output 12. The compressor 10 includes a 12 bit wide
Current Match register 13, a 2 bit wide Current Character
register 14 and a Code Size register 15. The Code Size
register 15 1s utilized 1n a well known manner to control the
number of bits utilized for transmitting the compressed
codes from the output 12. The compressor 10 also includes
Working Buifers 16 to provide buffering for fetched data
characters 1n a manner to be discussed. The compressor 10
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further 1includes a Code Counter 17 for sequentially gener-
ating code values to be assigned to character strings 1n a
manner to be described. The compressor 10 additionally
includes control 20 for controlling the operations of the
compressor 10 1n accordance with the operational flow chart

of FIG. 2 to be described below.

Also 1ncluded 1s a Dictionary 21 for storing character
strings 1n cooperation with the compressor 10. Specifically,
the Dictionary 21 contains 4096 locations configured as
indicated at reference numeral 22. A Dictionary location
includes a 12 bit wide Prefix Code field 23 and a 2 bit wide
Data Character field 24. A location 1s accessed in the
Dictionary 21 by a 12 bit wide address 25. In a well known
manner, a string 1s stored 1n the Dictionary 21 by storing the
code of the string prefix in the Prefix Code field 23 and the
string extension data character in the Data Character field 24
of a location 22 of the Dictionary. For convenience, the
address 25 1s utilized as the string code. Data 1s communi-
cated between the compressor 10 and the Dictionary 21 via
a bi-directional data bus 26 under control of a control bus 27.

The Dictionary 21 1s conveniently configured and utilized
as an assoclative memory for string searching and storage 1n
the manner described 1n said U.S. Pat. No. 5,838,264. String
scarching and storage may also be effected by other
arrangements, such as by hashing, as 1s well known 1n the
art.

Further included 1s an Input Data Character Buffer 30 that
buffers the mnput data character stream received at the input
11. The 1nput data characters are applied from the Input Data
Character Buffer 30 via a bus 31 to the Current Match
reglster 13, the Current Character register 14 and the Work-
ing Buffers 16 in accordance with operatlons to be
described. The compressor 10 controls acqulrmg input data
characters from the Input Data Character Buffer 30 via a
control bus 32.

Briefly, the operation of the compressor 10 is as follows.
At the beginning of a compression cycle, the Current Match
register 13 contains a grouped character that 1s established at
the end of the preceding compression cycle. At the begin-
ning of the cycle, the next input data character 1s fetched to
the Current Character register 14. The Daictionary 21 1is
scarched for the string represented by the contents of the
Current Match register 13 and the Current Character register
14. Conveniently, the Dictionary 21 1s utilized, as described
above, as an assoclative memory where the contents of the
Current Match register 13 and the contents of the Current
Character register 14 are compared to the Prefix Code field
23 and the Data Character field 24, respectively. If the string,
1s found 1n the Dictionary 21, the string code represented by
the address 235 1s loaded into the Current Match register 13
and the next input data character 1s fetched to the Current
Character register 14. The search continues until the string
represented by the contents of the Current Match register 13
and the Current Character register 14 1s not found in the
Dictionary 21. In this manner, the mnput data character
stream 1s matched against the strings in the Dictionary 21
until the longest match 1s determined.

The code of the longest matching string 1s output at the
compressed output 12 from the Current Match register 13
utilizing the number of bits determined by the Code Size
register 15. An extended string 1s stored 1n the Dictionary 21
by storing the contents of the Current Match register 13 and
the contents of the Current Character register 14 in the Prefix
Code field 23 and the Data Character field 24, resepctively,
of the Dictionary location addressed by the Code Counter
17. The Code Counter 17 1s incremented by 1 and the code
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size 1n the Code Size register 15 1s incremented by 1 when
the code 1n the Code Counter 17 indicates that an increase
in code size 1s required.

The compression cycle 1s concluded by setting the Cur-
rent Match register 13 to the grouped character comprising
the character in the Current Character register 14 concat-
enated with the next 3 fetched mput data characters.

The first compression cycle performed by the compressor
10 1s 1mitiated by fetching the first 4 input data characters to
the Current Match register 13 to form a grouped character
and by fetching the next input data character to the Current
Character register 14.

Referring to FIG. 2, with continued reference to FIG. 1,
a control flow chart 1s illustrated showing the detailed
operations to be executed by the compressor 10. The tlow
chart of FIG. 2 1s predicated on a variable length output and
the Code Size register 15 1s utilized to this effect. In the
preferred embodiment of the present invention, 256 grouped
characters are utilized as explained above. Therefore, the

code s1ze begins with 9 bits and sequentially increases to 10,
11 and 12 bats at codes 512, 1024 and 2048, respectively.

Accordingly, at a block 40, the Code Counter 17 1is
initialized to a first available code of, for example, 258. At
a block 41, the Code Size register 15 1s initialized to the
beginning code size of 9 bits. At a block 42, the Dictionary
21 and the Current Match register 13 are cleared to zero.

At a block 43, the first 4 input data characters are fetched
to the Current Match register 13 to form a grouped character
and at a block 44 the next input data character 1s fetched to
the Current Character register 14.

Processing continues at a block 45 whereat the Dictionary
21 1s searched to determine if the string comprising the
current match concatenated by the current character 1s 1n the
Dictionary. As described above, the Dictionary searching 1s
performed associatively and other known Dictionary search-
ing procedures may be utilized to the same effect.

If, at the block 45, the string 1s found 1n the Dictionary 21,
the YES branch from the block 435 1s taken to a block 46. At
block 46, the contents of the Current Match register 13 1s
updated to contain the code of the string that was found. At
block 46, therefore, the address 25 of the currently matched
string 1s set 1nto the Current Match register 13. After
updating the Current Match register 13 with the currently
matched string, control returns to the block 44 to fetch the
next input data character to the Current Character register
14. In this manner, the loop formed by the blocks 4446
compares the input data character stream with the strings
stored 1n the Dictionary 21 to find the longest match there-
with.

At the block 45, when the concatenation of the currently
matched string with the next data character fetched at the
block 44 results 1n an extended string that 1s not in the
Dictionary 21, the NO branch from the block 45 1s taken to
a block 47. At the block 47, the code of the current match 1s
output as part of the compressed code stream provided at the
compressor output 12. The code of the current match is
provided by the Current Match register 13. The code 1s
output utilizing the number of bits denoted by the Code Size
register 15. When current match 1s a grouped character
extended by one or more data characters, the code thereot
residing 1n the Current Match register 13 represents the
longest match found i1n the Dictionary 21 as described
above.

It 1s appreciated that the code of the current match that 1s
output at the block 47 can also be a grouped character having
a value of from 0 to 255. The code that 1s output for extended
strings will have a value from 258 through 4095.
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Processing proceeds to a block 50 whereat the extended
string that was not found in the Dictionary at the block 45
1s entered therein and the extant code of the Code Counter
17 1s assigned to this stored extended string. The block 50 1s
implemented by storing the contents of the Current Match
register 13 and the contents of the Current Character register
14 1n the Prefix Code field 23 and the Data Character field
24, respectively, of the Dictionary location addressed by the
Code Counter 17.

Processing then proceeds to a block 51 whereat the code
in the Code Counter 17 1s tested to determine if an increase
in the code size 1s required. If so, processing continues to a
block 52 whereat the Code Size register 15 1s incremented
by 1. If an 1ncrease 1n code size 1s not required at the block

51, the block 52 1s bypassed to continue processing at a
block 53. At block 53, the Code Counter 17 1s incremented

by 1.
Processing then proceeds to a block 54 whereat the
Current Match register 13 1s cleared and at a block 55, the

next 3 mput data characters are fetched to the Working
Buffers 16. At a block 56, the Current Match register 13 1s

set to the current character in the Current Character register
14 concatenated with the 3 fetched data characters in the

Working Buifers 16 to form a grouped character with which
to begin the next compression cycle. Accordingly, control
returns to the block 44 to fetch the next data character to the
Current Character register 14.

Referring to FIG. 3, with continued reference to FIGS. 1
and 2, an example of the operation of the compressor 10 1n
accordance with the flow chart of FIG. 2 1s 1llustrated. At the
top of FIG. 3, an mput data character stream 1s shown where
sequential characters are identified by character sequence
numbers. This 1s done to facilitate following the progress of

the characters through the steps of the example. It 1s appre-
ciated that the sequence numbers are shown for purposes of
character 1dentification and do not appear 1n the actual data
character stream.

As discussed above, the embodiments described herein
are predicated on an underlying data character alphabet of 4
characters, e.g., a, b, ¢ and d. The example 1nput data
character stream at the top of FIG. 3 utilizes a repetition of
the characters a, b and ¢ to exemplily the operations of the
compressor 10. The example 1s largely self-explanatory,
with the actions performed delineated in the left-hand col-
umn and the blocks of FIG. 2 that participate 1n the actions
designated 1n the right-hand column.

In actions 1-4, 6, 8, 10, 13, 17 and 20, the grouped
character that 1nitiates each respective string search 1s 1llus-
trated. In action 1, for example, the grouped character that
1s set 1into the Current Match register 13 at block 43 1is
“abca”. At block 45, the string for which the compressor 10
1s searching in the Dictionary 21 1s the concatenation of
current match with current character, which, 1n action 1, 1s
“abca b”. Since this string 1s not yet in the Dictionary, 1t 1s
stored therein 1 block 50 at code 258 and the code of the
current match 1s output at block 47, namely “abca”. It is
appreciated, as explained above, that the value of this code
1s less than 256. In this manner the decompressor will
recognize that it 1s receiving a grouped character and will
extract the data characters therefrom.

Actions 10-12 depict the search at blocks 44-46 for the

string comprising the grouped character “abca” extended by
the data characters “b” and “c”. This search results in the
output, at action 12, of the code 261. Since this code 1is
oreater than 256, the decompressor will recognize that 1t 1s
the code for an extended string and can access the characters
thereof from the decompressor dictionary in a manner to be
described.
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Actions 13-16 1illustrate a string search that results 1n
exception case processing which will be described 1n greater
detail with respect to the decompressor of FIG. 4. The
exception case processing utilized herein 1s a modification of
the exception case processing described 1n said U.S. Pat. No.

4,558,302.

More detailed descriptions of the actions of FIG. 3
relative to the blocks of FIG. 2 are readily apparent and will
not be provided for brevity.

It 1s appreciated from FIGS. 2 and 3 that because each
string search begins with a grouped character, dictionary
accesses are reduced compared to prior art procedures.
Additionally, since the string search continues after the
initial grouped character with individual data characters of
the mput data character stream, the compression ratio will
not be significantly affected.

Referring to FIG. 4, with continued reference to FIG. 1,
a data decompressor 110 1s illustrated that decompresses a
stream of compressed codes applied at an mnput 111 into a
recovered stream of data characters at an output 112. It 1s
appreciated that the compressed code stream from the output
12 of the compressor 10 (FIG. 1), if applied to the input 111
of the decompressor 110, results in the recovery, at the
output 112 of the decompressor 110, of the original 1nput
data character stream applied to the mput 11 of the com-
pressor 10.

A Dictionary 121 1s included for storing data character
strings corresponding to received compressed code inputs.
In the operation of the decompressor 110, the contents of the
Dictionary 121 are maintained identical to the contents of
the Dictionary 21 of the compressor 10 of FIG. 1. The
Dictionary 121 1s preferably implemented by a RAM and the
data structure thereof 1s arranged 1in a manner similar to that
described above with respect to the Dictionary 21.
Accordingly, a location 122 includes a 12 bit wide Prefix

Code field 123 and a 2 bit wide Data Character field 124.
The location 122 1s accessed by a 12 bit wide address 1285.
In a manner similar to that described above with respect to
the Dictionary 21, a string 1s stored 1n the Dictionary 121 by
storing the string prefix code 1n the field 123 and the string
extension character 1n the field 124. The string code for the
string stored at the location 122 1s conveniently provided by
the address 125. Data 1s communicated between the decom-
pressor 110 and the Dictionary 121 via a bi-directional data
bus 126 under control of a control bus 127.

The decompressor 110 includes a 12 bit wide Current
Code register 130, a 12 bit wide Previous Code register 131
and a Code Size register 132. The Code Size register 132
performs a similar function to that described above with
respect to the Code Size register 15 of the compressor 10 in
that the Code Size register 132 determines the number of bits
in which the decompressor 110 receives mnput compressed
codes. The decompressor 110 further includes a Code
Counter 133 for sequentially generating code values to be
assigned to extended strings stored 1 the Dictionary 121 by
the decompressor 110. The Code Counter 133 maintains a
lock-step relationship with the Code Counter 17 of the
compressor 10 of FIG. 1 as will be appreciated from the
descriptions to follow.

The decompressor 110 further includes Dictionary String
Recovery logic 134 for recovering strings stored in the
Dictionary 121 that are accessed by compressed codes. The
general methodology for recovering data character strings
from a dictionary in response to the string code correspond-
ing thereto 1s known 1n the art of data compression and

decompression (see, e.g., U.S. Pat. No. 4,558,302). The
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specific string recovery operations performed with respect to
the 1nmitial grouped character of each string will be described
below.

The decompressor 110 further includes Grouped Charac-
ter To Data Character Conversion logic 135. The logic 135
recovers, from a grouped character, the individual data
characters comprising the grouped character. The decom-
pressor 110 also includes Data Character String Forming
buifers 136. The buffers 136 are utilized by the logic 134 and
135 1 assembling the data characters comprising a string
recovered from the Dictionary 121. Further included 1n the
decompressor 110 1s control 137 for controlling the opera-
fions of the decompressor 110 in accordance with the
operational flow charts of FIGS. 5—7 in a manner to be

described.

Included with the decompressor 110 1s an Input Code
Bufler 140 that buffers the input compressed codes received
at the mnput 111. The individual mnput codes are applied from
the Input Code Buifer 140, via a bus 141, to the Current
Code register 130 in accordance with operations to be
described. The decompressor 110 controls acquiring input
codes from the Input Code Buifer 140 via a control bus 142.

Briefly, the operation of the decompressor 110 1s as
follows. A code 1s fetched to the Current Code register 130
utilizing the number of bits determined by the code size in
Code Size register 132. The fetched code 1s examined to
determine if 1t 1s less than 256. If so, the input code
comprises a grouped character transmitted by the compres-
sor 10. The 4 data characters comprising the fetched grouped
character 1n the Current Code register 130 are provided at
the output 112 as the recovered data characters of the string
corresponding to current code. The Grouped Character To
Data Character Conversion logic 135 and the Data Character
String Forming buffers 136 are utilized 1n this string recov-
ery process. Since the 4 data characters comprising the
fetched grouped character are contiguous in the Current
Code register 130, the recovered data characters are readily
extracted from the register 130 by the logic 135 and placed
in the buifers 136 for outputting. It 1s appreciated that access
to the Dictionary 121 1s not required 1n this string recovery
Process.

The Daictionary 121 1s then updated by storing an
extended string comprising the previous code extended by
the first data character of the fetched grouped character from
the Current Code register 130. Accordingly, the previous
code 1n the Previous Code register 131 1s stored in the Prefix
Code field 123 and the first data character of the fetched
orouped character 1s stored 1n the Data Character field 124
of the Dictionary location accessed by the Code Counter
133. The Code Counter 133 1s advanced and the Code Size
register 132 1s advanced 1if required and the current code 1n
the register 130 1s transferred to the Previous Code register
131 to conclude the cycle.

If the code fetched to the Current Code register 130 1s not
less than 256 and 1s less than the code 1n the Code Counter
133, the string corresponding to current code 1s recovered
from the Dictionary 121. The general methodology for
recovering a string from a dictionary 1s known as, for
example, from said U.S. Pat. No. 4,558,302. Brieily, the
Dictionary 121 1s accessed by the fetched current code and
the data character 1n the field 124 of the accessed Dictionary
location 1s transferred to the buffers 136. The code 1n the
field 123 1s utilized to again access the Dictionary 121 and
the data character at the accessed location 1s again stored in
the buffers 136. The process continues until the code 1n the

Prefix Code field 123 1s less than 256.
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In accordance with the present invention this prefix code
in the field 123 comprises the 1nitial grouped character of the
string represented by current code. The 4 contiguous data
characters of this grouped character are readily recovered
utilizing the logic 135 and are transferred to the buffers 136
to complete the string recovery process. The data characters
of the string in the buffers 136 are then provided to the
output 112 1n the appropriate order.

It 1s appreciated that the data characters of the string are
recovered from the field 124 of the Dictionary 121 in reverse
order. The buffers 136 are utilized to provide the data
characters 1n the correct order. The Dictionary String Recov-
ery logic 134 1s utilized to perform the described operations.

It 1s appreciated that since each string stored in the
Dictionary 121 begins with an mitial grouped character,
fewer Dictionary accesses are required than in the prior art
since the 1initial grouped character, comprising 4 data
characters, only requires one Dictionary access.

As above, the Dictionary 121 1s updated, the Code
Counter 133 and Code Size register 132 are incremented as
required and the current code 1s transferred from the register

130 to the Previous Code register 131.

If the fetched 1mnput code 1n the Current Code register 130
1s not less than the code 1 the Code Counter 133, exception
case processing similar to that described in said U.S. Pat.
No. 4,558,302 1s utilized. Briefly, the code 1n the Previous
Code register 131 1s utilized to recover the previous string.
The previous string 1s then utilized to recover the current
string by extending the previous string by the first data
character of the previous string. This extended string 1s then
output as the current string and stored 1n the Dictionary 121.
Different processing 1s utilized depending on whether the
previous code 1s or 1s not less than 256 as will be described
below.

As above, the Code Counter 133 and Code Size register
132 are incremented as required and the current code 1s
transterred from the register 130 to the Previous Code
register 131.

The control flow charts of FIGS. 5-7 1llustrate the detailed
operations to be executed by the decompressor 110. The
control 137 1s considered as containing appropriate circuitry
such as state machines to control execution of the opera-
fions.

Referring to FIG. §, with continued reference to FIG. 4,
at a block 150, the Code Counter 133 1s initialized in the

same manner as described above with respect to the block 40
of FIG. 2. At a block 151, the Code Size register 132 1is
mnitialized to the beginning code size as explained above
with respect to the block 41 of FIG. 2. At a block 152, the
Dictionary 121, the Current Code register 130 and the
Previous Code register 131 are cleared to zero.

At a block 153, the first input compressed code 1s fetched
to the Current Code register 130 utilizing the number of bits
determined by code size. Because of the above described
operations of the compressor 10, the first fetched code 1s a
orouped character. Accordingly, at a block 154, the 4 data
characters of the fetched grouped character are provided at
the decompressor output 112. The 4 data characters are
recovered from the Current Code register 130 1n the manner
described above. The 4 outputted data characters comprise
the string corresponding to current code. At a block 1355, the
current code 1n the Current Code register 130 1s transferred
to the Previous Code register 131.

At a block 156, the next input compressed code 1s fetched
to the Current Code register 130. It 1s appreciated that the
code fetched to the Current Code register 130 may represent
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cither a grouped character or a string having an nitial
orouped character followed by subsequent data characters.
As discussed above, such strings are distinguished from one
another by the value of the code. A code representing a
single grouped character has a value less than 256 while a

code representing a longer string has a value that 1s not less
than 256.

Accordingly, at a block 157, the code 1n the Current Code
register 130 1s tested to determine 1f current code 1s less than
256. If so, the YES branch 1s taken from the block 157 to a
block 160 whereat the 4 data characters of the fetched
orouped character 1n the Current Code register 130 are
provided by the decompressor 110 at the output 112.

Processing proceeds to a block 161 whereat an extended
string 1s stored 1n the Dictionary 121 comprising the previ-
ous code extended by the first data character of the fetched
grouped character 1n the Current Code register 130. The
extended string 1s stored in the Dictionary 121 at the code
assigned by the Code Counter 133. The block 161 1s
implemented by storing the contents of the Previous Code
register 131 and the first data character of the fetched
ogrouped character 1n the Prefix Code field 123 and the Data
Character field 124, respectively, of the Dictionary location
addressed by the Code Counter 133.

Processing proceeds to blocks 162-164 whereat 1ncre-
mentation of the Code Counter 133 and the Code Size
register 132 are performed 1n the manner described above
with respect to the blocks 51-53 of FIG. 2. In this manner,
the Code Counter 133 of the decompressor 110 remains 1n
lock-step with the Code Counter 17 of the compressor 10.

Processing proceeds to a block 165 whereat the current
code 1 the Current Code register 130 1s transferred to the
Previous Code register 131. Processing then loops back to
the block 156 to fetch the next input compressed code.

If, at the block 157, current code 1s not less than 256, the
No branch from the block 157 1s taken to a block 166
whereat the current code 1s tested against the code in the
Code Counter 133. If current code in the Current Code
register 130 1s less than the code in the Code Counter 133,
the YES branch from the block 166 1s taken to a block 167.
At the block 167, Current Code processing 1s performed, as
will be discussed 1n detail with respect to FIG. 6.

If at the block 166, current code 1s not less than the code
in the Code Counter 133, the NO branch 1s taken from the
block 166 to a block 168. At the block 168, Exception Case
processing 1s performed, as will be described 1n detail with
respect to FIG. 7. It 1s appreciated that Exception Case
processing will be mvoked in the embodiment described

herein when the received compressed code 1s equal to the
code 1n the Code Counter 133.

Processing continues from the blocks 167 and 168 to the
block 162 described above.

Referring to FIG. 6, with continued reference to FIGS. 4
and 5, details of the Current Code processing of the block
167 of FIG. 5 are illustrated. It 1s appreciated that the
Current Code processing of FIG. 6 1s mmvoked when the
decompressor 110 receives an input compressed code that
represents a string that 1s stored 1n the Dictionary 121. In the
present embodiment the stored string begins with an initial
ogrouped character followed by one or more data characters.

Accordingly, at a block 180, the data characters following
the 1nitial grouped character of the string corresponding to
current code are recovered from the Dictionary 121. At a
block 181, the 4 data characters that comprise the initial
orouped character of the string are recovered. The data
character recovery of the blocks 180 and 181 were described
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above with respect to FIG. 4 utilizing the logic 134 and 135
and the buffers 136.

At ablock 182, the data characters recovered at the blocks
180 and 181 are output by the decompressor 110 1n appro-
priate order. Thus, the recovered data character string at the
output 112 corresponds to the compressed code fetched to

the Current Code register 130.

The Dictionary 121 1s updated at a block 183 by storing,
an extended string comprising the string corresponding to
the code 1n the Previous Code register 131 extended by the
first data character of the initial grouped character of the
string corresponding to current code. This stored extended
string 1s assigned the string code value of the extant code of
the Code Counter 133. The block 183 1s implemented by
storing previous code from the Previous Code register 131
and the first data character of the 1nitial grouped character
recovered at the block 181 in the Prefix Code field 123 and
the Data Character field 124, respectively, of the location of
the Dictionary 121 addressed by the Code Counter 133.
Processing then continues at the block 162 of FIG. §.

When the compressed code fetched to the Current Code
register 130 imnvokes the Exception Case processing of block
168 of FIG. 5, the Dictionary 121 1s not yet storing the string,
corresponding to current code. The Exception Case process-
ing of block 168 constructs this string from the string

corresponding to previous code as 1illustrated 1n detail 1n
FIG. 7.

Referring to FIG. 7, with continued reference to FIGS. 4
and 3, details of the Exception Case processing of block 168
of FIG. § are illustrated. The Exception Case processing of
FIG. 7 proceeds differently 1f previous code 1n the Previous
Code register 131 represents a grouped character or an
extended string. Accordingly, at a block 190, the previous

code 1s tested to determine 1if it less than 256. If previous
code 1s less than 256, the YES branch 1s taken from the block

190 to a block 191. At the block 191, the 4 data characters
of the grouped character corresponding to previous code are
recovered. The 4 data characters are recovered by the logic
135 from the Previous Code register 131 and are stored 1n
the buffers 136 1n a manner similar to that described above
with respect to the recovery of the data characters of a
ogrouped character from the Current Code register 130.

Processing proceeds to a block 192 whereat the 4 data
characters of the grouped character corresponding to previ-
ous code extended by the first data character of this grouped
character are output by the decompressor 110. This extended
string 1s the string corresponding to the code just fetched to
Current Code register 130. The logic 135 extends the 4 data
characters held in the buffers 136 by the first data character
thereof and control 137 then outputs these 5 data characters
from the buffers 136 to the output 112.

Processing proceeds to a block 193 whereat the Dictio-
nary 121 1s updated with an extended string comprising the
string corresponding to previous code extended by the first
data character of the grouped character corresponding to
previous code. The string 1s stored 1n the Dictionary 121 at
the string code assigned by the Code Counter 133. The
function of block 193 is performed in a manner similar to
that described above with respect to block 161 as follows.
The code 1n the Previous Code register 131 1s stored 1n the
Prefix Code field 123 of the Dictionary location accessed by
the extant code in the Code Counter 133. The first data
character of the grouped character corresponding to previous
code 1s stored 1n the Data Character field 124 of the accessed
Dictionary location. This 1s readily accomplished since this
data character 1s stored 1n the buffers 136 as described above.
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Alternatively, this data character can be extracted from the
Previous Code register 131 since it 1s part of the grouped
character stored therein.

I, at the block 190, previous code 1s not less than 256, the
NO branch 1s taken to a block 194. At the block 194, the data
characters following the imitial grouped character of the
string corresponding to previous code are recovered. This
operation 1s performed 1n the manner described above with
respect to the block 180 of FIG. 6, except that in the block
194, the previous code 1s utilized rather than the current
code.

Processing proceeds to a block 195 whereat the 4 data
characters of the initial grouped character of the string
corresponding to previous code are recovered. The process-
ing of the block 195 1s similar to that described above with
respect to the block 181 of FIG. 6 except that the previous
code string 1s utilized rather than the current code string. At
this point 1n the processing, all of the data characters of the
string corresponding to previous code are arranged 1n the
buifers 136 1n the appropriate order 1n the manner described
above with respect to FIG. 6 with respect to the current code
string.

Processing proceeds to a block 196 whercat the data
character string recovered in the blocks 194 and 195 is
extended by the first data character of the initial grouped
character of this string and then output in the appropriate
order at the decompressor output 112. By these operations
the string corresponding to current code 1s recovered and
output. The operations are readily performed 1n the manner
generally described above with respect to block 182 of FIG.
6 cxcept that the string was recovered from previous code
rather than from current code. The string extending process
of block 196 is readily performed in the buffers 136 since
this first data character utilized to extend the string 1s already

in the buffers 136 pursuant to the data character recovery
process of the block 195.

Processing proceeds to a block 197 whereat the extended
string constructed and output 1n the block 196 1s effectively
stored 1n the Dictionary 121 at the code assigned by the
Code Counter 133. This 1s performed by storing the previous
code 1n the Previous Code register 131 1n the Prefix Code
field 123 of the Dictionary location accessed by the extant
code 1n the Code Counter 133. The first data character of the
initial grouped character of the string corresponding to
previous code 1s stored 1n the Data Character field 124 of this
accessed Dictionary location. The data character utilized to

extend the string 1s found in the buffers 136 as described
above. Control then returns to the block 162 of FIG. 5.

Referring to FIG. 8, with continued reference to FIGS.
4—7, an example of the operation of the decompressor 110 in
accordance with the flow charts of FIGS. 5-7 1s 1llustrated.
The format of FIG. 8 1s generally similar to that of FIG. 3
and descriptions given above with respect to FIG. 3 are
applicable. The Input Compressed Code Stream at the top of
FIG. 8 1s the compressor output illustrated 1n FIG. 3. It 1s
observed that the output of FIG. 8 1s the recovered data
character stream 1illustrated at the top of FIG. 3.

It 1s noted that the Input Compressed Code Stream at the
top of FIG. 8 begins with three grouped characters namely
“abca”, “bcab” and “cabc”. In actions 1-3, these three
ogrouped characters are processed by the denoted blocks of
FIG. 5 without the use of dictionary string searching which
otherwise would have been required 1n the prior art. Actions
4-7 and 9 exemplily the processing of the strings repre-
sented by mput codes 258, 259, 260, 261 and 263. The string
processing of these actions utilize the Current Code pro-
cessing of block 167 detailed 1n FIG. 6.
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Actions 8 and 10 exemplify the Exception Case process-
ing of FIG. 7 for input codes 264 and 266, respectively. As
described above, this Exception Case processing utilizes the
Exception Case processing blocks 190 and 194-197.

More detailed descriptions of the actions of FIG. 8
relative to the blocks of FIGS. 5-7 are readily apparent and
will not be provided for brevity.

It 1s appreciated that 1in the compressor and decompressor
embodiment of FIGS. 1-8, numerous dictionary accesses are
avolded compared to prior art implementations. For
example, 1n FIG. 2, blocks 44 and 56, 4 data characters are
concatenated and processed as grouped characters thereby
climinating numerous compressor dictionary accesses. In
FIG. 5, block 160, grouped character mputs to the decom-
pressor are processed without accessing the dictionary.
Furthermore, 1n FIG. 6, block 181, and FIG. 7, block 195,
the 1mitial grouped character of a string 1s processed to
provide 4 data characters of the string which otherwise
would have required 4 separate dictionary accesses.
Additionally, FIG. 7, block 191, recovers 4 data characters
of a grouped character during Exception Case processing
which does not require dictionary access.

It 1s appreciated that to the extent grouped characters are
utilized, dictionary accesses are eliminated. However, uti-
lizing grouped characters modifies the statistics of the under-
lying data potentially reducing the compression ratio. In the
embodiment of FIGS. 1-8, a grouped character 1s utilized at
the beginning of a string followed by as many data charac-
ters as can be matched. Therefore, a compromise 1s estab-
lished between the elimination of dictionary accesses and
the preservation of the data character statistics. In the

compressor and decompressor embodiment of FIGS. 9-20,
to be described, successive grouped characters are matched
followed by up to 3 matching data characters. It 1s appre-
clated that compared to the embodiment of FIGS. 1-8,
further dictionary accesses may be eliminated but with a
further suppression of the original data statistics. Since,
however, the underlying LZW process utilized herein adapts
to the statistics of input data, any reduction of data com-
pression should be minimal.

FIGS. 9-11 depict a data compressor of an alternative
embodiment of the invention. Referring to FIG. 9, a data
compressor 210 1s illustrated that compresses a stream of
input data characters applied at an mput 211 into a stream of
corresponding compressed codes at an output 212. The
compressor 210 includes a 12 bit wide Current Match
register 213 and an 8 bit wide Current Character register 214
for holding a grouped character. The Current Character
register 214 1s comprised of 4 contiguous 2 bit wide data
character fields 215-218 for holding and indexing the data
characters comprising the grouped character. The compres-
sor 210 mncludes a Code Size register 221 utilized 1n a well
known manner to control the number of bits utilized for
transmitting the compressed codes from the output 212. The
compressor 210 further includes Working Buffers 222 to
provide buifering for fetched data characters in a manner to
be discussed. The compressor 210 also includes a Code
Counter 223 for sequentially generating code values to be
assigned to character strings 1n a manner to be described.
The compressor 210 includes a 12 bit wide Current Match
Temp register 224 for providing temporary storage of cur-
rent match code values and an n-register 225 for holding an
index n for reasons to be discussed. The compressor 210
additionally mncludes control 226 for controlling the opera-

tions of the compressor 210 1n accordance with the opera-
tional flow chart of FIG. 10 to be described below.

Also included is a Dictionary 230 (denoted as Dictionary
1) for storing strings in cooperation with the compressor 210
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that are comprised of consecutive grouped characters. The
Dictionary 230 contains 4096 locations configured as indi-

cated at reference numeral 231. A Dictionary location
includes a 12 bit wide Prefix Code field 232 and an 8 bat
wide Grouped Character field 233. A location 1s accessed 1n
the Dictionary 230 by a 12 bit wide address 234. In a manner
similar to that described above with respect to the Dictionary
21 of FIG. 1, a string 1s stored in the Dictionary 230 by
storing the code of the string prefix 1n the Prefix Code field
232 and an extension grouped character in the Grouped
Character field 233 of a location 231 of the Dictionary. For
convenience, the address 234 1s utilized as the string code.
Data 1s communicated between the compressor 210 and the
Dictionary 230 via a bi-directional data bus 235 under
control of a control bus 236.

Also included is a Dictionary 240 (denoted as Dictionary
2) for storing single data character extensions of the strings
stored 1n the Dictionary 230. The descriptions given with
respect to elements 231-236 of the Dictionary 230 also
apply to the elements 241-246, respectively, of the Dictio-
nary 240 except for the 2 bit wide Data Character field 243.
A string 1s stored 1n the Dictionary 240 by storing the code
of the string prefix in the Prefix Code field 242 and the string
extension data character in the Data Character field 243. The
string code 1s provided by the address 244.

The Dictionaries 230 and 240 are conveniently configured
and utilized as associative memories for string searching and
storage generally 1n the manner described 1n said U.S. Pat.
No. 5,838,264. String searching and storage may also be
clfected by other arrangements, such as by hashing, as is
well known 1n the art.

Further included 1s an Input Data Character Buifer 250
that buffers the mput data character stream received at the
input 211. The 1nput data characters are applied from the
Input Data Character Buifer 250 via a bus 251 to the Current
Match register 213, the Current Character register 214 and
the Working Buifers 222 1n accordance with operations to be
described. The compressor 210 controls acquiring input data
characters from the Input Data Character Buffer 250 via a
control bus 252.

Briefly, the operation of the compressor 210 1s as follows.
At the beginning of a compression cycle, the Current Match
register 213 contains a grouped character that 1s established
at the end of the preceding compression cycle. At the
beginning of the cycle, the next grouped character in the
input data character stream 1s fetched to the Current Char-
acter register 214. The Dictionary 230 1s searched for the
string represented by the contents of the Current Match
register 213 extended by the grouped character in the
Current Character register 214. Conveniently, the Dictionary
230 1s utilized, as described above, as an associative
memory where the contents of the Current Match register
213 and the contents of the Current Character register 214
are compared to the Prefix Code field 232 and the Grouped
Character ficld 233, respectively. If the string 1s found 1 the
Dictionary 230, the string code represented by the address
234 is loaded into the Current Match register 213 and the
next grouped character 1n the mput data character stream 1s
fetched to the Current Character register 214. The search
continues until the string represented by the contents of the
Current Match register 213 and the Current Character reg-
ister 214 1s not found in the Daictionary 230. When this
occurs, the contents of the Current Match register 213 are
temporarily stored in the Current Match Temp register 224
and the mmdex n i1n the n-register 225 1s set to 1. The
Dictionary 240 1s then searched for single data character
extensions of current match.
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Accordingly, the Dictionary 240 1s associatively searched
for the string represented by the contents of the Current
Match register 213 extended by the first Data Character of
the Current Character register 214 as indexed by n. In the
manner described above with respect to the Dictionary 230,
the contents of the Current Match register 213 and the
contents of the first Data Character field 215 of the Current
Character register 214 are compared to the Prefix Code field
242 and the Data Character field 243, respectively. If the
string 1s found in the Dictionary 240, the string code
represented by the address 244 1s loaded into the Current
Match register 213 and the 1ndex n 1n the n-register 225 1s
increased by 1. The search continues until the string repre-
sented by the contents of the Current Match register 213 and
the contents of the nth Data Character ficld of the Current
Character register 214 1s not found 1n the Dictionary 240 or
the 1ndex n becomes greater than 3.

If the searched for string 1s not found in the Dictionary
240, 1t 1s stored therein and the code of the current match
from the Current Match register 213 1s output. If the index
n becomes greater than 3, the string represented by the
contents of the Current Match Temp register 224 extended
by the grouped character in the Current Character register
214 1s stored 1n the Dictionary 230 and the code of the
current match from the Current Match register 213 1s output.
In this manner, the mput data character stream 1s matched
against the strings 1n the Dictionaries 230 and 240 until the
longest match 1s determined. The code of the longest match-
ing string 1s output from the Current Match register 213 at
the compressed output 212 utilizing the number of bits
determined by the Code Size register 221.

Speciiically, if the string was not found 1n the Dictionary
240, the extended string 1s stored therein by storing the
contents of the Current Match register 213 and the contents
of the n” Data Character field of the Current Character
register 214 in the Prefix Code field 242 and the Data
Character field 243, respectively, of the location of the
Dictionary 240 addressed by the Code Counter 223. If the
index n became greater than 3, the extended string 1s stored
in the Dictionary 230 by storing the contents of the Current
Match Temp register 224 and the contents of the Current
Character register 214 1n the Prefix Code field 232 and the
Grouped Character field 233, respectively, of the location of
the Dictionary 230 addressed by the Code Counter 223.

The Code Counter 223 1s incremented by 1 and the code
size 1n the Code Size register 221 1s incremented by 1 when
the code 1n the Code Counter 223 mdicates that an increase
in code size 1s required.

If the string was not found in the Dictionary 240 and n 1s
equal to 1, the compression cycle 1s concluded by setting the
Current Match register 213 to the contents of the Current
Character register 214.

If the string was not found in the Dictionary 240 and n 1s
2 or 3, the compression cycle 1s concluded by setting the
Current Match register 213 to the n”* through the 4” Data
Character of the Current Character register 214 concatenated
with the next n-1 fetched data characters.

If n 1s greater than 3, the compression cycle 1s concluded
by setting the Current Match register 213 to the 4”7 Data
Character of the Current Character register 214 concatenated
with the next 3 fetched data characters.

The first compression cycle performed by the compressor
210 1s 1mitiated by fetching the first 4 input data characters
to the Current Match register 213 to form a grouped char-
acter and by fetching the next 4 data characters to the
Current Character register 214 to form a grouped character.
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Referring to FIG. 10, with continued reference to FIG. 9,
a control flow chart 1s 1illustrated showing the detailed
operations to be executed by the compressor 210. The flow
chart of FIG. 10 1s predicated on a variable length output as
discussed above with respect to FIG. 2. Accordingly, at a
block 260, the Code Counter 223 1s initialized to a first
available code of, for example, 258. At a block 261, the

Code Size register 221 1s mitialized to the beginning code
size of 9 bits. At a block 262, the Dictionaries 230 and 240

and the Current Match register 213 are cleared to zero.

At a block 263, the first 4 input data characters are fetched
to the Current Match register 213 to form a grouped char-
acter and at a block 264, the next 4 input data characters are
fetched to the Current Character register 214 to form a
orouped character.

Processing continues at a block 265 whereat the Dictio-
nary 230 1s searched to determine if the string comprising
the current match concatenated by the current grouped
character 1s in the Dictionary 230. As described above, the
dictionary searching 1s performed associatively and other
known dictionary searching procedures may be utilized to
the same effect. Specifically, in the embodiment of FIG. 9,
the Current Match register 213 1s compared to the Prefix
Code field 232 and the current grouped character i the
Current Character register 214 1s compared to the Grouped

Character field 233.

If, at the block 265, the string 1s found 1n the Dictionary
230, the YES branch from the block 265 1s taken to a block
266. At the block 266, the contents of the Current Match
register 213 1s updated to contain the code of the string that
was found in the Dictionary 230. At block 266, therefore, the
address 234 of the matched string 1s set into the Current
Match register 213. After updating the Current Match reg-
ister 213 with the currently matched string, control returns
to the block 264 to fetch the next 4 input data characters to
the Current Character register 214 to form the next input
ogrouped character. In this manner, the loop formed by the
blocks 264-266 compares the input data character stream
with the strings stored i the Dictionary 230 to find the
longest match with the stored strings which, as discussed
above, comprise strings of consecutive grouped characters.

At the block 265, when the concatenation of the currently
matched string 1n the Dictionary 230 with the next grouped

character fetched at the block 264 results in a string that 1s
not 1n the Dictionary 230, the NO branch from the block 265

1s taken to a block 267. At the block 267, the Current Match
Temp register 224 1s cleared to zero and, at a block 268, the

contents of the Current Match register 213 1s set into the
Current Match Temp register 224. At a block 269 the
n-register 225 1s set to 1.

Processing continues at a block 272 whereat the Dictio-
nary 240 1s searched to determine if the string comprising
the current match concatenated by the n”* data character in
the Current Character register 214 1s 1n the Dictionary 2440.
As described above, the dictionary searching 1s performed
associatively and other known dictionary searching proce-
dures may be utilized to the same effect. Specifically, when
scarching associatively, the contents of the Current Match
register 213 1s compared to the Prefix Code field 242 and the
data character 1in the Current Character register 214 selected
by the index n 1s compared to the Data Character ficld 243.
Since the index n 1s set to 1 1n the block 269, the comparison
1s first made utilizing the data character 1in the Data Char-

acter field 215.

If, at the block 272, the string 1s found 1n the Dictionary
240, the YES branch from the block 272 1s taken to a block
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273. At block 273 the contents of the Current Match register
213 1s updated to contain the code of the string that was
found. At block 273, therefore, the address 244 of the
currently matched string i1s set into the Current Match
register 213. Control then proceeds to a block 274 whereat
the index n, 1n the n-register 225, 1s incremented by 1 and,
at a block 275, the incremented 1index 1s tested to determine
if 1t 1s greater than 3. If the index n 1s not greater than 3, the
NO branch from the block 275 1s taken back to the block 272
to determine if the string comprising current match concat-
enated by the data character in the Data Character field 216
(n=2) of the Current Character register 214 is in the Dic-
tionary 240. In this manner, the loop formed by the blocks
272275 extends the current match sequentially by the first,
seccond and third data characters in the respective Data
Character fields 215, 216 and 217 of the Current Character
register 214 to determine 1f each extended string 1s in the
Dictionary 240.

If, during the processing of the loop comprising the blocks
272275, one of these extended strings 1s not 1n the Dictio-
nary 240, the NO branch from the block 272 1s taken to a
block 280. At the block 280, the extended string that was not
found 1n the Daictionary 240 at the block 272 1s entered
therein and the extant code of the Code Counter 223 1is
assigned to this stored extended string. The block 280 1s
implemented by storing the contents of the Current Match
register 213 and the data character 1n the Current Character
register 214 indexed by the n-register 225 1n the Prefix Code
field 242 and the Data Character field 243, respectively, of
the location of the Dictionary 240 addressed by the Code
Counter 223.

At a block 281, the code of the current match 1s output as
part of the compressed code stream provided at the com-
pressor output 212. The code of the current match 1s
provided by the Current Match register 213. The code 1s
output utilizing the number of bits denoted by the Code Size
register 221.

It 1s appreciated by the operation of the compressor 210
that the code of the current match that is output at the block
281 can be of a grouped character having a value of from O
to 255 or can be of an extended string having a code value
of from 258 through 4095. Thercafter, at blocks 282284,
the Code Counter 223 and the Code Size register 221 are
incremented 1n the manner described above with respect to

the blocks 51-53 of FIG. 2.

Processing then proceeds to a block 285 whereat the
Current Match register 213 is cleared to zero. At a block 286,
the 1index 1n the n-register 225 1s tested to determine 1f n 1s
equal to 1. If n 1s equal to 1, the YES branch from the block
286 1s taken to a block 287 whereat the Current Match
register 213 1s set to the contents of the Current Character
register 214.

If, at the block 286, the index n 1s not equal to 1, the NO
branch from the block 286 1s taken to a block 288 whereat
the next n—1 data characters are fetched to the Working
Buffers 222. At a block 289, the Current Match register 213
is set to the n” through 4 data characters of the Current
Character register 214 concatenated with the n-1 fetched
data characters 1n the Working Buffers 222 to form a
orouped character. It 1s appreciated that at both the blocks
287 and 289, the Current Match register 213 1s set with a
orouped character with which to begin the next compression
cycle. Accordingly, control returns from the block 287 or the
block 289 to the block 264 to fetch the next 4 input data
characters to the Current Character register 214 to form a
orouped character.
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If. at the block 275, the index n 1n the n-register 225 1s
orcater than 3, the YES branch 1s taken from the block 275

to a block 300. At this point in the processing, the code 1n
the Current Match register 213 represents a string in the
Dictionary 240 that was successively extended and matched
utilizing the data characters 1n the Data Character fields 215,
216 and 217 of the Current Character register 214. In effect,
it was the data character in the Data Character field 218 of

the Current Character register 214 that caused the mismatch
at the block 2685. It 1s now appropriate to extend the string
in the Dictionary 230 represented by the code 1n the Current
Match Temp register 224 by the grouped character residing
in the Current Character register 214 and to store this string
in the Dictionary 230.

Thus, at the block 300, this extended string 1s entered mto
the Dictionary 230 and the extant code of the Code Counter
223 1s assigned to this stored extended string. The block 300
1s implemented by storing the contents of the Current Match
Temp register 224 and the contents of the Current Character
register 214 1n the Prefix Code field 232 and the Grouped

Character field 233, respectively, of the location of the
Dictionary 230 addressed by the Code Counter 223.

The operations of the blocks 301-3035 parallel the opera-
tions described above with respect to the blocks 281-2885.
Briefly, the code of current match i1s output, the Code
Counter and code size are appropriately incremented and the
Current Match register 213 1s cleared to zero.

At a block 306, the next 3 mnput data characters are fetched
to the Working Buifers 222. At a block 307, the Current
Match register 213 1s set to the fourth data character in the
Data Character ficld 218 of the Current Character register
214 concatenated with the 3 fetched data characters 1n the
Working Buffers 222 to form a grouped character with
which to begin the next compression cycle. Accordingly,
control returns from the block 307 to the block 264 to fetch
the next mput grouped character to the Current Character
register 214 as discussed above with respect to the blocks

287 and 289.

Referring to FIG. 11, with continued reference to FIGS. 9
and 10, an example of the operation of the compressor 210
in accordance with the flow chart of FIG. 10 1s 1llustrated.
The format of FIG. 11 1s similar to that of FIG. 3 and
descriptions given above with respect to FIG. 3 are appli-
cable. As discussed above, an underlying data character
alphabet of 4 characters, €.g., a, b, ¢ and d, 1s assumed. The
example mput data character stream at the top of FIG. 11
utilizes the repetition of the characters a and b to exemplily
the operations of the compressor 210.

Inactions 1, 2, 4, §, 7, 10, 14, 17, 21, 23, 26, 28, 35 and
40, the two consecutive grouped characters that initiate each
respective string search 1s 1illustrated. In action 4, for
example, the grouped character that 1s set into the Current
Match register 213 at the end of the preceding cycle is
“baba”. The fetched grouped character in the Current Char-
acter register 214 1s “baba”. The string for which the
compressor 210 1s searching in Dictionary 1 1s the concat-
enation of current match with current character, which, 1n
action 4 1s “baba baba”. Since the string 1s not 1n Dictionary
1, block 272 determines 1f current match concatenated with
the first data character of current character 1s 1n Dictionary
2. Since this string “baba b” 1s not yet 1n Dictionary 2, 1t 1s
stored therein at code 260 and the code of the current match
1s output, namely, “baba”. It 1s appreciated, as explained
above, that the value of this code 1s less than 256. In this
manner, the decompressor will recognize that it 1s receiving
a grouped character and will extract the data characters
therefrom.
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Actions 7-9 depict the search for the string “abab abab”
in Dictionary 1. Since this string 1s not yet in Dictionary 1,
Dictionary 2 1s searched for the string “abab a” which 1s
found therein. Pursuant to the blocks 272275 of FIG. 10,
Dictionary 2 1s then searched for the string “258 b” which 1s
also found therein. Reiteration of the loop comprising blocks
272-275 then searches Dictionary 2 for the string “259a”.
Since this string 1s not yet in Dictionary 2, 1t 1s stored therein
and the code 259 1s output. Since this code 1s greater than
256, the decompressor will recognize that it 1s the code for
an extended string and can access the characters thereof
from the Decompressor Dictionary in a manner to be

described.

Actions 10-13 depict a search similar to that described
with respect to actions 7-9 except that the index n at the
block 275 becomes greater than 3 and at action 13 the string
“abab abab” 1s stored in Dictionary 1.

Actions 35-39 depict the operations of the flow chart of
FIG. 10 whereby a string comprising 3 consecutive grouped
characters 1s stored 1n Dictionary 1. As seen, this string 1s
comprised of the grouped characters “abab abab abab™.

Numerous of the string searches depicted 1in FIG. 11 result
in Exception Case processing which will be described in
oreater detail with respect to the decompressor of FIG. 12.
The string searches that result in the Exception Case pro-
cessing are depicted by actions 2-3, 5-6, 10-13, 17-20,
23-25, 28-30 and 35-39. The Exception Case processing
utilized heremn 1s a modification of the Exception Case
processing described 1n said U.S. Pat. No. 4,558,302,

More detailed descriptions of the actions of FIG. 11
relative to the blocks of FIG. 10 are readily apparent and will
not be provided for brevity.

FIGS. 12-20 depict a data decompressor of the alternative
embodiment of the mvention. Referring to FIG. 12, with
continued reference to FIG. 9, a data decompressor 310 1s
illustrated that decompresses a stream of compressed codes
applied at an input 311 into a recovered stream of data
characters at an output 312. It 1s appreciated that the
compressed code stream from the output 212 of the com-
pressor 210 (FIG. 9), if applied to the input 311 of the
decompressor 310, results. 1n the recovery, at the output 312
of the decompressor 310, of the original 1nput data character
stream applied to the input 211 of the compressor 210.

Dictionaries 320 and 330, denoted as Dictionary 1 and
Dictionary 2, respectively, are included for storing data
character strings corresponding to received compressed
input codes. In the operation of the decompressor 310, the
contents of the Daictionaries 320 and 330 are maintamed

identical to the contents of the respective Dictionaries 230
and 240 of the compressor 210 of FIG. 9. The Dictionaries

320 and 330 are preferably implemented by RAM and the
data structures thereof are arranged in a manner similar to
that described above with respect to the Dictionaries 230 and
240, respectively.

Accordingly, a location 321 of Dictionary 320 includes a

12 bit wide Prefix Code field 322 and an 8 bit wide Grouped
Character ficld 323. The location 321 1s accessed by a 12 bit
wide address 324. In a manner similar to that described
above with respect to the Dictionary 230, a string 1s stored
in the Dictionary 320 by storing the string prefix code 1n the
field 322 and the string extension grouped character in the
field 323. The string code for the stored string at the location
321 i1s conveniently provided by the address 324. Data 1s
communicated between the decompressor 310 and the Dic-
tionary 320 via a bi-directional data bus 325 under control
of a control bus 326.
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A location 331 of the Dictionary 330 mcludes a 12 bit
wide Prefix Code field 332 and a 2 bit wide Data Character
field 333. The location 331 1s accessed by a 12 bit wide
address 334. In a manner similar to that described above
with respect to the Dictionary 240, a string 1s stored 1n the
Dictionary 330 by storing the string prefix code in the field
332 and the string extension data character in the field 333.
The string code for the string stored at the location 331 is
conveniently provided by the address 334. Data 1s commu-
nicated between the decompressor 310 and the Dictionary

330 via a bi-directional data bus 335 under control of a
control bus 336.

In a manner similar to that described above with respect
to FIG. 9, the Dictionary 320 stores strings that are com-
prised of consecutive grouped characters and the Dictionary
330 stores single data character extensions of the strings
stored 1n the Dictionary 320.

The decompressor 310 includes a 12 bit wide Current
Code register 340, a 12 bit wide Previous Code register 341
and a Code Size register 342. The Code Size register 342
performs a similar function to that described above with
respect to the Code Size register 221 of the compressor 210
in that the Code Size register 342 determines the number of
bits 1n which the decompressor 310 receives mput com-
pressed codes. The decompressor 310 further includes a
Code Counter 343 for sequentially generating code values to
be assigned to extended strings stored in the Dictionaries
320 and 330 by the decompressor 310. The codes are
assigned so that a string stored either 1n the Dictionary 320
or the Dictionary 330 has a unique string code. The Code
Counter 343 maintains a lock-step relationship with the
Code Counter 223 of the compressor 210 of FIG. 9 as will

be appreciated from the descriptions to follow.

The decompressor 310 further includes Dictionary 1
String Recovery logic 344 and Dictionary 2 String Recovery
logic 345 for recovering strings stored i1n the respective
Dictionaries 320 and 330 that are accessed by compressed
codes. The general methodology for recovering data char-
acter strings from a dictionary 1n response to the string code
corresponding thereto 1s known in the art of data compres-
sion and decompression (see, €.g., U.S. Pat. No. 4,558,302).
The specific string recovery operations performed with
respect to the grouped characters of the strings will be
described below.

Since the Dictionary 320 stores strings comprising con-
secutive grouped characters and the Dictionary 330 stores
single character extensions of the strings stored in the
Dictionary 320, recovery of such a string involves access of
both Dictionaries 320 and 330 1n a manner to be described.

The decompressor 310 further includes Grouped Charac-
ter to Data Character Conversion logic 346 that recovers,
from a grouped character, the individual data characters
comprising the grouped character. The decompressor 310
also 1ncludes Data Character String Forming butfers 347 that
are utilized by the logic 344, 345 and 346 1n assembling the

data characters comprising a string recovered from the
Dictionaries 320 and 330.

The decompressor 310 further includes a Dictionary Table
350 for listing the codes of the strings stored 1n Dictionary
1. The Daictionary Table 350 1s used by the decompressor
310 to determine which Dictionary to access for a current
input code or for a previous code when doing Exception
Case processing.

The decompressor 310 also includes a Flag register 351
and a Flag Temp register 352. The decompressor 310 uses
the registers 351 and 352 to determine which of Dictionary
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1 or Dictionary 2 1s appropriate for storing an extended
string. The string recovered 1n a current cycle becomes the
previous string 1n the next cycle. It 1s the previous string in
the next cycle that 1s extended and stored. Thus, 1n a current
cycle, the decompressor 310 determines from the character-
istics of the current recovered string, the appropriate Dic-
tionary for storing this string when extended in the next
cycle. A flag indicating the Dictionary 1in which the string
should be stored 1s set 1into the Flag Temp register 352. At the
end of a decompression cycle, the flag in the Flag Temp
register 352 1s transferred to the Flag register 351. During
the string storage portion of the decompression cycle, the
decompressor 310 consults the Flag register 351 to deter-
mine the Dictionary into which to store the extended string.

The decompressor 310 further includes an n-register 353.
One of the criteria utilized by the decompressor 310 to
determine whether to store the Dictionary 1 flag or the
Dictionary 2 flag in the Flag Temp register 352 1s the number
of data characters following the root code of a string
accessed 1 Dictionary 2. This number of data characters 1s
denoted by the variable n which 1s held 1n the n-register 353.

The decompressor 310 also includes an 8 bit wide Exten-
sion Character register 360 comprised of contiguous 2 bit
wide Data Character ficlds 361-364. The Extension Char-
acter register 360 1s utilized by the decompressor 310 for
providing the extension grouped character for the Grouped
Character field 323 of the Dictionary 320 when storing an
extended string 1n the Dictionary 320. Further mncluded in
the decompressor 310 1s control 365 for controlling the
operations of the decompressor 310 1n accordance with the

operational flow charts of FIGS. 13—19 in a manner to be
described.

Included with the decompressor 310 1s an Input Code
Bufler 370 that buffers the input compressed codes received
at the input 311. The individual 1nput codes are applied from
the Input Code Buffer 370, via a bus 371, to the Current
Code register 340 1n accordance with operations to be
described. The decompressor 310 controls acquiring i1nput
codes from the Input Code Buifer 370 via a control bus 372.

Briefly, the operation of the decompressor 310 1s as
follows. A code 1s fetched to the Current Code register 340
utilizing the number of bits determined by the code size 1n
Code Size register 342. The fetched code 1s examined to
determine 1f 1t 1s less than 256. If current code 1s less than
256, the 1nput code comprises a grouped character transmit-
ted by the compressor 210. The 4 data characters comprising
the fetched grouped character in the Current Code register
340 are provided at the output 312 of the decompressor 310
as the recovered data characters of the string corresponding
to current code. The Grouped Character To Data Character
Conversion logic 346 and the Data Character String Form-
ing buffers 347 are utilized 1n this string recovery process.
Since the 4 data characters comprising the fetched grouped
character are contiguous 1n the Current Code register 340,
the recovered data characters are readily extracted from the
register 340 by the logic 346 and placed 1n the buifers 347
for outputting. It 1s appreciated that access to the Dictionar-
ies 320 and 330 are not required 1n this string recovery
Process.

The decompression cycle 1s concluded by appropriately
updating either Dictionary 320 or 330, incrementing the
Code Counter 343 and Code Size register 342 as required,
and transferring current code from the register 340 to the
Previous Code register 341.

If the code fetched to the Current Code register 340 1s not
less than 256 and 1s less than the code 1n the Code Counter
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343, the string corresponding to current code exists i the
Dictionaries 320 and 330. Current Code processing 1s uti-
lized to recover the string by consulting the Dictionary Table
350 to determine if Current Code Dictionary 1 processing or
Current Code Daictionary 2 processing should be utilized as
will be described i1n detail below. Although the general
methodology for recovering a string from a Dictionary 1s
known as, for example, from said U.S. Pat. No. 4,558,302,
numerous modifications thereof are utilized in accordance
with the present invention, as described below, to perform
the string recovery procedure.

The decompression cycle 1s then concluded as described
above.

If the fetched mput code m the Current Code register 340
1s not less than the code 1n the Code Counter 343, Exception
Case processing based on that described 1n said U.S. Pat. No.
4,558,302 1s utilized. Brieily, the code 1n the Previous Code
register 341 1s utilized to access the previous string. The
previous string 1s modified to recover the current string by
extending the previous string by the first data character of
the previous string. This extended string 1s then output as the
current string and appropriately stored 1n the Dictionary 320
or the Dictionary 330. Different processing 1s uftilized
depending on whether the previous code 1s or 1s not less than
256 and whether the previous code 1s an entry in the
Dictionary Table 350 as will be described below.

As above, the Code Counter 343 and Code Size register
342 are incremented as required and the current code 1s
transferred from the register 340 to the Previous Code
register 341.

The control flow charts of FIGS. 13-19 illustrate the
detailed operations to be executed by the decompressor 310.
The control 365 1s considered as containing appropriate
circuitry such as state machines to control execution of the
operations.

Referring to FIG. 13, with continued reference to FIG. 12,
at a block 400, the Code Counter 343 1s initialized 1n the
same manner as described above with respect to the block
260 of FIG. 10. At a block 401, the Code Size register 342
1s 1itialized to the beginning code size as explained above
with respect to the block 261 of FIG. 10. At a block 402, the
Dictionaries 320 and 330, the Current Code register 340 and
the Previous Code register 341 are cleared to zero.

At a block 403, the Flag register 351 1s set to 2 designating,
the Dictionary 330 (Dictionary 2). It is appreciated from the
processing described above with respect to the compressor
210 that the first string to be stored in the Dictionaries will
be stored 1n Dictionary 2.

At a block 404, the first input compressed code 1s fetched
to the Current Code register 340 utilizing the number of bits
determined by code size. Because of the above described
operations of the compressor 210, the first fetched code 1s a
ogrouped character. Accordingly, at a block 405, the 4 data
characters of the fetched grouped character are provided at
the output 312 of the decompressor 310. The 4 data char-
acters are recovered from the Current Code register 340 1n
the manner described above. The 4 outputted data characters
comprise the string corresponding to current code. At a
block 406, the current code in the Current Code register 340
1s transferred to the Previous Code register 341.

At a block 407, the next input compressed code 1s fetched
to the Current Code register 340. The code fetched to the
Current Code register 340 may represent either a grouped
character or a longer extended string as discussed above.
Such strings are distinguished from one another by the value
of the code. A code representing a single grouped character
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has a value less than 256 while a code representing a longer
string has a value that 1s not less than 256.

Accordingly, at a block 410, the code 1n the Current Code
register 340 1s tested to determine 1f current code 1s less than
256. If so, the YES branch 1s taken from the block 410 to a
block 411 whereat Grouped Character processing 1s per-
formed. The details of the processing of the block 411 will
be described below with respect to FIG. 14.

If, at the block 410, current code 1s not less than 256, the
NO branch from the block 410 1s taken to a block 412
whereat the current code 1s tested against the code in the
Code Counter 343. If current code 1n the Current Code
register 340 1s less than the code 1n the Code Counter 343,
the YES branch from the block 412 1s taken. When the YES
branch from the block 412 1s taken, current code processing
1s performed by accessing a string that exists in Dictionary
1 or Dictionary 2.

Accordingly, the YES branch from the block 412 enters a
block 413 whereat the Dictionary Table 350 1s consulted to
determine 1f current code 1s listed therein. As discussed
above, the Dictionary Table 350 lists the codes of the strings
stored 1n Dictionary 1. Thus, if in the current code
processing, Dictionary 1 should be accessed, the YES
branch from the block 413 1s take to a block 414. Details of
the Current Code Dictionary 1 processing of block 414 will
be described below with respect to FIG. 15. If, however,
current code 1s not 1n the Dictionary Table 350, Dictionary
2 should be accessed and the NO branch from the block 413
1s taken to a block 415. Details of the Current Code
Dictionary 2 processing of block 415 will be described
below with respect to FIG. 16.

If, at the block 412 current code 1s not less than the code
in the Code Counter 343, the NO branch from the block 412
1s taken. When the NO branch from the block 412 1s taken,
Exception Case processing 1s performed. It 1s appreciated
that Exception Case processing will be mvoked in the
embodiment described herein when the received com-
pressed code 1s equal to the code 1n the Code Counter 343.

When the compressed code fetched to the Current Code
register 340 mvokes the Exception Case processing, the
Dictionaries 320 and 330 are not yet storing the string
corresponding to current code. As above, the Exception Case
processing 1nvolves utilizing the string corresponding to
previous code for constructing, outputting and storing the
string corresponding to current code.

Accordingly, processing proceeds from the NO branch of
the block 412 to a block 420 whereat the previous code 1n
the Previous Code register 341 1s tested to determine 1if 1t 1s
less than 256. If so, the string corresponding to previous
code 1s a single grouped character and the YES branch from
the block 420 1s taken to a block 421 for performing
Exception Case Grouped Character processing. Details of
the Exception Case Grouped Character processing of block

421 will be described below with respect to FIG. 17.

If, at the block 420, previous code 1s not less than 256, the
NO branch from the block 420 1s taken to a block 422. When
this occurs, access will be effected either to Dictionary 1 or
Dictionary 2 as appropriate. Accordingly, at the block 422,
the Dictionary Table 350 is consulted to determine which
Dictionary to access. If previous code 1s listed in the
Dictionary Table 350, the string corresponding to previous
code 1s stored in Dictionary 1. The YES branch from the
block 422 1s therefore taken to a block 423 for performing
Exception Case Dictionary 1 processing. The details of the
Exception Case Dictionary 1 processing of block 423 will be
described below with respect to FIG. 18.
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If, at the block 422, previous code 1s not listed 1n the
Dictionary Table 350, the NO branch from the block 422 is

taken. When this occurs, the string corresponding to previ-
ous code 1s retrieved by accessing Dictionary 2. Thus, the
NO branch from the block 422 is taken to a block 424
whereat Exception Case Dictionary 2 processing 1S per-
formed. The details of the Exception Case Dictionary 2
processing of the block 424 will be described below with
respect to FIG. 19.

It 1s appreciated that 1n each of the blocks 411, 414, 415,

421, 423 and 424, a string corresponding to current code 1s
determined 1n the current decompression cycle. In accor-
dance with the methodology utilized herein, the code of this
string will become previous code 1n the next cycle and will
be appropriately extended 1n the next cycle and stored 1 one
of the Dictionaries 320 or 330. The Dictionary 1n which the
extended string will be stored 1s determinable, 1n a manner
to be described below, from the current code string. Thus, 1n
cach of the blocks 411, 414, 415, 421, 423 and 424, the
appropriate Dictionary 1s determined for storing the exten-
sion of the current code string and the appropriate flag is
stored 1n the Flag Temp register 352.

Accordingly, processing proceeds from each of blocks
411, 414, 415, 421, 423 and 424 to a block 430 at which the
Flag register 351 1s set to the value 1n the Flag Temp register
352. Thus, when the next cycle occurs, the Flag register 351
1s consulted to determine in which of the Dictionaries to
store the extended string. Additionally, 1n preparation for the
next cycle, at a block 431, the Previous Code register 341 1s
set to the current code value 1n the Current Code register

340.

Processing proceeds to blocks 432—434 to perform updat-
ing of the Code Counter 343 and the Code Size register 342
in the manner described above with respect to the blocks

51-53 of FIG. 2. Control then returns to the block 407 to
begin the next decompression cycle.

Referring to FIG. 14, with continued reference to FIGS.
12 and 13, details of the Grouped Character processing of
the block 411 of FIG. 13 are 1llustrated. As discussed above,
the processing 411 of FIG. 14 1s invoked when the decom-
pressor 310 receives an mput compressed code that 1s less
than 256. The mput compressed code, therefore, 1s a single
ogrouped character.

Accordingly, at a block 440, the 4 data characters of the
fetched grouped character are provided at the output 312 of
the decompressor 310 thereby outputting the string corre-
sponding to current code. The block 440 1s 1implemented
utilizing the logic 346 and the buffers 347 to recover the 4
data characters from the Current Code register 340 in the
manner described above.

Processing proceeds to a block 441 whereat the flag in the
Flag Temp register 352 1s set to 2. It 1s appreciated from the
operations of FIG. 10 with respect to the compressor 210
that when a single grouped character 1s output as a longest
match, it 1s extended and stored in Dictionary 2 of the
compressor 210. Thus, in the decompressor 310, a received
compressed code comprising a single grouped character 1s
extended and stored 1n the decompressor Dictionary 2 1n the
next decompression cycle.

In order to determine 1n which Dictionary to store the
extended string 1n the current decompression cycle, process-
ing proceeds to a block 442 whereat the flag 1in the Flag
register 351 1s examined. If the flag 1n the Flag register 351
1s equal to 2, the YES branch from the block 442 is taken to
a block 443.

At the block 443, the Dictionary 330 1s updated by storing
therein an extended string comprising the previous code

10

15

20

25

30

35

40

45

50

55

60

65

26

extended by the first data character of the fetched grouped
character 1in the Current Code register 340. The extended

string 1s stored 1n the Dictionary 330 at the code assigned by
the Code Counter 343. The block 443 1s implemented by

storing previous code from the Previous Code register 341
and the first data character of the fetched grouped character

in the Prefix Code field 332 and the Data Character field 333,
respectively, of the location of the Dictionary 330 addressed

by the Code Counter 343. The first data character of the
fetched grouped character may be extracted either from the

Current Code register 340 or from the buflers 347.

If, at the block 442, the flag in the Flag register 351 1s set
to 1, the NO branch from the block 442 1s taken to store the
appropriate extended string 1n Dictionary 1. It 1s appreciated
from the operations described above with respect to FIGS.
9 and 10, that compressor Dictionary 1 1s updated when a
string 1s matched in compressor Dictionary 2 that comprises
one or more sequential grouped characters followed by 3
extension data characters. Accordingly, the NO branch from
the block 442 1s taken to a block 444 at which, 1n Dictionary
330, the root code and the 3 data characters following the
root code of the string corresponding to previous code 1s
recovered. The string 1s recovered from the Dictionary 330
utilizing the logic 345 and the buffers 347 of the decom-
pressor 310 of FIG. 12 generally utilizing the dictionary
string recovering methodology described above.

Specidically, the Dictionary 330 1s accessed by the previ-
ous code 1n the Previous Code register 341 and the data
character 1n the Data Character ficld 333 of the accessed
Dictionary location 1s transferred to the bufiers 347. The
code 1n the Prefix Code field 332 1s utilized to again access
the Dictionary 330 and the data character at the accessed
location 1s again stored in the buffers 347. The process 1s
repeated a third time and the 3 data characters following the
root code of the string corresponding to previous code are
now 1n the buffers 347. The root code of the string 1s now
stored 1n the Prefix Code field 332 of the accessed location
of the Dictionary 330. For convenience, the root code 1s
transferred to the buifers 347.

At a block 4435, the Extension Character register 360 1s set
to the 3 data characters extracted at the block 444 concat-
enated with the first data character of the fetched grouped
character 1n the Current Code register 340. In a manner
similar to that discussed above with respect to dictionary
string recovery methodology, the 3 data characters are
recovered from the Dictionary 330 1n reverse order and the
buffers 347 are utilized to provide these data characters in
correct order. Control 365 extracts these 3 data characters
from the buffers 347 and places them 1n the appropriate
order 1n the Data Character fields 361-363 of the Extension
Character register 360. Control 365 then extracts the first
data character of the grouped character in the Current

Character register 340 and places that data character into the
Data Character field 364 of the Extension Character register
360.

Processing continues with the block 446 whereat the root
code of the string corresponding to previous code concat-
enated with the contents of the Extension Character register
360 are stored 1n Dictionary 1 at the code assigned by the
Code Counter 343. As described above with respect to the
block 444, the root code of the string corresponding to
previous code 1s now held 1n the buffers 347. The block 446
1s implemented by storing this root code and the contents of
the Extension Character register 360 1n the Prefix Code field
322 and the Grouped Character field 323, respectively, of the
location of the Dictionary 320 addressed by the Code
Counter 343.
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This extended string stored in the Dictionary 320
(Dictionary 1) is assigned the string code value of the extant
code of the Code Counter 343. At a block 447, the extant
code 1n the Code Counter 343 1s listed 1n the Dictionary
Table 350. In this manner, the Dictionary Table 350 main-
tains a list of the codes of the strings stored in Dictionary 1.

Processing continues from the block 443 and the block
447 to the block 430 of FIG. 13.

Referring to FIG. 15, with continued reference to FIGS.
12 and 13, the details of the Current Code Dictionary 1
processing 414 of FIG. 13 are illustrated. It 1s appreciated
that the processing 414 of FIG. 13 1s invoked when the
decompressor 310 receives an input compressed code that
represents a string that 1s stored in the Dictionary 320
(Dictionary 1). In the present embodiment, the stored string
1s comprised of sequential grouped characters.

Accordingly, at a block 450, the grouped characters of the
string corresponding to current code are recovered from
Dictionary 1. Recovering the string from Dictionary 1 1is
performed generally in the manner described above with
respect to dictionary string recovery methodology. The
operations of block 450 are performed by the Dictionary 1
String Recovery logic 344 utilizing the Data Character
String Forming buifers 347. Specifically, the Dictionary 320
1s accessed by the fetched current code in the Current Code
register 340 and the grouped character 1n the field 323 of the
accessed Dictionary location 1s transferred to the buffers
347. The code 1n the field 322 1s utilized to again access the
Dictionary 320 and the grouped character at the accessed
location 1s again stored in the bufifers 347. This process
continues until the code 1n the Prefix Code field 322 1s less
than 256. This prefix code in the field 322 comprises the
initial grouped character of the string represented by current
code. It 1s appreciated that the grouped characters of the
string are recovered from the field 323 of the Dictionary 320
in reverse order. The bullers 347 are utilized to organize the
orouped characters 1n the correct order.

Processing proceeds to a block 451 whereat the data
characters of the recovered grouped characters of the string
corresponding to current code are recovered. At a block 452,
the recovered data characters are output from the decom-
pressor 310 at the output 312 1 appropriate order. The
recovered outputted data characters comprise the string
corresponding to current code. The operations of the blocks
451 and 452 are performed by the logic 346 and the buifers
347 under control of the logic 344. The 4 contiguous data
characters of each recovered grouped character are readily
recovered and transferred from the buffers 347 to the output
312 1n the appropriate order.

At a block 453, the flag in the Flag Temp register 352 1s
set to 2. It 1s appreciated from the operations of the com-
pressor 210 described with respect to FIGS. 9 and 10 that a
longest matched string 1n Dictionary 1 will be extended by
1 data character and stored 1n Dictionary 2. Thus, the string,
corresponding to current code that was recovered from
Dictionary 1 will be extended and stored 1n the next decom-
pression cycle 1 Dictionary 2.

Processing proceeds to a block 454 whereat the flag in the
Flag register 351 1s consulted to determine m which Dic-
fionary to store the extended string 1n the current decom-

pression cycle. If the flag 1n the Flag register 351 1s set to 2,
the YES branch from the block 454 1s taken to a block 4585.

The processing of the block 455 1s substantially the same
as that described above with respect to the block 443 of FIG.
14. At the block 4585, the previous code string 1s extended by
the first data character of the 1nitial grouped character of the
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string corresponding to current code. This data character 1s
available 1n the buffers 347 pursuant to the processing,
described above with respect to the blocks 450—452.

If, at the block 454, the flag 1n the Flag register 351
denotes Dictionary 1, the NO branch from the block 454 1s
taken to blocks 456—459. The processing of the blocks
456—459 1s substantially identical to that described above
with respect to the blocks 444447 of FIG. 14. It 1s
appreciated, however, that at the block 457, the first data
character of the initial grouped character of the string
corresponding to current code 1s set 1into the Data Character
field 364 of the Extension Character register 360. This data
character 1s obtained from the buffers 347 as discussed
above with respect to the block 4585.

Processing continues from the blocks 455 and 439 to the
block 430 of FIG. 13.

Referring to FIG. 16, with continued reference to FIGS.
12 and 13, details of the Current Code Dictionary 2 pro-
cessing of the block 415 of FIG. 13 are illustrated. It 1s
appreciated that the processing 415 of FIG. 16 1s invoked
when the decompressor 310 receives an mput compressed
code that represents a string that 1s stored 1n the Dictionary
330 (Dictionary 2). In the present embodiment, the stored
string 1s a 1, 2 or 3 data character extension of a single
orouped character or of a multiple grouped character string
stored 1n the Dictionary 320.

Accordingly, at a block 470, the root code and the n data
characters following the root code of the string correspond-
ing to current code are recovered from Dictionary 2. It 1s
appreciated that the root code of the string will either be a
orouped character having a value less than 256 or the code
of a string 1n Dictionary 1 having a value of greater than 256.
The Dictionary 2 String Recovery logic 345 and the Data
Character String Forming buffers 347 are utilized in the
processing of the block 470. Generally, the processing of the
block 470 1s performed 1n the manner described above with
respect to dictionary string recovery methodology.

Specidically, the Dictionary 330 1s accessed by the fetched
current code in the Current Code register 340 and the data
character in the Data Character ficld 333 of the accessed
Dictionary location 1s transferred to the buffers 347. The
prefix code 1n the field 332 is tested to determine if 1t 1s the
root code of the string by first testing if 1t 1s less than 256.
If not, the Dictionary Table 350 1s consulted to determine 1f
the prefix code 1s listed therein. If the prefix code 1s less than
256 or 1s 1n the Dictionary Table 350, the prefix code 1s the
string root code. If not, the prefix code 1n the field 332 1s
utilized to again access the Dictionary 330 and the data
character 1n the Data Character field 333 of the accessed
location 1s again stored in the buifers 347. The process
confinues until the code 1n the Prefix Code field 332 1s the
string root code which 1s stored for convenience in the

buffers 347.

It 1s appreciated that the data characters of the string are
recovered from the field 333 1n reverse order. The buifers
347 are utilized to provide the data characters 1n the correct
order. As the data characters are recovered from the field 333
into the buffers 347, the number of recovered data characters
are counted and the count stored 1n the n-register 353. It 1s
appreciated 1n the present embodiment that n will be either

1, 2 or 3.

Processing proceeds to blocks 471473 for setting the flag
in the Flag Temp register 352 to determine the Dictionary
into which to store the extended string in the next decom-
pression cycle. Accordingly, at a block 471, the count n 1n
the n-register 353 1s tested to determine 1f n 1s equal to 3. If
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so, the YES branch from the block 471 1s taken to the block
472 to set the Flag Temp register 352 to 1. If n 1s not equal

to 3, the NO branch from the block 471 1s taken to the block
473 to set the Flag Temp register 352 to 2.

At a block 474, the root code recovered at the block 470
1s tested to determine 1if 1t 1s less than 256. If so, the YES

branch 1s taken from the block 474 to a block 475. At the
block 475, the 4 data characters comprising the root code are
recovered. Since the root code resides in the buffers 347

pursuant to the processing of the block 470, the 4 contiguous
data characters of this grouped character are readily recov-
ered utilizing the logic 346 with the 4 data characters
remaining in the buifers 347. At a block 476, the n+4 data
characters recovered at the blocks 470 and 475 are output 1n
the appropriate order at the output 312 of the decompressor
310. This recovered string of data characters comprises the
string corresponding to current code 1n the Current Code
register 340. It 1s appreciated that the logic 345 and 346
places the data characters 1n the buffers 347 in the appro-
priate order for outputting.

If, at the block 474, the root code 1s not less than 256, the
NO branch from the block 474 is taken to a block 480. As
discussed above with respect to the block 470, 1t 1s appre-
ciated that if the NO branch from the block 474 1s taken to
the block 480, the root code 1s the code of a string in
Dictionary 1. Accordingly, at the block 480, the grouped
characters of the string corresponding to the root code are
recovered from the Dictionary 320. The processing of the
block 480 1s the same as that described above with respect
to the block 450 of FIG. 15 except that the string corre-
sponding the root code 1s being recovered. Processing pro-
ceeds to a block 481 whereat the data characters of the
recovered grouped characters of the string corresponding to
root code are recovered. The processing of the block 481 is
the same as that described above with respect to the block
451 of FIG. 15. At ablock 482, the data characters recovered
from Daictionaries 1 and 2 at the blocks 470 and 481 are
output 1 appropriate order thereby outputting the string
corresponding to current code. Control 365 extracts the data
characters from the buffers 347 and provides them 1n the
appropriate order at the output 312 of the decompressor 310.

Processing continues from the block 476 or the block 482
to a block 483 to determine the Dictionary in which to store
the extended string 1n the current decompression cycle.
Accordingly, at the block 483, the flag 1in the Flag register
351 1s consulted to determine the Dictionary. If the flag 1s
equal to 2, the YES branch from the block 483 1s taken to a
block 484 for updating the Dictionary 330. At the block 484,
the string corresponding to previous code extended by the
first data character of the string corresponding to current
code 15 stored 1n Dictionary 2 and 1s assigned the string code
value of the extant code of the Code Counter 343. The
processing of the block 484 1s similar to that described above
with respect to the block 443 of FIG. 14 and the block 455
of FIG. 15. The block 484 is implemented by storing the
previous code from the Previous Code register 341 and the
first data character of the string corresponding to current
code 1n the Prefix Code field 332 and the Data Character
field 333, respectively, of the location of the Dictionary 330
addressed by the code counter 343. The first data character
of the string corresponding to current code resides 1n the

bufters 347.

If, at the block 483, the flag 1in the Flag register 351 1s
equal to 1, the NO branch from the block 483 1s taken to
blocks 485—488 for storing the appropriate extended string,
in Dictionary 1. The processing of the blocks 485488
parallels the processing of blocks 444447 of FIG. 14 and
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the blocks 456—459 of FIG. 15. At the block 486, however,
the first data character of the string corresponding to current
code 1s set 1nto the Data Character field 364 of the Extension

Character register 360. As discussed with respect to the
block 484, this character resides 1n the buffers 347.

Processing continues from the block 484 and the block
488 to the block 430 of FIG. 13.

Referring to FIG. 17, with continued reference to FIGS.
12 and 13, details of the Exception Case Grouped Character
processing of the block 421 of FIG. 13 are illustrated. As
discussed above, the processing 421 of FIG. 17 1s invoked
when the decompressor 310 receives an mput compressed
code that 1s equal to the code 1n the Code Counter 343 and

the previous code 1n the Previous Code register 341 1s less
than 256.

At a block 500, the 4 data characters of the grouped
character corresponding to previous code are recovered. The
4 data characters are recovered by the logic 346 from the
Previous Code register 341 and are stored 1n the buflers 347.

Processing proceeds to a block 501 whereat the 4 data
characters of the grouped character corresponding to previ-
ous code extended by the first data character of this grouped
character are output by the decompressor 310. This extended
string 1s the string corresponding to the code just fetched to
Current Code register 340. The logic 346 extends the 4 data
characters held in the buffers 347 by the first data character
thereof and control 365 then outputs these 5 data characters
from the buffers 347 to the output 312.

Processing proceeds to a block 502 whereat the Dictio-
nary 330 (Dictionary 2) is updated with an extended string,
comprising the string corresponding to previous code
extended by the first data character of the grouped character
corresponding to previous code. The string 1s stored 1n the
Dictionary 330 at the string code assigned by the Code
Counter 343. The function of block 502 1s performed 1n a
manner similar to that described above as follows. The code
in the Previous Code register 341 1s stored 1n the Prefix Code
field 332 of the location of the Dictionary 330 accessed by
the extant code in the Code Counter 343. The first data
character of the grouped character corresponding to previous
code 1s stored 1n the Data Character field 333 of the accessed
Dictionary location. This 1s readily accomplished since this
data character 1s stored 1n the buffers 347 as described above.
Alternatively, this data character can be extracted from the
Previous Code register 341 since it 1s part of the grouped
character stored therein.

It 1s readily appreciated from the operations performed by
the compressor 210 described above with respect to FIGS.
9 and 10 that, in the context of the processing 421 of FIG.
17, the extended string will always be stored in Dictionary

2

At a block 503, the Flag Temp register 352 1s set to 2. It
1s appreciated that the string created at the block 501, when
extended 1n the next decompression cycle, will always be
stored 1n Dictionary 2. Processing then continues from the

block 503 to the block 430 of FIG. 13.

It 1s appreciated with respect to the processing of F1G. 17
that Dictionary accesses are not required to recover the
string corresponding to previous code.

Referring to FIG. 18, with continued reference to FIGS.
12 and 13, details of the Exception Case Dictionary 1
processing 423 of FIG. 13 are illustrated. It 1s appreciated
that the processing 423 of FIG. 13 1s invoked when the
decompressor 310 receives an input compressed code that 1s
equal to the code 1in the Code Counter 343 and the previous
code 1 the Previous Code register 341 1s listed in the
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Dictionary Table 350. Thus, the string corresponding to
previous code 1s located 1n Dictionary 1.

Accordingly, at a block 510, the grouped characters of the
string corresponding to previous code are recovered from
Dictionary 1. At a block 511, the data characters of the
recovered grouped characters of the string corresponding to
previous code are recovered. At a block 512, the data
characters comprising the string corresponding to previous
code are extended by the first data character of the string
corresponding to previous code and this extended string 1s
output from the decompressor 310 at the output 312 1in
appropriate order. The recovered and extended data charac-
ters that are outputted comprise the string corresponding to

current code.

The operations performed at the blocks 510-512 corre-
spond substantially to the operations described above with
respect to the blocks 450452 of FIG. 15. At the blocks
510-512, the processing 1s performed with respect to the
previous code 1n the Previous Code register 341 rather than
with respect to current code. Additionally, at the block 512,
the string 1s extended by the first data character thereotf. This
string extension 1s readily performed in the butfers 347 since

the data characters of the string corresponding to previous
code recovered at the block 511 are held therein.

Processing proceeds to a block 513 whereat the Daictio-
nary 330 1s updated by storing therein an extended string
comprising the string corresponding to previous code
extended by the first data character thereof. The extended
string 1s stored 1n the Dictionary 330 at the code assigned by
the Code Counter 343. It 1s appreciated that the string stored
at the block 513 1s the string outputted at the block 512. The
block 513 1s implemented by storing previous code from the
Previous Code register 341 and the first data character of the
string corresponding to previous code 1n the Prefix Code
field 332 and the Data Character field 333, respectively, of
the location of the Dictionary 330 addressed by the Code
Counter 343. The first data character of the string corre-
sponding to previous code 1s extracted from the buflers 347.

Dictionary 2 1s updated in the processing of FIG. 18
without consulting the Flag register 351, since the register
351 was set to 2 1n the previous decompression cycle. This
follows from the condition that in the processing of FIG. 18
previous code 1s recovered from Daictionary 1.

Processing proceeds to a block 514 whereat the Flag
Temp register 352 1s set to 2. The string corresponding to
current code constructed at the block 512 will be extended
in the next decompression cycle and stored in Dictionary 2.
Processing continues from the block 514 to the block 430 of
FIG. 13.

Referring to FIG. 19, with continued reference to FIGS.
12 and 13, details of the Exception Case Dictionary 2
processing of the block 424 of FIG. 13 are illustrated. It 1s
appreciated that the processing 424 of FIG. 19 1s mnvoked
when the decompressor 310 received an mnput compressed
code that 1s equal to the code 1n the Code Counter 343 and
previous code 1n the Previous Code register 341 1s not listed
in the Dictionary Table 350. Thus, the string corresponding
to previous code 1s located m Dictionary 2.

Accordingly, at a block 520, the root code and the n data
characters following the root code of the string correspond-
ing to previous code are recovered from Dictionary 2. The
processing of the block 520 parallels that of the block 470
of FIG. 16 and the descriptions given above with respect
thereto apply to the block 520. It 1s appreciated, however,
that at the block 520 the Dictionary 330 1s accessed by
previous code 1n the Previous Code register 341 rather than
current code 1n the Current Code register 340.
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Processing proceeds to blocks 521-523 for setting the flag
in the Flag Temp register 352 to determine the Dictionary
into which to store the extended string 1n the next decom-
pression cycle. The blocks 521-523 are similar to the blocks
471-473 of FIG. 16 except that 1n the block 521, the count
n 1n the n-register 353 1s tested to determine 1f n 1s equal to
2. The count of n=2 1s appropriate in the Exception Case
processing of FIG. 19 because the string corresponding to
current code 1s recovered from the string corresponding to
previous code by extending the previous code string by the
first data character thereof. Thus, the Flag Temp register 352
1s appropriately set at the blocks 522 and 523 so that 1n the
next decompression cycle the appropriate Dictionary 1s
updated.

At a block 524, the root code recovered at the block 520
1s tested to determine 1if 1t 1s less than 256. If so, the YES
branch 1s taken from the block 524 to a block 525. At the
block 5235, the 4 data characters comprising the root code are
recovered. The operations of the block 525 are the same as
those described above with respect to the block 475 of FIG.
16.

At a block 526, the n+4 data characters recovered at the
blocks 520 and 525 are extended by the first data character
of the root code recovered at the block 525. These n+5
characters are output 1n the appropriate order at the output
312 of the decompressor 310. This recovered string of data
characters comprises the string corresponding to current
code. The string 1s readily extended by the first data char-
acter of the root code since these data characters resides 1n
the buifers 347. It 1s appreciated that the logic 345 and 346
places the data characters 1n the buifers 347 1n the appro-
priate order for outputting.

If, at the block 524, the root code 1s not less than 256, the
NO branch from the block 524 1s taken to blocks 530 and
531. At the block 530, the grouped characters of the string
corresponding to root code are recovered from Dictionary 1.
At the block 531, the data characters of the recovered
ogrouped characters of the string corresponding to root code
are recovered. The operations of the blocks 530 and 531
parallel those of the blocks 480 and 481, respectively, of

FIG. 16 and the descriptions given above with respect to the
blocks 480 and 481 also apply to the blocks 530 and 531.

At a block 532, the string of data characters recovered
from Dictionaries 1 and 2 at the blocks 520 and 531 is
extended by the first data character of the string correspond-
ing to root code. This 1s readily accomplished since all of the
data characters involved reside in the buifers 347. The data
characters of the extended string are output 1n appropriate
order thereby outputting the string corresponding to current
code. Control 365 extracts the data characters from the
buffers 347 and provides them 1n the appropriate order at the
output 312 of the decompressor 310.

Processing continues from the block 526 or the block 532
to blocks 533, 534 and 536—-538. The processing of these
blocks updates either the Dictionary 320 or the Dictionary

330 with an appropriate extended string. The operations of
the blocks 533, 534 and 536—538 parallel those of the blocks

483, 484 and 486488, respectively, of FIG. 16. The descrip-
fions given above with respect to the blocks 483, 484 and
486—488 also apply to the blocks 533, 534 and 536538,

respectively. Processing continues from the block 534 and
the block 538 to the block 430 of FIG. 13.

Referring to FIG. 20, with continued reference to FIGS.
12-19, an example of the operation of the compressor 310
in accordance with the flow charts of FIGS. 13-19 1s
illustrated. The format of FIG. 20 1s generally similar to that
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of FIG. 11 and descriptions given above with respect to FIG.
11 are applicable. The Input Compressed Code Stream at the
top of FIG. 20 1s the compressor output illustrated 1 FIG.
11. It 1s observed that the output of FIG. 20 1s the recovered
data character stream 1illustrated at the top of FIG. 11.

It 1s noted that the first and third codes of the Input
Compressed Code Stream at the top of FIG. 20 are grouped
characters, namely “abab” and “baba”. In actions 1 and 3,

these grouped characters are processed by the denoted
blocks of FIGS. 13 and 14 without the use of Dictionary

string searching which otherwise would have been required
in the prior art. Actions 5, 7,9, 11, 13 and 15 exemplity the
processing ol the strings represented by mnput codes 259,
261, 263, 265, 267 and 269, respectively. The string pro-
cessing of these actions utilize the Current Code processing

of blocks 413—415 detailed 1n FIGS. 15 and 16.

Actions 2,4, 6,8, 10, 12 and 14 exemplily the processing,
of the strings represented by 1input codes 258, 260, 262, 264,
266, 268 and 270, respectively. The string processing of

these actions utilize the Exception Case processing of blocks
420424 detailed in FIGS. 17-19.

More detailed descriptions of the actions of FIG. 20
relative to the blocks of FIGS. 13—19 are readily apparent
and will not be provided for brevity.

It 1s appreciated that 1n the compressor and decompressor
embodiment of FIGS. 12-20, numerous Dictionary accesses
are avolded compared to prior art implementations. For
example, 1n FIG. 10, blocks 263, 264, 287, 289 and 307, 4
data characters are concatenated and processed as grouped
characters thereby eliminating numerous compressor Dic-
fionary accesses. Additionally, in FIG. 14, block 440 and
FIG. 17, block 500, 4 data characters of grouped character
inputs to the decompressor are recovered without accessing
the Dictionary. Furthermore, in FIG. 15, block 451; FIG. 16,
blocks 475 and 481; FIG. 18, block 511 and FIG. 19, blocks
525 and 531, each grouped character of a string 1s processed
to provide 4 data characters of the string which otherwise
would have required four separate Dictionary accesses.

A procedure 15 described above with respect to the decom-
pressor of FIGS. 1220 for recovering the root code and the
data characters following root code from Dictionary 2 (e.g.,
FIG. 16, block 470). The process involves repetitively
comparing the prefix code 1n the Prefix Code field 332 of the
Dictionary 330 with 256 and repetitively determining if the
prefix code 1s listed 1n the Dictionary Table 350. An alter-
native procedure may he effected as follows. At blocks 447,
459, 488 and 538 where the code 1n the Code Counter 343
1s stored in the Dictionary Table 350, a unique “Dictionary
1 marker” 1s also stored mm Dictionary 2 at the location
addressed by the code 1n the Code Counter 343. It would
then only he necessary to repetitively compare the prefix
code 1n the Prefix Code field 332 to 256. The root code 1s
determined either when the prefix code 1n the Prefix Code
field 332 1s less than 256 or when the prefix code accesses
a location 1 Dictionary 2 storing the unique “Dictionary 1
marker”.

The above embodiments were described m terms of an
alphabet comprising 4 data characters and a grouped char-
acter of 4 consecutive data characters. Modifications to the
embodiments to accommodate alphabet and grouped char-
acter sizes will be readily apparent to those skilled 1n the art.

While the mnvention has been described in its preferred
embodiments, it 1s to be understood that the words which
have been used are words of description rather than of
limitation and that changes may be made within the purview
of the appended claims without departing from the true
scope and spirit of the 1nvention 1n 1ts broader aspects.
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What 1s claimed 1s:

1. A data compression method for compressing an input
strcam of data characters into an output stream of com-
pressed codes comprising

storing strings of data characters encountered 1n said 1nput
stream, said stored strings having respective codes
assoclated therewith, a string being stored as a group-
ing of a predetermined number of data characters
concatenated with at least one data character, said
ogrouping of said predetermined number of data char-
acters defining a grouped character,

in a compression cycle, forming said mnput stream 1nto a
ogrouped character comprised of said predetermined
number of data characters followed by at least one data
character, thereby providing a formed 1nput stream,

determining the longest match between said formed 1nput
strcam and said stored strings by comparing said
formed 1mput stream to said stored strings by matching
said grouped character of said formed mnput stream with
saild grouped character of said stored strings and
sequentially matching said at least one data character of
said formed input stream with said at least one data
character of said stored strings until one of the data
characters of said formed input stream causes a mis-
match to occur,

outputting the code associated with said longest match so
as to provide said output stream of compressed codes,

storing an extended string comprising said longest match
extended by said data character that caused said
mismatch, and

assigning a code corresponding to said stored extended

string,

said step of forming said input stream 1ncluding forming,

a new grouped character to begin the next compression
cycle, said new grouped character comprising said data
character that caused said mismatch concatenated by
one less than said predetermined number of the next
following data characters from said input stream.

2. The method of claim 1 wherein a stored string com-
prises an 1nitial grouped character comprised of said prede-
termined number of data characters concatenated with a
number of data characters,

said forming step comprising forming said mput stream
into an 1nitial grouped character comprised of said
predetermined number of data characters followed by a
number of data characters from said mput stream,

sald determining step comprising matching said initial
ogrouped character of said formed input stream with said
initial grouped character of said stored strings and
sequentially matching said number of data characters of
said formed input stream with said number of data
characters of said stored strings, said number of data
characters increasing until one of the data characters
causes said mismatch to occur.

3. The method of claim 1 wherein said step of forming
said mput stream 1ncludes forming said new grouped char-
acter and fetching following data characters from said input
stream until the data character that causes said mismatch 1s
fetched.

4. The method of claim 1 further mncluding forming an
initializing grouped character prior to initiating operations of
said method, said imitializing grouped character comprising
sald predetermined number of the first data characters of
said mput stream.

5. The method of claam 1 wherein each said grouped
character has a code associated therewith, said code assigned
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to said stored extended string being greater than any code
associated with said grouped characters.

6. The method of claim 1 wherein said data characters of
said input stream are from an alphabet of characters com-
prising 4 data characters and said predetermined number
comprises 4 consecutive data characters of said input stream.

7. A data compression method for compressing an input
stream of data characters mto an output stream of com-
pressed codes comprising

storing strings of data characters encountered in said input
stream, said stored strings having respective codes
assoclated therewith, a string being stored as at least
one grouping of a predetermined number of data char-
acters concatenated with at most one less than said
predetermined number of data characters, said group-
ing of said predetermined number of data characters
defining a grouped character,

in a compression cycle, forming said mput stream 1nto a
plurality of consecutive grouped characters, each
grouped character comprised of said predetermined
number of data characters, thereby providing a formed
Input stream,

determining the longest match between said formed input
stream and said stored strings by comparing said
formed 1put stream to said stored strings by sequen-
tially matching said plurality of consecutive grouped
characters of said formed 1nput stream with said at least
one grouped character of said stored strings until a
mismatching grouped character of said formed input
stream occurs, and then sequentially matching the data
characters of said mismatching grouped character with
said concatenated data characters of said stored strings
until said longest match 1s determined,

outputting the code associated with said longest match so
as to provide said output stream of compressed codes,

storing an extended string comprising said longest match
extended hy the data character of said mismatching
ogrouped character following said longest match, and

assigning a code corresponding to said stored extended

string,

said step of forming said input stream including forming,

a new grouped character to begin the next compression
cycle, said new grouped character comprising the data
characters of said mismatching grouped character fol-
lowing said longest match concatenated by a number of
next following data characters from said mput stream
so that said new grouped character comprises said
predetermined number of data characters.

8. The method of claim 7 wherein said step of storing
strings comprises storing said strings of data characters in
first and second storage means, a string being stored 1n said
first storage means as a plurality of consecutive grouped
characters, each grouped character comprised of said pre-
determined number of data characters, a string being stored
in said second storage means as an extension of a string
stored 1n said first storage means, said extension comprising
at most one less than said predetermined number of data
characters.

9. The method of claim 8 wherein said step of storing
strings includes storing a string 1n said second storage means
as a string comprising one grouped character extended by at
most one less than said predetermined number of data
characters.

10. The method of claim 9 wherein said determining step
comprises comparing said formed mnput stream to said stored
strings by sequentially matching said plurality of consecu-
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tive grouped characters of said formed iput stream with
said plurality of consecutive grouped characters of said
strings stored 1n said first storage means until said mismatch-
ing grouped character of said formed mput stream occurs,
and then sequentially matching the data characters of said
mismatching grouped character with the extension data
characters of the strings stored 1n said second storage means
until one of the data characters of said mismatching grouped
character causes a mismatch to occur, thereby determining
said longest match.

11. The method of claim 10 wherein said step of storing
an extended string comprises storing, in said second storage
means, an extended string comprising said longest match
extended by said data character of said mismatching
orouped character that caused said mismatch.

12. The method of claim 10 wherein said step of forming
a new groused character comprises forming said new
orouped character comprising the data characters of said
mismatching grouped character beginning with and follow-
ing said data character that caused said mismatch concat-
enated by a number of next following data characters from
said 1put stream so that said new grouped character com-
prises saild predetermined number of data characters.

13. The method of claim 12 wherein said new grouped
character 1s equal to said mismatching groused character.

14. The method of claim 9 wherein said determining step
comprises comparing said formed input stream to said stored
strings by sequentially matching said plurality of consecu-
tive grouped characters of said formed input stream with
said plurality of consecutive grouped characters of said
strings stored 1n said first storage means until said mismatch-
ing grouped character of said formed nput stream occurs,
thereby defining a longest matching string in said first
storage means, and then sequentially matching the data
characters of said mismatching groused character with the
extension data characters of the strings stored in said second
storage means until one less than said predetermined number
of said extension data characters are matched, thereby
determining said longest match.

15. The method of claim 14 wherein said step of storing
an extended string comprises storing, in said first storage
means, an extended string comprising said longest matching
string 1n said first storage means extended by said mismatch-
ing grouped character.

16. The method of claim 14 wherein said step of forming
a new grouped character comprises forming said new
orouped character comprising the last data character of said
mismatching grouped character concatenated by one less
than said predetermined number of next following data
characters from said mput stream.

17. The method of claim 7 wherein each said grouped
character has a code associated therewith, said code assigned
to said stored extended string being greater than any code
assigned to said grouped characters.

18. The method of claim 7 wherein said data characters of
said 1nput stream are from an alphabet of characters com-
prising 4 data characters and said predetermined number
comprises 4 consecutive data characters of said input stream.

19. A data decompression method for decompressing an
input stream of compressed codes to recover an output
stream of data characters corresponding thereto comprising

storing strings of data characters, said stored strings
having respective codes associated therewith, a string
being stored as a grouping of a predetermined number
of data characters concatenated with at least one data
character, said grouping of said predetermined number
of data characters defining a grouped character, each




US 6,307,485 Bl

37

said grouped character having associated therewith a
code less than a predetermined code, each code asso-
cilated with a stored string being greater than any code
associated with a grouped character,

in a decompression cycle, comparing a received com-
pressed code to said predetermined code and if said
received compressed code 1s less than said predeter-
mined code,

outputting the data characters of the grouped character
corresponding to said received compressed code so as
to provide said output stream of data characters,

storing an extended string comprising the string corre-
sponding to the compressed code received in the pre-
vious decompression cycle extended by the first data
character of said grouped character corresponding to
said recerved compressed code,

said compressed code received 1n said previous decom-
pression cycle defining a previous code, and

assigning a code to said stored extended string, said code

assigned to said stored extended string being greater

than any code associated with said grouped characters.

20. The method of claim 19 wherein, if said received

compressed code 1s not less than said predetermined code

and said received compressed code corresponds to one of
said stored strings, said method includes

recovering said grouped character and said at least one
data character of the stored string corresponding to said
received compressed code,

recovering the data characters of the recovered grouped
character of said stored string corresponding to said
received compressed code,

outputting the recovered data characters so as to provide
said output stream of data characters,

storing an extended string comprising the string corre-
sponding to said previous code extended hy the first
data character of the recovered grouped character of
said stored string corresponding to said received com-
pressed code, and

assigning a code to said stored extended string, said code

assigned to said stored extended string being greater

than any code associated with said grouped characters.

21. The method of claim 19 wherein, if said received

compressed code 1s not less than said predetermined code

and said received compressed code does not correspond to
one of said stored strings, said method includes

comparing said previous code to said predetermined code
and 1f said previous code 1s less than said predeter-
mined code,

recovering the data characters of the grouped character
corresponding to said previous code,

outputting the data characters of said grouped character
corresponding to said previous code extended by the
first data character of said grouped character corre-
sponding to said previous code so as to provide said
output stream of data characters,

storing an extended string comprising said grouped char-
acter corresponding to said previous code extended by
the first data character of said grouped character cor-
responding to said previous code, and

assigning a code to said stored extended string, said code
assigned to said stored extended string being equal to
said received compressed code.

22. The method of claim 19 wherein, if said received

compressed code 1s not less than said predetermined code
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and said received compressed code does not correspond to
one of said stored strings, said method includes

comparing said previous code to said predetermined code
and 1f said previous code 1s not less than said prede-
termined code,

recovering said grouped character and said at least one
data character of the stored string corresponding to said
previous code,

recovering the data characters of the recovered grouped
character of said stored string corresponding to said
previous code,

outputting the recovered data characters extended by the
first data character of said recovered grouped character
of said stored string corresponding to said previous
code so as to provide said output stream of data
characters,

storing an extended string comprising said stored string,
corresponding to said previous code extended by said
first data character of said recovered grouped character
of said stored string corresponding to said previous
code, and

assigning a code to said stored extended string, said code
assigned to said stored extended string being equal to

said received compressed code.
23. A data decompression method for decompressing an
mput stream of compressed codes to recover an output
stream of data characters corresponding thereto comprising

storing strings of data characters i1n first and second
storage means, sald stored strings having respective
codes associated therewith,

a string being stored 1n said first storage means as a
plurality of consecutive groupings of data characters,
cach said grouping comprising a predetermined num-
ber of data characters, said grouping of said predeter-
mined number of data characters defining a grouped
character, each said grouped character having associ-
ated therewith a code less than a predetermined code,
cach code associated with a stored string being greater
than any code associated with a grouped character,

a string being stored 1n said second storage means as a
root code extended by at most one less than said
predetermined number of data characters,

at least one of said strings stored 1n said second storage
means being stored as an extension of a string stored 1n
said first storage means wherein said root code com-
prises the code associated with said string stored 1n said
first storage means,

at least one of said strings stored 1n said second storage
means being stored as one grouped character extended
by at most one less than said predetermined number of
data characters wherein said root code comprises said
one grouped character,

maintaining a table of the codes associated with strings
stored 1n a particular one of said first and second
storage means,

in a decompression cycle,
receiving a compressed code,

outputting the data characters of a string of data characters
corresponding to said received compressed code so as
to provide said output stream of data characters,

setting a temporary flag 1in accordance with said string
corresponding to said received compressed code, said
temporary flag indicating one of said first and second
storage means 1nto which to store an extended string in
the next decompression cycle,
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storing an extended string 1n one of said first and second
storage means 1n accordance with an update flag 1indi-
cating into which of said first and second storage means
to store said extended string, said extended string based
on the string corresponding to the compressed code
received 1n the previous decompression cycle,

said compressed code received 1n said previous decom-
pression cycle defining a previous code,

assigning a code to said stored extended string, said code
assigned to said stored extended string being greater
than any code associated with said grouped characters,

said maintaining step including listing said code assigned
to said stored extended string i1n said table if said
extended string 1s stored 1n said particular one of said
first and second storage means, and

transferring said temporary flag to said update flag.

24. The method of claim 23 wherein, 1n said decompres-
sion cycle, said method includes comparing said received
compressed code to said predetermined code and if said
received compressed code 1s less than said predetermined
code

said outputting step comprises outputting the data char-
acters of the grouped character corresponding to said
received compressed code,

said setting step comprises setting said temporary flag to
indicate said second storage means,

if said update flag indicates said second storage means,
said step of storing said extended string comprises
storing said extended string in said second storage
means, sald extended string comprising the string cor-
responding to said previous code extended by the first
data character of said grouped character corresponding
to said recerved compressed code, and

if said update flag indicates said first storage means, said
step of storing an extended string comprises storing
said extended string 1n said first storage means, said
extended string comprising the root code of the string
corresponding to said previous code extended by an
extension grouped character, said extension grouped
character comprising the data characters extending the
root code of said string corresponding to said previous
code concatenated by the first data character of said
grouped character corresponding to said received com-
pressed code.

25. The method of claim 23 wherein, 1n said decompres-
sion cycle, said method includes comparing said received
compressed code to said predetermined code and if said
received compressed code 1s not less than said predeter-
mined code and said received compressed code corresponds
to one of said stored strings, said method 1ncludes

determining, from said table, 1n which of said first and

second storage means the string corresponding to said

received compressed code 1s stored and 1f said string

corresponding to said received compressed code i1s

stored 1n said first storage means, said method further

includes

recovering, from said first storage means, the grouped
characters of said string corresponding to said
received compressed code,

recovering the data characters of the recovered grouped
characters of said string corresponding to said
received compressed code,

said outputting step comprising outputting the recov-
ered data characters,

said setting step comprising setting said temporary flag
to indicate said second storage means,
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if said update flag indicates said second storage means,
said step of storing an extended string comprising,
storing said extended string 1n said second storage
means, sald extended string comprising the string
corresponding to said previous code extended by the
first data character of the initial grouped character of
said string corresponding to said received com-

pressed code, and

if said update flag indicates said first storage means, said
step of storing an extended string comprising storing
said extended string 1n said first storage means, said
extended string comprising the root code of the string
corresponding to said previous code extended by an
extension grouped character, said extension grouped
character comprising the data characters extending said
root code of said string corresponding to said previous
code concatenated by said first data character of said
initial grouped character of said string corresponding to
said recerved compressed code.

26. The method of claim 23 wherein, 1n said decompres-
sion cycle, said method includes comparing said received
compressed code to said predetermined code and if said
received compressed code 1s not less than said predeter-
mined code and said received compressed code corresponds
to one of said stored strings, said method includes

determining, from said table, in which of said first and

second storage means the string corresponding to said

received compressed code 1s stored and 1f said string,

corresponding to said received compressed code i1s

stored 1n said second storage means, said method

further includes

recovering, from said second storage means, the root
code and the n data characters extending the root
code of said string corresponding to said received
compressed code,

if said recovered root code 1s less than said predeter-
mined code, recovering the data characters of said
recovered root code, said outputting step comprising,
outputting the recovered data characters of said
recovered root code and said n data characters recov-
ered from said string corresponding to said received
compressed code, thereby outputting the data char-
acters of said string corresponding to said received
compressed code,

if said recovered root code 1s not less than said prede-
termined code, recovering, from said {first storage
means, the grouped characters of the string corre-
sponding to said recovered root code, recovering the
data characters of the recovered grouped characters
of said string corresponding to said recovered root
code, said outputting step comprising outputting the
data characters recovered from said grouped charac-
ters of said string corresponding to said recovered
root code and outputting said n data characters
recovered from said string corresponding to said
received compressed code, thereby outputting the
data characters of said string corresponding to said
received compressed code,

said setting step comprising setting said temporary flag
to mndicate said first storage means 1f n 1s equal to one
less than said predetermined number of data
characters, otherwise setting said temporary flag to
indicate said second storage means,

if said update flag indicates said second storage means,
said step of storing an extended string comprising,
storing said extended string 1n said second storage
means, sald extended string comprising the string,
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corresponding to said previous code extended by the
first data character of said string corresponding to
said received compressed code, and

if said update flag indicates said first storage means,
said step of storing an extended string comprising
storing said extended string in said first storage
means, sald extended string comprising the root code
of the string corresponding to said previous code
extended by an extension grouped character, said
extension grouped character comprising the data
characters extending said root code of said string
corresponding to said previous code concatenated by
the first data character of said string corresponding to
said received compressed code.

27. The method of claim 23 wherein, in said decompres-
sion cycle, said method includes comparing said received
compressed code to said predetermined code and if said
received compressed code 1s not less than said predeter-
mined code and said received compressed code does not

correspond to one of said stored strings, said method
includes

comparing said previous code to said predetermined code
and 1f said previous code 1s less than said predeter-
mined code

said outputting step comprises outputting the data char-
acters of the grouped character corresponding to said
previous code extended hy the first data character of
said grouped character corresponding to said previous
code,

said setting step comprises setting said temporary flag to
indicate said second storage means, and

said step of storing an extended string comprises storing,
said extended string 1n said second storage means, said
extended string comprising said grouped character cor-
responding to said previous code extended by the first
data character of said grouped character corresponding
to said previous code.

28. The method of claim 23 wherein, 1n said decompres-
sion cycle, said method includes comparing said received
compressed code to said predetermined code and if said
received compressed code 1s not less than said predeter-
mined code and said received compressed code does not
correspond to one of said stored strings, said method
includes

comparing said previous code to said predetermined code
and 1f said previous code 1s not less than said prede-
termined code, said method further includes
determining, from said table, in which of said first and
second storage means the string corresponding to
said previous code 1s stored and if said string corre-
sponding to said previous code 1s stored 1n said first
storage means, said method further includes
recovering, from said first storage means, the
orouped characters of the string corresponding to
said previous code,
recovering the data characters of the recovered
orouped characters of said string corresponding to
said previous code,
said outputting step comprising outputting the recov-
ered data characters extended by the first data
character of said string corresponding to said
previous code,
said setting step comprising setting said temporary
flag to 1ndicate said second storage means, and
said step of storing an extended string comprising
storing said extended string in said second storage
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means, said extended string comprising said string,
corresponding to said previous code extended by
said first data character of said string correspond-
ing to said previous code.

29. The method of claim 23 wherein, 1n said decompres-
sion cycle, said method includes comparing said received
compressed code to said predetermined code and if said
received compressed code 1s not less than said predeter-
mined code and said received compressed code does not
correspond to one of said stored strings, said method
includes

comparing said previous code to said predetermined code
and 1f said previous code 1s not less than said prede-
termined code, said method further includes
determining, from said table, in which of said first and
second storage means the string corresponding to
said previous code 1s stored and 1f said string corre-
sponding to said previous code 1s stored 1n said
second storage means, said method further includes
recovering, from said second storage means the root
code and the n data characters extending the root
code of said string corresponding to said previous
code,
if said recovered root code 1s less than said prede-
termined code, recovering the data characters of
said recovered root code, said outputting step
comprising outputting the recovered data charac-
ters of said recovered root code and said n data
characters recovered from said string correspond-
ing to said previous code extended by the first data
character of said recovered root code, thereby
outputting the data characters of the string corre-
sponding to said received compressed code,
if said recovered root code 1s not less than said
predetermined code, recovering, from said first
storage means, the grouped characters of the string
corresponding to said recovered root code, recov-
ering the data characters of the recovered grouped
characters of said string corresponding to said
recovered root code, said outputting step compris-
ing outputting the data characters recovered from
said grouped characters of said string correspond-
ing to said recovered root code and outputting said
n data characters recovered from said string cor-
responding to said previous code extended by the
first data character of said string corresponding to
said recovered root code, thereby outputting the
data characters of the string corresponding to said
received compressed code,
said setting step comprising setting said temporary
flag to indicate said first storage means 1f n 1s equal
to two less than said predetermined number of
data characters, otherwise setting said temporary
flag to indicate said second storage means,
if said update flag indicates said second storage
means, sald step of storing an extended string
comprises storing said extended string in said
second storage means, said extended string com-
prising said string corresponding to said previous
code extended by the first data character of said
string corresponding to said received compressed
code, and
if said update flag indicates said first storage means,
said step of storing an extended string comprises
storing said extended string 1n said first storage
means, said extended string comprising said
recovered root code of said string corresponding
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to said previous code extended by an extension
orouped character, said extension grouped char-
acter comprising the data characters extending
said root code of said string corresponding to said
previous code concatenated by the first data char-
acter of said string corresponding to said received

compressed code.
30. The method of claim 27, 28 or 29 wherein said

assigning step 1ncludes assigning a code to said stored
extended string, said code assigned to said stored extended

string being equal to said received compressed code.
31. The method of claim 21, 22, 27, 28 or 29 wherein said
assigning step comprises assigning said code to said stored

extended string from a code counter that 1s incremented for
cach assigned code, further including

comparing said received compressed code to the code in

saidd code counter so as to determine if the string
corresponding to said received compressed code 1s one
of said stored strings.

32. Data compression apparatus for compressing an 1nput
stream of data characters mto an output stream of com-
pressed codes comprising

means for storing strings of data characters encountered in

said 1nput stream, said stored strings having respective
codes associated therewith, a string being stored as a
grouping of a predetermined number of data characters
concatenated with at least one data character, said
grouping of said predetermined number of data char-
acters deflning a grouped character,

means operative 1n a compression cycle for forming said

input stream 1nto a grouped character comprised of said
predetermined number of data characters followed by
at least one data character, thereby providing a formed
input stream,

means for determining the longest match between said

formed mput stream and said stored strings by com-
paring said formed input stream to said stored strings
by matching said grouped character of said formed
input stream with said grouped character of said stored
strings and sequentially matching said at least one data
character of said formed mput stream with said at least
one data character of said stored strings until one of the
data characters of said formed input stream causes a
mismatch to occur,

means for outputting the code associated with said longest
match so as to provide said output stream of com-
pressed codes,

means for storing an extended string comprising said
longest match extended by said data character that
caused said mismatch, and

means for assigning a code corresponding to said stored
extended string,

said means for forming said input stream including means
for forming a new grouped character to begin the next
compression cycle, said new grouped character com-
prising sald data character that caused said mismatch
concatenated hy one less than said predetermined num-
ber of the next following data characters from said
Input stream.

33. The apparatus of claim 32 wherein a stored string
comprises an 1nitial grouped character comprised of said
predetermined number of data characters concatenated with
a number of data characters,

sald forming means including means for forming said
input stream 1nto an initial grouped character com-
prised of said predetermined number of data characters
followed by a number of data characters from said
input stream,
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said determining means comprising means for matching
said 1nitial grouped character of said formed input
stream with said 1nitial grouped character of said stored
strings and sequentially matching said number of data
characters of said formed input stream with said num-
ber of data characters of said stored strings, said
number of data characters increasing until one of the
data characters causes said mismatch to occur.

34. The apparatus of claim 32 wherein said means for
forming said mput stream includes means for forming said
new grouped character and fetching following data charac-
ters from said input stream until the data character that
causes said mismatch 1s fetched.

35. The apparatus of claim 32 further including means for
forming an 1itializing grouped character prior to initiating
operations of said apparatus, said initializing grouped char-
acter comprising said predetermined number of the first data
characters of said input stream.

36. The apparatus of claim 32 wherein each said grouped
character has a code associated therewith, said code assigned
to said stored extended string being greater than any code
assoclated with said grouped characters.

37. The apparatus of claim 32 wherein said data charac-
ters of said 1nput stream are from an alphabet of characters
comprising 4 data characters and said predetermined number
comprises 4 consecutive data characters of said input stream.

38. Data compression apparatus for compressing an input
strcam of data characters into an output stream of com-
pressed codes comprising

means for storing strings of data characters encountered 1n
said 1nput stream, said stored strings having respective
codes associated therewith, a string being stored as at
least one grouping of a predetermined number of data
characters concatenated with at most one less than said
predetermined number of data characters, said group-
ing of said predetermined number of data characters
defining a grouped character,

means operative 1n a compression cycle for forming said
input stream 1nto a plurality of consecutive grouped
characters, each grouped character comprised of said
predetermined number of data characters, thereby Pro-
viding a formed 1nput stream,

means for determining the longest match between said
formed mput stream and said stored strings by com-
paring said formed 1nput stream to said stored strings
by sequentially matching said plurality of consecutive
ogrouped characters of said formed mput stream with
said at least one grouped character of said stored strings
untill a mismatching grouped character of said formed
input stream occurs, and then sequentially matching the
data characters of said mismatching grouped character
with said concatenated data characters of said stored
strings until said longest match 1s determined,

means for outputting the code associated with said longest
match so as to provide said output stream of com-
pressed codes,

means for storing an extended string comprising said
longest match extended by the data character of said
mismatching grouped character following said longest
match, and

means for assigning a code corresponding to said stored
extended string,

said means for forming said input stream including means
for forming a new grouped character to begin the next
compression cycle, said new grouped character com-
prising the data characters of said mismatching grouped
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character following said longest match concatenated by
a number of next following data characters from said
input stream so that said new grouped character com-
prises said predetermined number of data characters.

39. The apparatus of claim 38 wherein said means for
storing strings comprises means for storing said strings of
data characters in first and second storage means, a string
being stored 1n said first storage means as a plurality of
consecutive grouped characters, each grouped character
comprised of said predetermined number of data characters,
a string being stored in said second storage means as an
extension of a string stored 1n said first storage means, said
extension comprising at most one less than said predeter-
mined number of data characters.

40. The apparatus of claim 39 wherein said means for
storing strings includes means for storing a string 1n said
second storage means as a string comprising one grouped
character extended by at most one less than said predeter-
mined number of data characters.

41. The apparatus of claim 40 wherein said determining
means comprises means for comparing said formed input
stream to said stored strings by sequentially matching said
plurality of consecutive grouped characters of said formed
input stream with said plurality of consecutive grouped
characters of said strings stored i1n said first storage means
until said mismatching grouped character of said formed
Input stream occurs, and then sequentially matching the data
characters of said mismatching grouped character with the
extension data characters of the strings stored 1n said second
storage means until one of the data characters of said
mismatching erouped character causes a mismatch to occur,
thereby determining said longest match.

42. The apparatus of claim 41 wherein said means for
storing an extended string comprises means for storing, in
said second storage means, an extended string comprising
said longest match extended by said data character of said
mismatching grouped character that caused said mismatch.

43. The apparatus of claim 41 wherein said means for
forming a new grouped character comprises means for
forming said new grouped character comprising the data
characters of said mismatching grouped character beginning
with and following said data character that caused said
mismatch concatenated by a number of next following data
characters from said input stream so that said new grouped
character comprises said predetermined number of data
characters.

44. The apparatus of claim 43 wherein said means for
forming a new grouped character comprises means for
forming said new grouped character equal to said mismatch-
ing grouped character.

45. The apparatus of claim 40 wherein said determining,
means comprises means for comparing said formed input
stream to said stored strings by sequentially matching said
plurality of consecutive grouped characters of said formed
input stream with said plurality of consecutive grouped
characters of said strings stored 1n said {irst storage means
until said mismatching grouped character of said formed
input stream occurs, thereby defining a longest matching
string 1n said first storage means, and then sequentially
matching the data characters of said mismatching grouped
character with the extension data characters of the strings
stored 1n said second storage means until one less than said
predetermined number of said extension data characters are
matched, thereby determining said longest match.

46. The apparatus of claim 45 wherein said means for
storing an extended string comprises means for storing, in
said first storage means, an extended string comprising said
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longest matching string 1n said first storage means extended
by said mismatching grouped character.

47. The apparatus of claim 45 wherein said means for
forming a new grouped character comprises means for
forming said new grouped character comprising the last data
character of said mismatching grouped character concat-
enated by one less than said predetermined number of next
following data characters from said mput stream.

48. The apparatus of claim 38 wherein each said grouped
character has a code associated therewith, said code assigned
to said stored extended string being greater than any code
assigned to said grouped characters.

49. The apparatus of claim 38 wherein said data charac-
ters of said 1nput stream are from an alphabet of characters
comprising 4 data characters and said predetermined number
comprises 4 consecutive data characters of said input stream.

50. Data decompression apparatus for decompressing an
input stream of compressed codes to recover an output

stream of data characters corresponding thereto comprising

means for storing strings of data characters, said stored
strings having respective codes associated therewith, a
string being stored as a grouping of a predetermined
number of data characters concatenated with at least
one data character, said grouping of said predetermined
number of data characters defining a grouped character,
cach said grouped character having associated there-
with a code less than a predetermined code, each code
assoclated with a stored string being greater than any
code associated with a grouped character,

said apparatus operative 1n a decompression cycle to

comparing a received compressed code to said prede-

termined code and 1f said received compressed code 1s

less than said predetermined code, to

output the data characters of the grouped character
corresponding to said received compressed code so
as to provide said output stream of data characters,

store an extended string comprising the string corre-
sponding to the compressed code received in the
previous decompression cycle extended by the first
data character of said grouped character correspond-
ing to said received compressed code,

said compressed code received 1n said previous decom-
pression cycle defining a previous code, and

assign a code to said stored extended string, said code
assigned to said stored extended string being greater
than any code associated with said grouped charac-
ters.

51. The apparatus of claim 50 wherein, 1f said received
compressed code 1s not less than said predetermined code
and said received compressed code corresponds to one of
said stored strings, said apparatus 1s operative to

recover sald grouped character and said at least one data
character of the stored string corresponding to said
received compressed code,

recover the data characters of the recovered grouped
character of said stored string corresponding to said
received compressed code,

output the recovered data characters so as to provide said
output stream of data characters,

store an extended string comprising the string correspond-
ing to said previous code extended by the first data
character of the recovered grouped character of said
stored string corresponding to said received com-
pressed code, and

assign a code to said stored extended string, said code
assigned to said stored extended string being greater
than any code associated with said grouped characters.
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52. The apparatus of claim 50 wherein, if said received
compressed code 1s not less than said predetermined code
and said received compressed code does not correspond to
one of said stored strings, said apparatus 1s operative to

compare said previous code to said predetermined code
and 1f said previous code 1s less than said predeter-
mined code, to
recover the data characters of the grouped character
corresponding to said previous code,
output the data characters of said grouped character
corresponding to said previous code extended by the
first data character of said grouped character corre-
sponding to said previous code so as to provide said
output stream of data characters,
store an extended string comprising said grouped char-
acter corresponding to said previous code extended
by the first data character of said grouped character
corresponding to said previous code, and
assign a code to said stored extended string, said code
assigned to said stored extended string being equal to
said received compressed code.
53. The apparatus of claim 350 wherein, 1f said received
compressed code 1s not less than said predetermined code
and said received compressed code does not correspond to

one of said stored strings, said apparatus 1s operative to

compare said previous code to said predetermined code
and 1f said previous code 1s not less than said prede-
termined code,

recover said grouped character and said at least one data
character of the stored string corresponding to said
previous code,

recover the data characters of the recovered grouped
character of said stored string corresponding to said
previous code,

output the recovered data characters extended by the first
data character of said recovered grouped character of
said stored string corresponding to said previous code
so0 as to provide said output stream of data characters,

store an extended string comprising said stored string
corresponding to said previous code extended by said
first data character of said recovered grouped character
of said stored string corresponding to said previous
code, and

assign a code to said stored extended string, said code
assigned to said stored extended string being equal to

said recerved compressed code.
54. Data decompression apparatus for decompressing an
input stream of compressed codes to recover an output
stream of data characters corresponding thereto comprising

means for storing strings of data characters in first and
second storage means, said stored strings having
respective codes associated therewith,

a string being stored in said first storage means as a
plurality of consecutive groupings of data characters,
cach said grouping comprising a predetermined
number of data characters, said grouping of said
predetermined number of data characters defining a
grouped character, each said grouped character hav-
ing associated therewith a code less than a predeter-
mined code, each code associated with a stored
string being greater than any code associated with a
ogrouped character,

a string being stored 1n said second storage means as a
root code extended by at most one less than said
predetermined number of data characters,

at least one of said strings stored in said second storage
means being stored as an extension of a string stored
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in said first storage means wherein said root code
comprises the code associated with said string stored
in said first storage means,

at least one of said strings stored 1n said second storage
means being stored as one grouped character
extended by at most one less than said predetermined
number of data characters wheremn said root code
comprises said one grouped character, and

a table listing the codes associated with strings stored
in a particular one of said first and second storage
means,

said apparatus operative 1n a decompression cycle to

receive a compressed code,

output the data characters of a string of data characters
corresponding to said received compressed code so
as to provide said output stream of data characters,

set a temporary flag 1n accordance with said string
corresponding to said received compressed code,
said temporary flag indicating one of said first and
second storage means 1nto which to store an
extended string 1n the next decompression cycle,

store an extended string 1n one of said first and second
storage means 1n accordance with an update flag
indicating into which of said first and second storage
means to store said extended string, said extended
string based on the string corresponding to the com-
pressed code received 1n the previous decompression
cycle,

said compressed code received 1n said previous decom-
pression cycle refining a previous code,

assign a code to said stored extended string, said code
assigned to said stored extended string being greater
than any code associated with said grouped
characters,

list said code assigned to said stored extended string 1n
said table if said extended string 1s stored in said
particular one of said first and second storage means,
and

transfer said temporary flag to said update flag.

55. The apparatus of claim 54 wherein, 1n said decom-
pression cycle, said apparatus 1s operative to compare said
received compressed code to said predetermined code and 1t
said received compressed code 1s less than said predeter-
mined code, said apparatus 1s operative to

output the data characters of the grouped character cor-
responding to said received compressed code,

set said temporary flag to indicate said second storage
means,

if said update flag indicates said second storage means,
store said extended string 1n said second storage means,
said extended string comprising the string correspond-
ing to said previous code extended by the first data
character of said grouped character corresponding to
said received compressed code, and

if said update flag indicates said first storage means, store
said extended string 1n said first storage means, said
extended string comprising the root code of the string,
corresponding to said previous code extended by an
extension grouped character, said extension grouped
character comprising the data characters extending the
root code of said string corresponding to said previous
code concatenated hy the first data character of said
ogrouped character corresponding to said received com-
pressed code.
56. The apparatus of claim 54 wherein, 1n said decom-
pression cycle, said apparatus 1s operative to compare said
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received compressed code to said predetermined code and 1t
said received compressed code 1s not less than said prede-
termined code and said received compressed code corre-
sponds to one of said stored strings, said apparatus 1is
operative to

determine, from said table, 1n which of said first and

second storage means the string corresponding to said

received compressed code 1s stored and if said string

corresponding to said received compressed code 1s

stored 1n said first storage means, said apparatus 1s

further operative to

recover, from said first storage means, the grouped
characters of said string corresponding to said
received compressed code,

recover the data characters of the recovered grouped
characters of said string corresponding to said
received compressed code,

output the recovered data characters,

set said temporary flag to indicate said second storage
means,

if said update flag indicates said second storage means,
store said extended string in said second storage
means, sald extended string comprising the string
corresponding to said previous code extended by the
first data character of the initial grouped character of
said string corresponding to said received com-
pressed code, and

if said update flag indicates said first storage means,
store said extended string in said first storage means,
said extended string comprising the root code of the
string corresponding to said previous code extended
by an extension grouped character, said extension
orouped character comprising the data characters
extending said root code of said string corresponding,
to said previous code concatenated by said first data
character of said inmitial groused character of said
string corresponding to said received compressed
code.

57. The apparatus of claim 54 wherein, 1n said decom-
pression cycle, said apparatus 1s operative to compare said
received compressed code to said predetermined code and 1t
said received compressed code 1s not less than said prede-
termined code and said received compressed code corre-
sponds to one of said stored strings, said apparatus 1is
operative to

determine, from said table, in which of said first and

second storage means the string corresponding to said

received compressed code 1s stored and if said string

corresponding to said received compressed code 1s

stored 1n said second storage means, said apparatus 1s

further operative to

recover, from said second storage means, the root code
and the n data characters extending the root code of
said string corresponding to said received com-
pressed code,

if said recovered root code 1s less than said predeter-
mined code, recover the data characters of said
recovered root code, output the recovered data char-
acters of said recovered root code and said n data
characters recovered from said string corresponding
to said received compressed code, thereby outputting
the data characters of said string corresponding to
said received compressed code,

if said recovered root code 1s not less than said prede-
termined code, recover, from said first storage
means, the groused characters of the string corre-
sponding to said recovered root code, recover the
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data characters of the recovered grouped characters
of said string corresponding to said recovered root
code, output the data characters recovered from said
ogrouped characters of said string corresponding to
said recovered root code and output said n data
characters recovered from said string corresponding
to said received compressed code, thereby outputting,
the data characters of said string corresponding to
said received compressed code,
set said temporary flag to indicate said first storage
means 1f n 1s equal to one less than said predeter-
mined number of data characters, otherwise set said
temporary flag to indicate said second storage
means,
if said update flag indicates said second storage means,
store said extended string in said second storage
means, sald extended string comprising the string,
corresponding to said previous code extended by the
first data character of said string corresponding to
said received compressed code, and
if said update flag indicates said first storage means, store
said extended string 1n said first storage means, said
extended string comprising the root code of the string
corresponding to said previous code extended by an
extension grouped character, said extension grouped
character comprising the data characters extending said
root code of said string corresponding to said previous
code concatenated by the first data character of said
string corresponding to said received compressed code.
58. The apparatus of claim 54 wherein, 1n said decom-
pression cycle, said apparatus 1s operative to compare said
received compressed code to said predetermined code and 1t
said received compressed code 1s not less than said prede-
termined code and said received compressed code does not
correspond to one of said stored strings, said apparatus 1s

operative to

compare said previous code to said predetermined code

and 1f said previous code 1s less than said predeter-

mined code, said apparatus 1s further operative to

output the data characters of the grouped character
corresponding to said previous code extended by the
first data character of said grouped character corre-
sponding to said previous code,

set said temporary flag to indicate said second storage
means, and

store said extended string 1n said second storage means,
sald extended string comprising said grouped char-
acter corresponding to said previous code extended
by the first data character of said grouped character
corresponding to said previous code.

59. The apparatus of claim 54 wherein, 1n said decom-
pression cycle, said apparatus 1s operative to compare said
received compressed code to said predetermined code and 1f
said received compressed code 1s not less than said prede-
termined code and said received compressed code does not
correspond to one of said stored strings, said apparatus 1s
operative to

compare said previous code to said predetermined code
and 1f said previous code 1s not less than said prede-
termined code, said apparatus 1s further operative to
determine, from said table, in which of said first and
second storage means the string corresponding to
said previous code 1s stored and 1f said string corre-
sponding to said previous code 1s stored 1n said first
storage means, said apparatus 1s further operative to
recover, from said first storage means, the grouped
characters of the string corresponding to said
previous code,
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recover the data characters of the recovered grouped
characters of said string corresponding to said
previous code,

output the recovered data characters extended by the
first data character of said string corresponding to
said previous code,

set said temporary flag to indicate said second stor-
age means, and

store said extended string in said second storage
means, saild extended string comprising said string
corresponding to said previous code extended by
said first data character of said string correspond-
ing to said previous code.

60. The apparatus of claim 54 wherein, 1 said decom-
pression cycle, said apparatus 1s operative to compare said
received compressed code to said predetermined code and 1t
said received compressed code 1s not less than said prede-
termined code and said received compressed code does not
correspond to one of said stored strings, said apparatus 1s
operative to

compare said previous code to said predetermined code
and 1f said previous code 1s not less than said prede-
termined code, said apparatus 1s further operative to
determine, from said table, in which of said first and
second storage means the string corresponding to
said previous code 1s stored and if said string corre-
sponding to said previous code 1s stored in said
second storage means, said apparatus i1s further
operative to
recover, from said second storage means the root
code and the n data characters extending the root
code of said string corresponding to said previous
code,
1f said recovered root code 1s less than said prede-
termined code, recover the data characters of said
recovered root code, output the recovered data
characters of said recovered root code and said n
data characters recovered from said string corre-
sponding to said previous code extended by the
first data character of said recovered root code,
thereby outputting the data characters of the string
corresponding to said received compressed code,
if said recovered root code 1s not less than said
predetermined code, recover, from said first stor-
age means, the grouped characters of the string
corresponding to said recovered root code, recover
the data characters of the recovered grouped char-
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acters of said string corresponding to said recov-
ered root code, output the data characters recov-
ered from said grouped characters of said string
corresponding to said recovered root code and
output said n data characters recovered from said
string corresponding to said previous code
extended by the first data character of said string
corresponding to said recovered root code, thereby
outputting the data characters of the string corre-
sponding to said received compressed code,

set said temporary flag to indicate said first storage
means 1f n 1s equal to two less than said prede-
termined number of data characters, otherwise set
said temporary tlag to 1ndicate said second storage
means,

if said update flag indicates said second storage
means, store said extended string 1n said second
storage means, said extended string comprising
said string corresponding to said previous code
extended by the first data character of said string
corresponding to said received compressed code,
and

if said update flag indicates said first storage means,
store said extended string 1n said first storage
means, said extended string comprising said
recovered root code of said string corresponding,
to said previous code extended by an extension
orouped character, said extension grouped char-
acter comprising the data characters extending
said root code of said string corresponding to said
previous code concatenated by the first data char-
acter of said string corresponding to said received
compressed code.

61. The apparatus of claim 38, 59 or 60 further operative
to assign a code to said stored extended string equal to said
received compressed code.

62. The apparatus of claim 52, 53, 59, 59 or 60 further
including

a code counter for assigning said code to said stored

extended. string, said code counter being incremented
for each assigned code, and

means for comparing said received compressed code to
the code 1n said code counter so as to determine if the
string corresponding to said received compressed code
1s one of said stored strings.



	Front Page
	Drawings
	Specification
	Claims

