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METHOD FOR FRACTAL CODING OF
VIDEO OR AUDIO SIGNALS

BACKGROUND OF THE INVENTION

The mvention relates to a method for fractal coding of
signals, 1n particular of video or audio signals.

The so-called self-similarity of a signal to be transmitted
1s used for fractal coding of, for example, images, the
principles of which are described 1n the article by Jaquin, A.
E.. “Image Coding Based on a Fractal Theory of iterated
Contractive Image Transformations”, IEEE Transactions on
Image Processing, Vol. 1, No. 1, January 1992. If the signal
to be transmitted 1s a video signal, use i1s then made of the
fact that parts of the 1mage can be represented by other
image parts which are geometrically located at different
points 1n the same 1mage, if these 1mage parts are changed
in a specific manner. If the signal to be transmitted 1s an
audio signal, then a corresponding situation applies 1n that
specific sections of the audio signal can be modelled by
other signal sections, when these signal sections are manipu-
lated 1n a specific manner.

The procedure 1n this case 1s to mvestigate a so-called
domain block d to form a signal section which 1s intended to
be transmitted, the normally so-called range block r, from
which domain block d an approximated range block r* 1s
formed by using a specific calculation rule and which
models the range block r as well as possible. The calculation
rule used 1n this case 1s:

r¥*=v-d+b where b'=(b,b . . . b) (1)

In this case, v-d 1s a linear map and the term b describes
an offset, to be precise 1 general of such a type that the
components 1 general experience different “shifts” by v-d.
For data reduction reasons, the document by Jaquin quoted
above proposes that an offset vector comprising i1dentical
components be selected for the offset:

b=(b,b ... b)Y (2)

where b’ is the transpose of the vector b.

The domain block vector d used in equation (1) is in this
case normally obtained from the original signal by cutting
out of the original signal a signal block whose dimensions
are larger than those of the range block vector r to be
modelled. This larger signal block i1s then normally sub-
jected to geometric transformation (mirroring, rotation or
the like) and is then reduced in size by a further operation
(undersampling and filtering or the like) to the dimensions of
the range block vector r.

A search method 1s used to determine the domain block d
which best models the signal section to be transmitted. In
this case, the mean square error according to equation (3) is
in general used as the decision criterion for the quality of the
modelling.

N (3)
or = I/NZ (1; —rf)z
i=1

where:

62 mearn square Crror

r. 1-th element of the range block vector r, which 1s
composed of N components, and

r*.1-t element of the approximated range block vector r*.
Apart from the position of the domain block in the
original signal, the search method used also has the object of
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2

determining what the optimum parameters are for the gain v
and the offset b and what geometric transformation should,
if necessary, be applied to the signal block.

The fractal code for the signal block to be transmitted now
comprises the optimum parameters that have been found:
position of the domain block 1n the signal, geometric opera-

tion applied to this domain block, gain v and offset b. These
parameters are coded and transmitted.

In the receiver, apart from an error which may be rela-
tively large or relatively small depending on the quality of
the coding, the signal section can be reconstructed by
applying the mapping rule a plurality of times to any desired
initial signal. That 1s to say, 1n the first step, each approxi-
mated range block is produced by applying the rule (4) to the
corresponding domain block from the random 1nitial signal,
once the domain block has been reduced 1n size and has been
subjected to the correspondingly associated geometric
operation on this range block.

(4)

d, domain block 1n the initial signal

r*, first approximation range block

If the mapping rule 1s applied to all the range blocks, then
a first approximation to the original signal 1s obtained by
joining together the approximated range blocks from the
random 1nitial signal.

In the second step, each approximated range block i1s
produced by applying the rule (5) to the corresponding
domain block from the first approximation, once again after
the domain block has been reduced 1n size and has been
subjected to be correspondingly associated geometric opera-
tion on this range block.

B e
r* =vd +b

(5)
where:

d, first approximation range block, and

r*, :second approximation range block.

A second approximation to the original signal is this
obtained.

This procedure 1s now repeated as often as 1s necessary to
obtain a good reconstruction of the original signal. As a rule,
this 1nvolves 10 to 20 1terations for original 1mages.

Investigations mto fractal coding of audio signals using
equation (1) have shown that, with the assumption according
to equation (2), sufficiently good models of the range blocks
can 1n general be achieved only if very small range blocks
are chosen. However, small range blocks mean little data
reduction. A more favourable solution 1n terms of data
reduction 1s obtained using unequal values for the compo-
nent so the offset vector, and large range blocks.

Furthermore, the use of fractal coding in 1mage coding,
can lead, 1n the case of certain 1mages with periodic struc-
tures close to one another, to the structures not being
reproduced with few errors.

If fractal coding 1s used for audio coding, then periodic
signals likewise lead to the result that these signals can be
reproduced only very inadequately using the method. This 1s
a result of the fact that fractal coding always i1nvolves a
reduction 1n the size of the domain blocks. In the case of
periodic signals, this reduction in size leads to the signal
period being varied by the compression that 1s used. If the
signal passage which contains the domain blocks does not
include any signal elements which, as a result of the
compression, lead to a signal whose period 1s similar to the
range blocks, then the corresponding range blocks can be
reproduced only very inadequately.
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3
SUMMARY OF THE INVENTION

The mvention 1s thus based on the object of providing a
method for fractal signal coding for video or audio signals,
which allows a higher degree of data reduction and better
reproduction of periodic structures.

The object 1s achieved by the subject matter of claim 1.
Preferred refinements of the invention are the subject matter
of the dependent claims.

According to the invention, favourable offset vectors b are
used for fractal coding, the offset vector b being formed from
welghted orthogonal basic functions of an orthogonal trans-
formation. More favourable offset vectors b can be found by
analyzing the blocks to be modelled and being modelled
spectrally with the aid of a suitably selected transformation,
for example discrete cosine transformation (DCT), and by
using the results to represent the offset vector b by the sum
of a number of less-weighted basic vectors of the selected
transformation. The method 1s not limited to the use of DCT
transformation and 1t 1s possible to use other orthogonal
transformations, such as discrete Fourier transformation
DFT, which 1s likewise used 1n audio coding.

The orthogonal basic vectors can advantageously be used
to reproduce periodic signal elements. Furthermore, one
advantage of the method according to the invention is that
the signal reconstruction at the reproduction end can be
carried out 1n a familiar manner using the conventional
iteration process (that is to say without increasing the
complexity).

Block windowing using windows with soft boundaries
represents an additional advantageous method for fractal
coding, which has been found to be particularly advanta-
geous for avoiding so-called blocking effects 1n the coding
of audio signals. Such blocking effects are caused by sudden
changes in value at the block boundaries 1n the reproduced
signal.

A detailed description of the method according to the
invention 1s given in the following text.

Conventional use of fractal coding involves using a
domain block to model a range block, with the aid of
equation (1). The offset b which is used in this equation and
1s constant over the entire block area there 1s now replaced,
according to the invention and as 1s shown 1n the following
equation (6), by a vector b with different components.

re=yd+b; b=(by, bs, . . . by) (6)

where:

r*: model of the range block r,

d: domain block (if necessary using a geometric
operation),

V. gain,

b: offset vector, which 1s obtained from weighted orthogo-

nal basic functions.

This vector b 1s intended to be composed of weighted
orthogonal basic functions, according to the following equa-
tion (7). The orthogonal basic functions used in the method
described here may be, for example, the basic functions of
the cosine transformation. The decision on which basic
functions and how many basic functions are used must be
made depending on the application and has no influence on
the fundamental procedure described here. The vector com-
ponents b, of the vector b can thus be described by the
equation (7).
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(7)

M
‘bi — Z Amli m

m=1

where:
b.: 1-th element of the vector b with N values,

t; ... 1-th element of the basic vector t,, with N values,

a_ . welghting factor of the m-th basic vector t_ .

In this case, equation (7) uses the first M basic vectors
with a rising frequency index of an orthogonal transforma-
tion. This selection 1s purely arbitrary and 1s intended to be
used only as an example. It 1s also assumed that the range
block vector r comprises N elements and that the basic
vectors t_ used are basic vectors of an orthogonal
transformation, which requires just N basic vectors for
complete representation of an original vector having N
clements.

The mean square error according to equation (3) is used
to search for the optimum domain block. Minimizing the
mean square error for a given range block vector r and a
ogrven domain block vector d allows the optimum values for
the gain v and the coeflicients a,, of the orthogonal basic
vector t_ to be quoted as:

N N
- E R -D; | Y (D))
i=1

=1

(8)

(10)

(11)

N
12
D7 = §| Dy -1y ; (12)

D, = E dj' Iy ; Or D, = E Cl'j "I i

In this case, R, and D, according to (11) and (13) are the
respective vector product, of the range block vector r’ of the
domain block vector d and of the basic vector t,, that 1s to
say the k-th spectral coeflicient when the transformation
which can be assigned to the basic vectors 1s applied to the
range block vector r and to the domain block vector d,
respectively.

R.* and D,* are the 1-th elements of the vectors which are
obtained 1f only the spectral coeflicients M+1 to N are used
to reproduce the range block vector r and the domain block
vector d, respectively.

This means that the gain v 1s calculated according to
equation (8) using only the remaining elements of the range
block vector r and the domain block vector d. The remaining
clements contain only spectral components which are not
included 1n the vector b. In the present example, the vector
b contains the spectral components with the frequency
indices 0 to M according to equation (7), and the remaining
clements contain only the spectral components M+1 to N.

The m-th coefficient a,, of the vector b 1s obtained
according to equation (8) with the aid of the corresponding
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spectral coetficients R of the range block and D_ of the
domain block with the aid of the gain v.

The relationships quoted above make 1t clear that the
described method produces a link between the transforma-
fion coding and the fractal coding. The derivations of
equations (8) and (9) are contained in Annex 1.

Annex 2 contains an example of a one-dimensional DCT
fransformation.

The following text explains an extension of the method
according to the invention explained above, using a window
function with soft boundaries.

The present use of fractal coding results in range and
domain blocks being produced by the corresponding signal
sections being cut out of the original signal with the aid of
a rectangular window. This procedure can result in so-called
block effects occurring 1n the reconstruction. This can be
overcome by using window functions with soft boundaries
here. If window functions are intended to be used, then the
range blocks must overlap.

There are two different options for using window func-
fions.

a) Window functions with soft boundaries just for recon-
struction

The window functions are used just for reconstruction.
That 1s say rectangular window functions are still used 1n the
transmitter to define the optimum domain blocks. However,
the range blocks must overlap in accordance with the
window function with soft boundaries used in the receiver.
The domain blocks are also still cut out of the original signal
with the aid of rectangular windows. Window functions with
soft boundaries are used only for reconstruction in the
receiver, 1n order that adjacent range blocks merge softly
into one another. The overlap must be selected such that
those edge areas of the range blocks overlap which are
welghted by the window function with values not equal to
unity. The window functions which are used for reconstruc-
fion must add up to unity 1n the overlapping area, for the
overlapping addition of adjacent range blocks for signal
reconstruction. Range block overlap levels of, for example,
0% to 50% are expediently used.

b) Window functions with soft boundaries in the trans-
mitter and 1n the receiver

In addition to case a), window functions with soft bound-
aries can also be used 1n the search for the fractal code 1n the
transmitter. The window function used here may have a
function profile which differs from that of the window
function used for reconstruction 1n the receiver. The window
functions used 1n the transmitter also do not to include the
limitation quoted in a), that is to say add up to unity in the
overlap area. The window function may be selected on the
basis of expediency so that, for example, the reproduction
quality produced when using fractal coding 1s particularly
o00d.

BRIEF DESCRIPTION OF THE DRAWING

The following figures 1llustrate schematic examples of
window functions which may be used.

FIG. 1 shows schematically the position of the window
functions 1n the transmitter and receiver 1n case a, and

FIG. 2 shows schematically the position of the window
functions 1n the transmitter and receiver 1n case b.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIG. 1 shows the case a 1n which no windowing 1s used
at the transmitter end (upper half of FIG. 1), and window
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6

functions are used only at the receiver end (lower half of
FIG. 1) and have to be complemented in the overlapping
region to form “1”. The upper half of FIG. 1 shows a signal
S which 1s split by square-wave functions 1nto range blocks
1, 2, 3 and 4, which overlap one another. The lower half of
FIG. 1 1llustrates the reconstructed signal S* as well as the
range blocks 5, 6, 7 and 8 with corresponding window
functions, which add up to “1” 1n the overlapping region.

FIG. 2 shows schematically the case b, in which, the
upper half of FIG. 2 shows range blocks 1, 2, 3, and 4 at the
transmitter end and with soft boundaries, of a function S to
be transmitted, and the lower part of FIG. 2 shows the range
blocks 5, 6, 7 and 8, which are provided 1n a corresponding

manner with an overlapping window function with soft
boundaries, for reconstruction of the signal S*.

Annex 1: Derivation of equations (8) and (9)
[t can be said that:

FE*=vd+b

(al)
where
b=(b,, b, ..., b, ...

and

M
a2
bi=Zﬂm-ﬁ,m (a2)
m=1
The mean square error 1s given by:
(a3)

N
p% = I/NZ (r; —rf)z
i=1

The optimum parameters v and a,_, are determined first of
all by forming the partial derivative on the basis of one of the
coellicients a,, and equating this to zero. After differentiation
and reorganization, this gives the following equation:

N N M N (a4)
Zﬂ' Tig — VZ di I — E ﬂmz lim-TLig =0
i=1 i=1 — i=1
With the aid of:
N
ad
R, = Z Filig (k-th spectral vector of r) (@)
i=1
N
ab
D, = Z d; - 1y (k— th spectral vector of d) (@0)
i=1
N (a7)

Lim ik

M
fy = E (yy
— i=1
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and the relationship:

l.form =%
O, for m £k

N
Z Lim Lig =

=1

results, from (a4) in the equation (8)

a,=R,—vD, (a9)
Using (a9, (a3) can be reorganized to give:
Al M M 2 (al0)
Ez — I/NZ[FI —Z (Rm -I,_'?m) — V'[dj — ZDm 'I}'?m]]
m=1 m=1

i=1

The complete reconstruction of each 1-th element of the
vector r 1s obtained from the weighted N basic vectors from:

(all)

N
Fi = Z Rm 'Ii,m
m=1

The two 1dentical terms in equation (al0) can thus be
stated as:

(al2)

and

Di =d; - i Dy by = i D, (al3)
m=1

These are partial reconstructions of the vectors r and d
from the weighted basic vector t_ with the indices M+1 to
N, eiven by their respective 1-th elements. The mean square
error can thus be stated as:

N
ald
Ez=1/NE (R —v-D})* @l®)
=1

In order to determine v, the partial derivative of e¢* from
equation (al4) is set to zero, resulting in the equation (8),
namely:

N N

y = E Ri-D; | (D))
. i=1
=1

(al5)

Annex 2: Example of a DCT transformation
The one-dimensional equation for DCT transformation is:

N—1
(al6)
Xk)y=02/N)1/2- C(k)z x(m)cos((Zm + Lkn /2N)
m=0
where k=0, 1, . . . , N=1, in which case x(m) are the input

vector components and X(k) are the resultant output vector
components of a corresponding vector block with N com-
ponents.
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What 1s claimed 1s:
1. Method for fractal coding of signals, 1n which a domain

block d 1s 1investigated for a range block r to be transmitted
from an original signal, so that, after using the calculation
rule r*=v-d+b, an approximated range block r* 1s generated,
v being an amplification factor and b being an offset vector,
the offset vector b 1n general has different components
b=(b,, b,, ..., b,), wherein the offset vector b is composed
of weighted orthogonal basic functions tm of an orthogonal
transformation, and wherein the mean square error e is used
to determine the optimum domain block d, in which case the
optimum values for the amplification factor v and the
coellicients a,, of the orthogonal basis vectors t_ become:

Al N
r= > KDY 0
i=1

i=1

and
a,=R_—-vD_

where:

M
b = Z Gl With

m=1
b;: i-th element of the vector b with NV values,
Iim: [-th element of the basis vector 1,, with N values,

a,,: welghting factor of the m-th basis vector z,.

and

2. Method according to claim 1, wherein the orthogonal
transformation 1s the discrete cosine transformation DCT.

3. Method according to claim 2, wherein range block
overlap levels of between 0 and 50% are used.

4. Method according to claim 1, wherein the range blocks
(1, 2, 3, 4) to be transmitted overlap in the transmitter and
are used 1n the receiver to reconstruct window functions (5,
6, 7, 8) with monotone rising and monotone falling bound-
aries.

5. Method according to claim 4, wherein at the transmitter
end, the overlapping range blocks are weighted by window
functions with monotone rising and monotone falling
boundaries.

6. Mecthod according to claim 1, wherein the window
functions in the overlapping arca of adjacent range blocks
have values of less than 1.

7. Method according to claim 1, wherein the window
functions 1n the overlapping arca of adjacent range blocks
complement one another 1n the signal reconstruction to form
a weighting value of unity 1.

G ex x = e
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