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Fig. 25
1620 CATEGORIZATION PATTERN INFORMATION
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rig. 26
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Fig. 27
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Fig. 29
2101
- 2201

THE WEATHER OF THE KEIHANSHIN AREA
@ TODAY'S WEATHER

OSAKA : FINE

KYOTO : FINE

KORE : FINE
@ TOMORROW'S WEATHER

OSAKA : CLOUDY

KYOTO : FINE

KORE : FINE

8 2212 _ 2907

"A" COMPANY MADE AN ANNOUNCEMENT

THAT THE COMPANY HAS DEVELOPED A NEW
TECHNOLOGY TO AUTOMATICALLY CATEGORIZE
A LARGE QUANTITY OF DOCUMENT DATA. THIS
TECHNOLOGY CATEGORIZES DOCUMENT DATA
INTELLIGENTLY ACCORDING TO THE CONTENTS
OF THE DOCUMENT USING KNOWLEDGE
INFORMATION FOR CATEGORIZATION CALLED
CATEGORIZATION PATTERNS. = - -
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Fig. 30
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Fig. 31

WORD FREQUENCY IN USE
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Fig. 32
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Fig. 36
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Fig. 41A
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Fig. 41B
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Fig. 43
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Fig. 44
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RETRIEVAL MENU CREATION DEVICE, A
RETRIEVAL MENU CREATION METHOD,
AND A RECORDING MEDIUM THAT
STORES A RETRIEVAL MENU CREATION
PROGRAM

BACKGROUND OF THE INVENTION

(1) Field of the Invention

The present 1nvention relates to a retrieval menu creation
device that creates retrieval menus from data according to
the contents of the data, a retrieval menu creation method,
and a recording medium that stores a retrieval menu creation
program.

(2) Description of the Related Art

A large amount of data 1s now available to ordinary users
via networks, for instance, the Internet. “A Method of
Clustering Documents Using Classification Patterns”
(Information Processing Society of Japan SIG Notes,
97-NL-117-14) introduces a menus retrieval system that
creates retrieval menus according to the contents of data so
that even a user who 1s unfamilar with the use of information
technology may easily select desired information from the
large amount of available data. FIG. 1 1s a block diagram that
shows the construction of the menu retrieval system.

The menu retrieval system shown in FIG. 1 includes data
storage unit 3501, thesaurus storage unit 3502, data feature
extraction unit 3503, data relating unit 3504, menu creation

unit 3503, and display unit 3506.

Data storage unit 3501 stores the document data that has
been obtained via a network and the features that has been
extracted by data features extraction unmit 3503. FIG. 2A
shows an example of the data stored in data storage unit
3501. As shown 1n FIG. 2A, data storage unit 3501 stores
document data 3621, 3622, and 3623 that have been
obtamed via a network, and features 3601, 3602, and 3603

that have been extracted by data feature extraction unit 3503.

Thesaurus storage unit 3502 stores thesauruses. A thesau-
rus 1s a dictionary in which words categorized according to
meaning are arranged 1n a tree. In a thesaurus that thesaurus
storage unit 3502 stores, the word with the highest concept
1s arranged at the root, words with the lowest concept are
arranged at the leaves, and words having similar meanings
are arranged close to each other.

FIG. 2B shows thesaurus 3511, a thesaurus that thesaurus
storage unit 3502 stores. In thesaurus 3511, “means of
transport” 3618 1s the root, and “car” 3617 and “railway”
3616 arc connected to “means of transport” 3618. “Truck”
3611 and “bus” 3612 are connected to “car” 3617, and

“steam train” 3613 and “electric train” 3614 are connected
to “railway” 3616.

According to thesaurus 3511, “means of transport” 3618
1s a higher concept than “car” 3617 and “railway” 3616,
“car’ 3617 1s the conception higher than “truck”™ 3611 and
“bus” 3612, and “railway” 3616 1s the conception higher
than “steam train” 3613 and “electric train” 3614.

Data feature extraction unit 3503 extracts features of
document data that data storage unit 3501 stores. More
specifically, data feature extraction unit 3503 extracts words
that are often used 1n the document data as the features. FIG.
2A shows that data feature extraction unit 3503 extracts
feature 3601 “bus” as the feature of document data 3621,
feature 3602 “truck” as that of document data 3622, and
feature 3603 “electric train™ as that of document data 3623.

Date relating unit 3504 finds the word that correspond to
the feature of document data 1n a thesaurus. For instance,
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data relating unit 3504 finds that “bus”™ 3612 1n thesaurus
3511 corresponds to feature 3601 “bus”, “truck” 3611 in
thesaurus 3511 corresponds to feature 3602 “truck”, and
“electric tramn” 3614 1n thesaurus 3511 corresponds to fea-
ture 3603 “clectric train”. Accordingly, each of the features

1s connected to the corresponding word 1n thesaurus 3511a
as shown 1 FIG. 3.

Menu creation unit 3505 extracts each word whose cor-
responding feature has been found by data relating unit
3504, and the words that are connected to the words whose
corresponding features have been found by data relating unit
3504 from thesaurus 3511q, and creates a menu construc-
tion. More specifically, menu creation unit 3505 extracts
“truck” 3611 corresponding to feature 3602 “truck”, “bus”
3612 corresponding to feature 3601 “bus”, “electric train”

. oo a2

3614 corresponding to feature 3603 “electric train”, “car
3617 connected with “truck” 3611, “railway” 3616 con-
nected to “electric train” 3614, and “means of transport”
3618 connected to “car” 3617 from thesaurus 3511a shown

in FIG. 3, and creates menu construction 35115 shown 1n
FIG. 4A.

Display unit 3506 displays retrieval menus based on the
created menu construction. More specifically, display unit
3506 displays retrieval menu 3700 in which the title 1s
“means of transport” and the choices are “car” 3702 and
“rallway” 3703 as shown in FIG. 4B based on menu
construction 351156 shown 1 FIG. 4A. When the user selects
“car” 3702, display unit 3506 displays retrieval menu 3710

in which the title 1s “car” 3711 and the choices are “truck”
3712 and “bus” 3713 as shown 1n FIG. 4C.

In the example of the conventional art that has been
described, these retrieval menus using one thesaurus are
created based on the data obtained via a network. Even a
user who 1s unfamilar with the use of information technol-
ogy may ecasily retrieve necessary information with these
retrieval menus. The above-described example, however,
has problems. Firstly, these retrieval menus are created using
one thesaurus, so that 1t 1s not possible to retrieve data when
the word used for retrieval 1s not included in the thesaurus
in which the words are categorized according to meaning
sand arranged 1n a tree. More specifically, while the word
“road” can be considered to be related to the word “means
of transport”, the word “road” 1s not related to any word 1n
thesaurus 3511 1in which the words are arranged in terms of
“means of transport”.

Secondly, retrieval menus 1n which the choices of a
retrieval menu and the choices of another retrieval menu
categorize data 1n different terms and are not related to each
other in meaning can not be created based on a thesaurus.
More specifically, the choices “up to 107, “11 to 207, and
“over 21”7 in the retrieval menu “age” and the choices
“student”, “salaried worker”, and “housewife” 1n the
retrieval menu “occupation” categorize data 1n different
terms and are not related to each other in meaning. As a
result, retrieval menus that include the retrieval menu “occu-
pation” below the retrieval menu “age” may not be created
based on one thesaurus.

Thirdly, when data 1s added to or changed 1n a thesaurus,
it 1s necessary to maintain the structure of the thesaurus in
which data 1s categorized according to meaning and
arranged 1n a tree. The addition or the change of data 1n a
thesaurus 1s very complicated.

SUMMARY OF THE INVENTION

The object of the present invention 1s to provide a retrieval
menu creation device that creates retrieval menus by relating
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data to choices mcluded 1n categorization patterns 1n which
the choices 1n each categorization pattern categorize data in
different terms and are not related to each other 1n meaning,
and to provide a recoding medium that records a retrieval
menu creation method and a retrieval menu creation pro-
gram.

The above-mentioned project 1s achieved by a retrieval
menu creation device that may create retrieval menus based
on a plurality of pieces of input data and may include a data
storage unit for storing the plurality of piece of input data,
a categorization pattern storage unit for storing a plurality of
categorization patterns each of which includes a plurality of
items wherein no item that 1s included 1n a categorization
pattern may be related to any item that 1s included 1n another
categorization pattern, a relating unit for relating pieces of
input data that are stored in the data storage unit to corre-
sponding items, a categorization pattern selection unit for
selecting categorization patterns from the plurality of cat-
cgorization patterns that are stored in the categorization
pattern storage unit based on a first predetermined standard,
and a menu extraction unit for extracting items to which
pieces of 1nput data are related from the selected categori-
zation patterns, and for creating a retrieval menu which
includes the extracted items as choices.

The retrieval menu creation device stores a plurality of
categorization patterns which each include a plurality of
items. Any 1tem 1ncluded 1n one of the categorization
patterns 1s related to none of the 1tems included in another
categorization pattern. The retrieval menu creation device
relates mput data to items included in the categorization
patterns, selects a categorization pattern, and creates a
retrieval menu using the selected categorization pattern. As
a result, useful retrieval menu to which 1nput data 1s satis-
factorily related may be created.

The above-mentioned object 1s also achieved by the
retrieval menu creation device wherein the categorization
pattern selection unit may include an 1item number count unit
for counting a number of items related to 1input data for each
of the plurality of categorization patterns, and an item
number selection unit for selecting categorization patterns in
which the number of 1tems related to mput data 1s close to
a second predetermined number.

The retrieval menu creation device counts the number of
items to which mput data 1s related, for each of the catego-
rization patterns, and selects a categorization pattern based
on the counted numbers. As a result, when creating retrieval
menus, the retrieval menu creation device may select the
categorization pattern which has the counted number that 1s
closest to the most suitable value with the highest priority
and create a retrieval menu using the selected categorization
pattern. Retrieval menus that are effectively used may be
created.

The above-mentioned object 1s also achieved by the
retrieval menu creation device wherein the categorization
pattern selection unit may include a priority ranking unit for
storing a priority ranking for each of the plurality of cat-
cgorization patterns, and a priority ranking selection unit
forwarding a priority ranking for each of the plurality of
categorization patterns, and for selecting categorization pat-
terns using the read priority rankings.

The retrieval menu creation device stores the priority
ranking of each of the categorization patterns, and selects a
categorization pattern according to the priority rankings. As
a result, when priority rankings are set according to the
user’s demand, retrieval menus may be created according to
the user’s demand.
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The above-mentioned object 1s also achieved by the
retrieval menu creation device that may further include a
switch reception unit of recieving a user indication to switch
from a retrieval menu that 1s displayed on the display unit to
another retrieval menu, and a second categorization pattern
selection unit for selecting, when the switch reception unit
receives the user indication to switch from a retrieval menu
that 1s displayed on the display unit to another retrieval

menu, categorization patterns from categorization patterns
apart from the categorization patterns that was selected by
the categorization pattern selection unit, based on the first
predetermined standard that was used by the categorization
pattern selection unit, wherein the menu extraction unit may
create another retrieval menu from the categorization pat-
terns that has been selected by the second categorization
pattern selection unit.

When receiving the instructions to switch the displayed
retrieval menu to another one from the user, the retrieval
menu creation device selects a categorization pattern from
the categorization patterns other than the ones that have been
already selected. As a result, another categorization pattern
may be selected and a retrieval menu may be created
according to the user’s instructions. The displayed menu

may be switched to another one according to the user’s
demand.

The above-mentioned object 1s also achieved by the
retrieval menu creation device that may further include an
input reception unit for receiving choices that have been
selected by a user from the choices in the retrieval menu,
wherein the relating unit may further include a selection
input data extraction unit for extracting each piece of 1nput
data that has been related to 1tems corresponding to the
selected choices as selection data, a relation cancel unit for
canceling relations between each extracted piece of 1nput
data and 1tems, and a selection mput data relating unit for
relating the selection data to 1tems included 1n categorization
patterns apart from categorization patterns that include the
item corresponding to the selected choice, wherein the
categorization pattern selection unit may select categoriza-
tion patterns that include items to which the selection data
was related by the selection input data relating unit, based on
the first predetermined standard, wherein the menu extrac-
tion unit may create another retrieval menu from the selected
categorization patterns, and wherein the display unit may
display the other retrieval menu that has been created by the
menu extraction unit.

The retrieval men creation device newly relates the 1nput
data that has been related to the choices that the user has
selected to 1tems 1n other categorization patterns, and creates
another retrieval menu. As a result, retrieval menus 1n which
the choices 1n each categorization pattern categorize data in
different terms and are not related to each other 1n meaning
may be created. The mput data that the user demands may
be retrieved quickly.

BRIEF DESCRIPITION OF THE DRAWINGS

These and other objects, advantages and features of the
invention will become apparent from the following descrip-
fion thercof taken in conjunction with the accompanying
drawings which illustrate a specific embodiment of the
invention. In the Drawings:

FIG. 1 1s a block digram of the construction of a conven-
fional menu retrieval system;

FIG. 2A shows examples of the data that the data storage
unit in the menu retrieval system shown 1 FIG. 1 stores;

FIG. 2B shows a thesaurus that the thesaurus storage unit
in the menu retrieval system shown 1n FIG. 1 stores;




US 6,219,665 Bl

S

FIG. 3 shows the data that the data storage unit 1n the
menu retrieval system shown in FIG. 1 stores, and the
corresponding words 1n a thesaurus that the thesaurus stor-
age unit stores;

FIG. 4A shows the layer structure of retrieval menus that

the menu retrieval system whose construction 1s shown 1n
FIG. 1 creates;

FIG. 4B shows a retrieval menu that the display unit of the
menu retrieval system whose construction 1s shown in FIG.
1 displays;

FIG. 4C shows a retrieval menu that the display unit of the
menu retrieval system whose construction 1s shown in FIG.
1 displays;

FIG. 5 shows a construction of a retrieval menu creation

device according to the first embodiment of the present
mvention;

FIG. 6 shows the data structure of the message board
information that the data storage unit of the retrieval menu
creation device whose construction 1s shown i FIG. 5
stores,

FIG. 7 shows examples of message board mmformation that
the data storage unit of the retrieval menu creation device
whose construction 1s shown in FIG. 5 stores;

FIG. 8 shows the data structure of the feature information
that the data storage unit of the retrieval menu creation
device whose construction 1s shown 1n FIG. 5 stores;

FIG. 9 shows examples of the feature information that the
data storage unit of the retrieval menu creation device whose
construction 1s shown 1n FIG. § stores;

FIG. 10 shows the data structure of the categorization
pattern 1information that the categorization pattern storage
unit 1n the retrieval menu creation device whose construc-
tion 1s shown 1n FIG. 5 stores;

Fig. 11 shows an example of the categorization pattern
information that the categorization pattern storage unit in the
retrieval menu creation device whose construction 1s shown
in FIG. § stores;

FIG. 12 shows the data structure of the priority ranking
information that the priority ranking storage unit in the
retrieval menu creation device show construction 1s shown
in FIG. 5 stores;

FIG. 13 shows an example of the priority ranking infor-
mation that the priority ranking storage unit in the retrieval
menu creation device whose construction 1s shown in FIG.
S stores;

FIG. 14 shows an example of the categorization pattern
information that the categorization pattern storage unit in the
retrieval menu creation device whose construction 1s shown
i FIG. 5 stores;

FIG. 15 shows an example of the categorization pattern
information that the categorization pattern storage unit in the

retrieval menu creation device whose construction 18 shown
in FIG. § stores;

FIG. 16 shows an example of the categorization pattern

information that the categorization pattern storage unit in the
retrieval menu creation device whose construction 1s shown

in FIG. § stores;

FIG. 17 shows an example of the categorization pattern
information that the categorization pattern storage unit in the

retrieval menu creation device whose construction 1s shown
in FIG. 5 stores;

FIG. 18 shows an example of the categorization pattern
information that the categorization pattern storage unit in the
retrieval menu creation device whose construction 1s shown

in FIG. § stores;
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FIG. 19 shows an example of the categorization pattern
information that the categorization pattern storage unit in the
retrieval menu creation device whose construction 1s shown
i FIG. 5 stores;

FIG. 20 shows a retrieval menu that the retrieval menu
creation device whose construction 1s shown 1n FIG. 5
creates;

FIG. 21 shows a retrieval men that the display unit of the
retrieval menu creation device whose construction 1s shown
in FIG. 5 displays;

FIG. 22 shows an example of the input unit of the retrieval
menu creation device whose construction 1s shown 1n FIG.
S;

FI1G. 23 shows a retrieval menu that the display unit of the
retrieval menu creation device whose construction 1s shown

in FIG. 5 displays;

FIG. 24 shows an example of the categorization pattern
information that the categorization pattern storage unit in the

retrieval menu creation device whose construction 1s shown
in FIG. § stores;

FIG. 25 shows an example of the categorization pattern
information that the categorization pattern storage unit in the
retrieval menu creation device whose construction 1s shown
i FIG. 5 stores;

FIG. 26 1s the flowchart illustrating the process performed
by the retrieval menu creation device whose construction 1s
shown 1n FIG. 5;

FIG. 27 1s the flowchart illustrating the process for
creating a retrieval menu performed by the retrieval menu
creation device whose construction 1s shown 1n FIG. 5;

FIG. 28 shows a construction of a retrieval menu creation
device according to the second embodiment of the present
mvention;

FIG. 29 shows examples of the data that the data storage
unit of the retrieval menu creation device whose construc-
tion 1s shown 1n FIG. 28 stores;

FIG. 30 shows the rods obtained by the morphological
analysis on a piece of the document data that 1s shown 1n
FIG. 29

FIG. 31 shows the frequency in the use of each of the
words obtained by the morphological analysis on a piece of
the document data shown in FIG. 29 i the piece of
document data;

FIG. 32 shows the data structure of the important word
information that the important word storage unit of the
retrieval menu creation device whose construction 1s shown

in FIG. 28 stores:

FIG. 33 shows examples of the important word 1informa-
tion that the important word storage unit of the retrieval
menu creation device whose construction 1s shown 1n FIG.
28 stores;

FIG. 34 shows the data structure of the categorization
pattern information that the categorization pattern storage
unit 1n the retrieval menu creation device whose construc-
tion 1s shown 1n FIG. 28 stores;

FIG. 35 shows an example of the categorization pattern
information that the categorization pattern storage unit of the
retrieval menu creation device whose construction 1s shown

in FIG. 28 stores;

FIG. 36 shows important words, and sets of a related
categorization pattern number and the related number 1den-
tifying a categorization item that the relating unit of the
retrieval menu creation device whose construction 1s shown

in FIG. 28 stores:
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FIG. 37 shows sets of a categorization pattern number and
the number identifying a categorization item that the relating
unit of the retrieval menu creation device whose construc-
tion 1s shown m FIG. 28 stores after the repetition of a set
1s excluded;

FIG. 38 shows a categorization pattern that a document
data 1identification number 1s added to and the categorization
pattern storage unit of the retrieval menu creation device
whose construction 1s shown 1n FIG. 28 stores;

FIG. 39 shows a categorization pattern that document data
identification numbers are added to and the categorization
pattern storage unit of the retrieval menu creation device
whose construction 1s shown 1n FIG. 28 stores;

FIG. 40A shows an evaluation expression that i1s used
when the categorization pattern selection unit of the retrieval
menu creation device whose construction 1s shown 1n FIG.
28 evaluates categorization patterns;

FIG. 40B shows the function in the second term of an
evaluation expression that 1s used when the categorization
pattern selection unit of the retrieval menu creation device
whose construction 1s shown 1 FIG. 28 evaluates catego-
rization patterns;

FIG. 41A shows a retrieval menu that the menu creation
unit of the retrieval menu creation device whose construc-
tion 1s shown 1n FIG. 28 creates;

FIG. 41B shows a retrieval menu that the display unit of
the retrieval menu creation device whose construction 1S
shown 1n FIG. 28 displays;

FIG. 42 shows 1s an example of the mput unit of the

retrieval menu creation device whose construction 1s shown
i FIG. 28;

FIG. 43 1s a flowchart illustrating the process performed

by the retrieval menu creation device whose construction 1s
shown 1n FIG. 28; and

FIG. 44 shows a retrieval menu that the display unit of the

retrieval menu creation device whose construction 1s shown
in FIG. 28 displays.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

1. The First Embodiment

Retrieval menu creation device 100 1s described below as
the first embodiment of the present invention, with reference
to the figures.

1.1 The Construction of Retrieval Menu Creation Device

FIG. § 1s a block diagram showing the construction of
retrieval menu creation device 100.

Retrieval menu creation device 100 includes data storage
unit 101, data feature extraction unit 102, categorization
pattern storage unit 103, priority ranking storage unit 104,
relating unit 105, first categorization pattern selection unit
106, menu creation unit 107, display unit 108, mnput unit
109, and second categorization pattern selection unit 110.
1.1.1 Data Storage Unit 101

Data storage unit 101 stores input data, for instance,
message board imnformation 260 transmitted via a network.
Data storage unit 101 stores feature information 270 that
includes features output from data feature extraction unit
102. Data storage unit 101 1s composed of a magnetic disk
unit or another storage device.

The reception unit that 1s not shown i FIG. § receives
input data from outside via a network. The data writing unit
that 1s not shown in FIG. 5 writes the received mnput data in
data storage unit 101.
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The reception unit may read 1nput data from a dictionary,
a thesaurus, an encyclopedia, or the like recorded 1n, for
instance, a CD-ROM, a recording medium that a computer
may read.

(1) Message Board Information 260

Message board information 260 i1s used to distribute
information about buying and selling among many people,
and 1ncludes message board identification information 261,
purchase/sale distinguishment 262, address 263, information
provider’s name 264, age 265, occupation 266, and com-
ment 267 as shown 1 FIG. 6.

Message board 1dentification information 261 is the data
identifier for identifying message board information 260.
While referencing numbers based on the order in which the
input data arrives are generally used for information board
identification information 261, any data indentifier may be
used for the identification. Purchase/sale distinguishment
262 shows whether the information on a message board 1s
about a purchase or a sale. Address 263 shows the address
of the information provider. Information provider’s name
264 shows the name of the mmformation provider. Age 265
shows the age of the mnformation provider. Occupation 266
shows the occupation of the information provider. Comment
267 1s a document indicating what 1s to be bought or sold and
the terms including the price or the conditions.

FIG. 7 shows examples of message board information 26(
that data storage unit 101 stores. As shown 1n FIG. 7, data
storage unit 101 stores message board information 201, 202,
and 203 that gives information on buying or selling and have
been obtained via a network. Message board information
201 includes message board 1dentification information 211,
purchase/sale distinguishment 231, address 232, information
provider’s name 233, age 234, occupation 235, ad comment
236. Message board mformation 202 includes message
board 1dentification information 212, purchase/sale distin-
cuishment 241, address 242, information provider’s name
243, age 244, occupation 245, and comment 246. Message
board information 203 includes message board 1identification
information 213, purchase/sale distinguishment 251, address
252, information provider’s name 253, age 254, occupation
255, and comment 256.

(2) Feature Information 270

Feature information 270 includes feature identification
information 271 and features 272 as shwon 1n FIG. 8.

One piece of feature information 270 corresponds to one
piece of message board mmformation 260. Feature identifi-
cation mnformation 271 includes the same information as
message board identification information 261 in message
board information 260 that corresponds to feature informa-
tion 270, and 1dentifies feature information 270.

Features 272 are extracted by data feature extraction unit
102 and are stored 1n data storage unit 101. Features 272 will
be explained later.

FIG. 9 shows examples of feature information 270 that are
stored 1n data storage unit 101. As shown 1n FIG. 9, data
storage unit 101 store feature information 301, 302, and 303.
Feature 1nformation 301 includes feature identification
imnformation 214 and features 221, 222, 223, 224, 225, 226,
and 228. Feature 1dentification information 214 has the same
reference number as message board identification informa-
tion 211, and shows that feature information 301 corre-
sponds to message board information 201. Feature informa-
tion 302 includes feature 1dentification information 215 and
features 281, 282, 283, 284, 285, 286, 287, 288, and 289.
Feature identification information 215 has the same refer-
ence number as message board identification nformation
212, and shows that feature information 302 corresponds to
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message board mformation 202. Feature information 303
includes feature 1dentification information 216 and features
291,292,293, 294, 295, 296, and 297. Feature 1dentification
information 216 has the same reference number as message
board identification information 213, and shows that feature
information 303 corresponds to message board information
203.

1.1.2 Date Feature Extraction Unit 102

Data feature extraction unit 102 reads message board
identification information 261, purchase/sale distinguish-
ment 262, address 263, information provider’s name 264,
age 265, occupation 266, and comment 267 included 1n each
piece of message board mnformation 260 that 1s stored 1n data
storage unit 101.

Data feature extraction unit 102 performs a morphological
analysis on comment 267 that has been read by data feature
extraction unit 102, divides comment 267 into morphemes,
and extracts the nouns from the morphemes.

In this specification, the morphological analysis 1s per-
formed for dividing a document 1into morphemes, the small-
est units with a meaning, and for finding the part of speech
of each of the morphemes. Morphological analysis 1s not
described 1n detail here, but 1s explained 1n “Natural Lan-
guage Processing” (Iwanami Shoten Publishers, April 1996,
ppl17-137).

Data feature extraction unit 102 writes message board
identification information 261 that has been read by data
feature extraction unit 102 as feature 1dentification informa-
tfion 1n data storage unit 101. Data feature extraction unit 102
writes purchase/sale distinguishment 262, address 263,
information provider’s name 264, age 265, occupation 266
which each have been read by data feature extraction unit
102, and the nouns that have been extracted by data feature
extraction unit 102, as features 1n data storage unit 101.

Purchase/sale distinguishment 262 1n message board
information 260, which only shows whether the information
on the message board 1s about buying or selling, 1s written
as a feature by data feature extraction unit 102 without
change. Address 263, information provider’s name 264, age
2635, and occupation 266 are also written as features without
change. On the other hand, comment 267 1s a document that
indicates what 1t to be bought or sold and the terms including
the price or the conditions, so that comment 267 may not be
suitable for use as a feature 1n 1ts original form. Data feature
extraction unit 102 performs a morphological analysis on
and extracts the nouns from comment 267, and writes the
extracted nouns as features in data storage unit 101.

As described above, the data structure determines whether
a piece ol input data 1s used as a feature as 1t s or features
are extracted from the mput data by means or morphological
analysis.

Data feature extraction unit 102 will be explained with
reference to the examples shown 1n FIGS. 7 and 9.

Firstly, data feature extraction unit 102 reads message
board identification information 211 “(1)”, purchase/sale
distinguishment 231 “For Sale”, address 232 “Tokyo”, mfor-
mation provider’s name 233 “Sato”, age 234 “22 years old”,
occupation 235 “student”, and comment 236 “I’'m selling a
PC for ¥220,000. Collection 1s preferred.” from message
board information 201 stored in data storage unit 101. Then
data feature extraction unit 102 performs a morphological
analysis on comment 236 “I’'m selling a PC for ¥220,000.
Collection 1s preferred.” that has been read, and divides
comment 236 into morphemes “I'm”, “selling”, “a”, “PC”,
“for”, “¥”, “200,0007, «.”, “Collection 7, “1s8”, “preferred”,
and “.”. Data feature extraction unit 102 extracts nouns

“PC”, “200,000”, “Collection”, from the morphemes. Data
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feature extraction unit 102 writes message board 1dentifica-
tion information 211 “(1)” that has been read as feature
identification information and purchase/sale distinguish-
ment 231 “For Sale” that has been read, address 232
“Tokyo”, information provider’s name 233 “Sato”, age 234
“22 years old”, occupation 235 “student”, and the extracted
nouns “PC”, ©“220,000”, and “Collection” as features in data
storage unit 101.

Data feature extraction unit 102 writes the feature 1den-
fification information and the features 1n data storage unit
101 for message board information 202 and 203 that 1s
stored 1n data storage unit 101 in the same manner as has
been described.

1.1.3 Categorization Pattern Storage Unit 103

Categorization pattern storage unit 103 stores categoriza-
tion pattern information 700. Categorization pattern storage
unit 103 1s composed of a magnetic disk unit or another
storage device.

When a retrieval menu that includes the choices for
selecting mput data 1s created, the choices are created base
on categorization pattern mformation 700. Categorization
pattern information 700 includes at least one categorization
pattern 701 as shown 1 FIG. 10.

Categorization pattern 701 includes categorization pattern
name 702 and item group 7035. Categorization pattern 701
can further include data corresponding item number 703 or
selection mark 704.

Item group 705 includes at least one item 711. At least one
piece of message board identification mmformation 713 can
be added to item 711. Item 711 can include at least one
subitem 712 that belongs to item 711. Subitem 712 can
include at least one message board 1dentification information
714.

Categorization pattern name 702 1s a title that represents
the 1nformation 1n categorization pattern 701.

Categorization pattern storage unit 103 stores the number
of the items corresponding to data as data corresponding
item number 703 that first categorization pattern selection
unit 106 has written, for each categorization pattern.

Categorization pattern storage unit 103 stores a selection
mark that first categorization pattern selection unit 106 has
written as selection mark 704.

Data corresponding item number 703 and selection mark
704 will be explained later.

Message board 1dentification information 713 and 714 are
the same kind of information as message board 1dentification
information 261.

No 1tem that 1s include 1n a categorization pattern 1s
related to an 1tem that 1s included in another categorization
pattern.

FIG. 11 shows categorization pattern information 400 that
1s an example of categorization pattern information 700 that
1s stored 1n categorization pattern storage unit 103.

Categorization pattern information 400 includes catego-
rization patterns 421, 431, 441, 451, 461, and 471.

Categorization pattern names 411 “age”, 412
“occupation”, 413 “gender”, 414 “location”, 415 “price 17,
and 416 “price 2”7 are given to categorization patterns 421,
431, 441, 451, 461, and 471, respectively.

Categorization pattern 421 includes i1tem group 420 that
includes seven items, “~197, “10~207, “21~29”, “30~39”,
“40~497, “50~597, and “60~", which categorize people into
seven groups by age.

Categorization pattern 431 includes 1tem group 430 that
includes 10 items, “infant”, “elementary school child”, “jun-
ior high school student”, “senior high school student”,

“university student”, “housewite”, “salaried worker™, “tech-
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nical college student”, “self-employed worker”, and
“unemployed”, which categorize people into 10 groups by
occupation.

Categorization pattern 441 includes item group 440 that
includes two 1tems, “male”, and “female”, which categorize
people 1nto two groups by gender.

Categorization pattern 451 includes item group 450 that
includes eight items, “Hokkaido”, “Tohoku”, “Kanto”,
“Chucu”, “Kink1”, “Chugoku”, “Shikoku”, and “Kyushu”,
which categorize the prefectures 1n Japan 1nto eight regions.
Each of the items included in item group 450 further
includes subitems. For instance, item 452 “Tohoku” includes
subitems 433 “Aomor1”, 454 “Iwate”, 455 “Miyag1”, 456
“Akita”, 457 “Yamagata”, and 458 “Fukushima”, which

represent prefectures. Categorization pattern 451 includes

the 1tems and the subitems 1n a bilevel structure.
Categorization pattern 461 to which categorization pat-

tern name 415 “price 17 1s given includes item group 460

that 1nlcudes four items, “~10,000”, “10,000~100,0007,
“100,000~1,000,000”, and “1,000,000~". Categorization

pattern 471 to which categorization pattern name 416 “price
27 1s given includes 1tem group 470 that includes five 1tems,
“~1,0007, “1,000~3,0007, “3,000~5,0007, “5,000~10,0007,
and “10,000~". Catgorization patterns 461 and 471 catego-
rize the same subject, prices, but include different items.
Catgorization pattern mformation 400 may include a plu-
rality of categorization patterns that categorize the same
subject on different terms.

1.1.4 Priority Ranking Storage Unit 104

Priority ranking storage unit 104 stores priority ranking,
information 750 which includes priority rankings for each
categorization pattern 701. Priority ranking storage unit 104
1s composed of a magnetic disk unit or another storage
device.

Priority ranking information 750 includes at least one
piece ol priority pattern information 751 as shown 1n FIG.
12. Priority pattern information 751 includes categorization
pattern name 752 and priority ranking 753. Categorization
pattern name 7352 1s the same kind of information as cat-
cgorization pattern name 702 shown in FIG. 10. Priority
ranking 753 shows the degree of user demand for the
categorization pattern that 1s represented by categorization
pattern name 752. Larger numerical values represent stron-
ger user demand.

FIG. 13 shows priority ranking information 760 as an
example of priority ranking information 750. As shown 1n
FIG. 13, categorization pattern names 3511 “age”, 512
“occupation”, 513 “gender”, 514 “location”, 515 “price 17,
and 516 “price 27 correspond to priority rankings 521 “37,
522 “4”, 523 «“57, 524 “87, 525 “27, and 526 “4”, respec-
fively. This means that catgorization patterns 421, 431, 441,
451, 461, and 471 shown in FIG. 11 have priority “37, “4”,
“57, %07, “27, and “4”, respectively.

In the present embodiment, catgorization pattern names
and the corresponding priority rankins are included in pri-
ority ranking information 760, so that the priority ranking of
a catgorization pattern may be obtained using the corre-
sponding categorization pattern name. Priority ranking
information 750 may include the storage location of a
categorization pattern instead of categorization pattern name
752. In this case, categorization pattern information 700
includes the storage location of the categorization pattern
instead of categorization pattern name 702.

Contrary to the above explanation, smaller numerical
values may represent higher priority rankings.

1.1.5 Relating Unit 105

Relating unit 105 relates message board information that

1s stored 1n data storage unit 101 to i1tems 1n categorization
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pattern stored 1n categorization pattern storage unit 103
using the feature information corresponding to the message
board information that 1s also stored 1n data storage unit 101.

The specific operation performed by relating unit 105 will
be explained with reference to FIGS. 9 and 11.

Relating unit 105 reads feature identification information
214 and feature 221 include 1n feature information 301, and
compares feature 221 with 1tems and subitems included in
categorization patterns 421, 431, 441, 451, 461, and 471 that
are stored 1n categorization pattern storage unit 103. When
an item or a subitem that corresponds to feature 221 1s found,
or when an item or a subitem tat includes feature 221 1is
found, relating unit 105 adds feature identification 1nforma-
tion 214 to the item or the subitem that 1s found to corre-
spond to or include feature 221 as message board 1dentifi-
cation information. As described above relating unit 105
relates feature information 301 to an item or a subitem.

Relating unit 105 cppares features 222, 223, 224, 2235,
226, 227, and 228 1ncluded 1n feature information 301 with
items or subitems included in the categorization patterns,
and adds feature 1dentification information 214 to the items
or the subitems that are found to correspond to or include the
features as message board identification information 1n the
same manner a sin the case of feature 221.

Relating unit 105 compares the features included 1n
feature mmformation 302 with the items and the subitems
included 1n the categorization patterns, and adds feature
identification information 215 to the items or the subitems
that are found to correspond to or include the features as
message board 1dentification information 1n the same man-
ner as 1n the case of features included 1n feature mformation

301.

For instance, relating unit 105 reads feature 1dentification
information 214 “(1)” and feature 221 “For Sale” that are
included 1n feature mnformation 301, and compares feature
221 with the items and the subitems that are included in
categorization patterns 421, 431, 441, 451, 461, and 471 one
after another. No 1tem or subitem included 1n categorization
patterns 421, 431, 441, 451, 461, and 471 corresponds to or
includes feature 221 “For Sale”, so that relating unit 105
reads the next feature, feature 222 “Tokyo”.

Relating unit 105 compares feature 222 “Tokyo” with the
items and the subitems included 1n categorization patterns
421, 431, 441, 451, 461, and 471. Feature 222 “Tokyo”
correspond to the subitem “Tokyo” that i1s included in
categorization pattern 451, so that relating unit 105 adds
feature identification information 214 “(1)” to the subitem
“Tokyo” that 1s included in categorization pattern 4351 as
message board identification information.

FIG. 14 shows the categorization pattern information 650
when feature identifictaion information 214 “(1)” is added to
the subitem “Tokyo” that 1s included i1n categorization
patterns 451 as message board 1dentification information. As
shown in FIG. 14, reference number 611 represents the
message board 1dentification information that 1s added to the
subitem.

Relating unit 105 adds feature identification information
214 “(1)” to items or subitems for other features, features
223, 224, 225, 226, 227, and 228 included in feature
information 301 1n the same manner.

No 1tem or subitem 1s found to correspond to features 223
“Sato”, 226 “PC”, ad 228 “Collection”, so that relating unit
105 adds feature identification information 214 “(1)” to no
item or subitem for these features.

When comparing a feature represented by numerical data
with items and subitems, for example, feature 227 “220,
0007, relating unit 105 searches for the item or the subitem
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represented by the range of numbers that includes the
numerical data. In the present embodiment, relating unit 105
relates message board information 201 to the items included
in categorization patterns 461 and 471, which are repre-
sented by categorization pattern names 415 “price 17 ad 416
“price 27, respectively.

FIG. 15 shows categorization pattern information 651 that
1s stored 1n categorization pattern storage unit 103 after
message board mmformation 201 1s related to the items and
the subitems using the features included 1n feature 1nforma-
fion 301. Reference numbers 611 to 615 represent message
board identification information 211 “(1)” included in mes-
sage board information 201 that 1s added to the 1tems and the
subitems by relating unit 105.

FIG. 16 shows categorization pattern information 652
after feature information 301, 302, and 303 1s related to the

items and the subitems using the feature included 1n feature
information 301, 302, and 303. Reference numbers 811 to

822 represent the message board i1dentification information
that 1s included 1 message board information 201, 202, ad

203 and 1s added to the 1tems and the subitems by relating
unit 105.

FIG. 17 shows categorization pattern information 6353
after 20 pieces of feature information including feature
imnformation 301, 302, and 303, 1s related to the 1items and the
subitems using the features mcluded 1 20 pieces of feature
information.

1.1.6 First Categorization Pattern Selection Unit 106

First categorization pattern selection unit 106 selects the
most suitable categorization pattern for creating a retrieval
menu from the categorization pattern information that is
stored 1n categorization pattern storage unit 103, using the
priority ranking information stored in priority ranking stor-
age unit 104. In doing so, first categorization pattern selec-

tion unit 106 operates according to a predetermined standard
that will be described below.

First categorization pattern selection unit 106 reads cat-
cgorization pattern information 700 that is stored 1n catego-
rization pattern storage unit 103 for each categorization
pattern 701. First categorization pattern selection unit 106
counts the number of the items and the subitems to which

message board identification information 713 1s added for
cach categorization pattern 701. First categorization pattern
selection unit 106 writes the number of 1tems and subitems
in each categorization pattern information 700 1n categori-
zation pattern storage unit 103 as data corresponding item
number 703.

The operation by first categorization pattern selection unit
106 will be explained with reference to categorization
pattern information 653 shown 1n FIG. 17.

First categorization pattern selection unit 106 reads cat-
cgorization pattern 1010 from categorization pattern infor-
mation 633, judges whether message board identification
information 1s added to each of the i1tems included in
categorization pattern 1010, and counts the number of the
items to which message board identification information 1s
added.

Two 1tems, 1tems 1012 and 1013, to which the mnput data
1s related are included 1n categorization pattern 1010, so that
first categorization pattern selection unit 106 counts the
number of the items “2”, and writes “2” 1n categorization
pattern 1010 as data corresponding 1tem number.

In the case of a categorization pattern including the items
and the subitems in a bilevel structure, for instance, the
categorization pattern represented by categorization pattern
name 1021 “location”, first categorization pattern selection
unit 106 counts the number of the items including the
subitems to which message board 1dentification information

1s added.
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FIG. 18 shows categorization pattern mmformation 654
where the number of the items to which message board
identification information 1s added 1s written for each of the
categorization patterns.

When a retrieval menu displays too small a number of
choices on a screen, 1t 1s 1mpossible for the user to retrieve
data quickly because the user will have to proceed through
many retrieval menus 1n a multilevel structure. When a
retrieval menu displays too large a number of choices on a
screen, 1t 1s also impossible for the user to retrieve data
quickly because there will be too many choices to be
compared at once. As a result, when creating a retrieval
menu, first categorization pattern selection unit 106 deter-
mines the most suitable number of choices for one screen in
advance, and selects the categorization pattern that includes
a number of related items which 1s closest to the most
suitable predetermined number of choices as the most suit-
able categorization pattern, For instance, in categorization
pattern information 654 shown in FIG. 18, the number of the
related 1tems included 1n both of the categorization patterns
that are represented by categorization pattern names 1021
“location” and 1022 “price 27 1s “5”. when the most suitable
predetermined number of choices 1s “6”, the number “5” 1s
closest to the most suitable predetermined number of
choices “67, so that first categorization pattern selection unit
106 judges that the categorization patterns that are repre-
sented by categorization pattern names 1021 and 1022 as the
most suitable categorization pattern.

First categorization pattern selection unit 106 selects the
most suitable categorization pattern 1n the same manner as
described above. When finding a plurality of most suitable
categorization patterns, first categorization pattern selection
unit 106 selects one categorization pattern in the manner
described below.

First categorization pattern selection unit 106 reads the
priority rankings corresponding to the categorization pattern
names representing the plurality of categorization patterns
that are judged most suitable from priority ranking storage
unit 104, and compares the read priority rankings. For
instance, first categorization pattern selection unit 106 reads
priority ranking “8” corresponding to categorization pattern
name “location” and priority ranking “4” corresponding to
categorization pattern name “price 2”7 from priority ranking
information 760 shown in FIG. 13. First categorization
pattern selection unit 106 compares the read priority rank-
ings “8” and “4”, and judges that the categorization pattern
represented by categorization pattern name 1021 “location”
that has the higher priority ranking 1s the most suitable
categorization pattern.

When a plurality of categorization patterns that are judged
most suitable have the same priority ranking, first catego-
rization pattern selection unit 106 may select one categori-
zation pattern at random or according to the registration
order of the categorization patterns.

First categorization pattern selection unit 106 adds the
selection mark “(O” to the categorization pattern 701 that is
stored 1n categorization pattern storage unit 103 and 1is
determined to be most suitable as selection mark 704.

FIG. 19 shows categorization pattern information 1100
after selection mark “O” is added to the categorization
pattern that 1s represented by categorization pattern name
“location” as selection mark 1111.

1.1.7 Menu Creation Unit 107

Menu creation unit 107 extracts the i1tems to which the
corresponding message board information 1s related from
the categorization pattern that has been selected by first
categorization pattern selection unit 106, and creates a
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retrieval menu mcluding the extracted items as choices. The
operation performed by menu creation unit 107 will be
explained 1n detail with reference to the figures.

Menu creation unit 107 extracts categorization pattern
701 that includes selection mark 704 “QO” from categoriza-
fion pattern information 700 stored in categorization pattern
storage unit 103, and the items to which message board
identification information 713 has been added and the 1tems
that include the subitems to which message board identifi-
cation 1information 714 has been added from each extracted
categorization pattern 701. Menu creation unit 107 counts
the number of pieces of message board 1dentification 1nfor-
mation 713 that have been added to an 1tem and the number
of pieces of message board identification information 714
that have been added to the subitems included in an 1tem for
cach of the extracted items. Menu creation unit 107 adds
together the number of pieces of counted message board
identification information 713 and the number of pieces of
the counted message board identification information 714
for each of the extracted 1tems, and obtains the number of
pieces of the message board identification information that
have been added to each of the extracted items.

Menu creation unit 107 creates at least one set of an 1tem
and the number of pieces of message board information that
have been related to the item, and outputs each of the sets on
display unit 108.

The operation performed by menu creation unit 107 waill
be explained 1n detail with reference to FIG. 19.

Menu creation unit 107 extracts categorization pattern
1120 to which selection mark 1111 “O” is added. Menu
creation unit 107 extracts items 1123 “Kanto”, 1124
“Chubu”, 1125 “Kinki1”, 1126 “Chugoku”, and 1127
“Shikoku” which each include subitems to which message

board 1dentification information has been added from items
1121 “Hokkaido”, 1122 “Tohoku”, 1123 “Kanto”, 1124

“Chubu”, 1125 “Kink1”, 1126 “Chugoku”, 1127 “Shikoku”,
and 1128 “Kyushu” included 1n categorization pattern 1120.
In this example shown i FIG. 19, no message board
identification information 1s added to the items themselves
included 1n categorization pattern 1120. Menu creation unit
107 counts the number of pieces of the message board
identification 1nformation that are added to the subitems
included 1n the five items, items 1123 “Kanto”, 1124
“Chubu”, 1125 “Kinki”, 1126 “Chugoku™, and 1127
“Shikoku” for each of the items. Menu creation unit 107
creates five sets of an item that has been extracted and the
number of pieces of the message board 1dentification infor-
mation that have been added to the item. FIG. 20 shows the
five sets of 1tem 1201 and message board identification
information 1202 created by menu creation unit 107. Menu
creation unit 107 outputs the five sets of an item that have
been extracted and the number of pieces of the message
board 1dentification information that have been counted for
the extracted item on display unit 108.
1.1.8 Display Unit 108

Display unit 108 receives at least one set of an 1tem and
the number of pieces of the message board identification
information that have been added to the item from menu
creation unit 107. Display unit 108 displays a bar chart that
includes each of the received sets and a bar whose length 1s
proportional to the number of pieces of the message board
identification information for each of the received sets as s
retrieval menu, based on each of the received sets. Display
unit 108 also displays s cursor for selecting an 1tem.

FIG. 21 shows a retrieval menu displayed by display unit
108. The retrieval menu 1n FIG. 21 shows a bar chart that

includes five sets of 1item 1302, bar 1303, and the number of
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pieces of message board identification information 1304,
and cursor 1301 for selecting one of the items.

While displaying a bar chart that includes sets of an item,
a bar, and the number of pieces of the message board
identification information 1 FIG. 21, display unit 108 may
display sets of an item and the number of pieces of the
message board identification information.

When displaying a retrieval menu and receiving the
mnstruction “to move up” from input unit 109, display unit
108 moves cursor 1301 so that the cursor indicates the item
that 1s placed one line above the previously indicated item.
When displaying a retrieval menu and receiving the instruc-
tions “to move down” from input unit 109, display unit 108
moves cursor 1301 so that the cursor 1indicates the i1tem that
1s placed one line below the previously indicated item.

When receiving the instructions “to execute” from input
unit 109, display unit 108 selects the item that 1s indicated
with cursor 1301, and reads a piece of message board
identification information that has been added to the selected
item from categorization pattern information 700 stored in
categorization pattern storage unit 103. Display unit 108
reads the message board information 260 identified by the
read message board identification information from data
storage umit 101, and displays the read message board
information 260.

When displaying the message board information 260 and
when receiving the instructions “to move down” from input
unit 109, display unit 108 reads another piece of message
board i1dentification information that is placed behind the
read message board 1dentification information that has been
added to the above-mentioned selected 1tem from a catego-
rization pattern information 700 stored 1n categorization
pattern storage unit 103. Display unit 108 reads the message
board information 260 1dentified by this newly read message
board identification information from data storage unit 101,
and displays the secondly-read message board mnformation
260.

When displaying the firstly-read message board informa-
tion 260 and receiving the instructions “to move up” from
mput unit 109, display unit 108 reads another piece of
message board 1denfification information that 1s placed
ahead of the firstly-read message board 1dentification infor-
mation that has been added to the above-mentioned selected
item from categorization pattern information 700 stored 1n
categorization pattern storage unit 103. Display unit 108
reads the message board information 260 identified by the
newly-read message board identification mnformation from
data storage unit 101, and displays the newly-read message
board information 260.

For instance, when displaying the retrieval menu shown
in FIG. 21 and when receiving the instructions “to execute”
from mput umt 109, display unit 108 reads a piece of
message board identification information, that is, message
board identification information “(1)” that has been added to
the 1tem “Kanto” included in categorization pattern infor-
mation. Display unit 108 reads message board information
201 1dentified by message board 1dentification 1nformation
“(1)” from data storage unit 101, and displays message
board information 201. FIG. 23 shows message board infor-
mation 201 that 1s displayed on display unmit 100. When the
user presses cursor keys 1401 or 1402, another piece of

message board information 1s read and displayed on display
unit 108.

1.1.9 Input Unit 109
Input unit 109 includes up-cursor key 1401, down-cursor

key 1402, execution key 1403, and switch key 1404 as
shown 1n FIG. 22, and accepts mnput from the user.
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When a retrieval menu 1s displayed by display unit 108
and up-cursor key 1401 1s pressed by the user, input unit 109
outputs the instructions “to move up” to display unit 108.
When a retrieval menus 1s displayed by display unit 108 and
down-cursor key 1402 is pressed by the user, input unit 109
outputs the instructions “to move down” to display unit 108.

When execution key 1403 1s pressed by the user, input
unit 109 outputs the instructions “to execute” to display unit
108.

When switch key 1404 1s pressed by the user, input unit
109 outputs the instructions “to switch” to second catego-
rization pattern selection unit 110.

While mput unmit 109 mcludes the four function keys,
up-cursor key 1401, down-cursor key 1402, execution key

1403, and switch key 1404, four keys included in the
keyboard of a standard computer may be assigned the

function of these four function keys.
1.1.10Second Categorization Pattern Selection Unit 110

When display unit 108 displays the retrieval menu shown
in FIG. 21 and the user does not want to use the choices 1n

the present retrieval menu, second categorization pattern
selection unmit 110 1s used for creating another retrieval
menu.

On receiving the instruction “to switch” from input unit
109, second categorization pattern selection unit 110 detects
selection mark 704 “O” from categorization pattern infor-
mation 700 stored 1n categorization pattern storage unit 103,
and changes the selection mark 704 “O” to the mark “@”
that indicates that the categorization pattern has been used,
and writes the mark “@” i1n the categorization pattern
information 700.

For 1nstance, 1n categorization pattern information 1100
shown in FIG. 19, selection mark 1111 “O” is added to
categorization pattern 1120 that 1s now selected. Second
categorization pattern selection unit 110 reads selection
mark 1111 “O”, changes selection mark 1111 “O” to the
mark “@”, and writes the mark “@®” 1n the categorization
pattern 1nformation 1100. FIG. 24 shows categorization
pattern information 1600 in which mark 1601 “@” 1s added
to the categorization pattern that has been already used.

Second categorization pattern selection unit 110 selects
the most suitable categorization pattern from the categori-
zation patterns to which no mark “@®” 1s added in the same
manner as first categorization pattern selection unit 106. For
instance, second categorization pattern selection unit 110
selects categorization pattern 1612 that i1s represented by
categorization pattern name 1611 “price 2” 1n FIG. 25.

Second categorization pattern selection unit 110 adds the
selection mark “O” to the selected categorization pattern
that indicates that the categorization pattern has been
selected. FIG. 25 shows categorization pattern information
1620 in which the selection mark “O” is added to the
categorization pattern that has been newly selected. Selec-
tion mark 1602 “O” is added to categorization pattern 1612
and 1ndicates that categorization pattern 1612 has been
newly selected.

When a categorization pattern that may be selected 1s
included 1n categorization pattern mnformation 1620, that is,
when a categorization pattern to which no mark “@” 1s
added 1s included i1n categorization pattern information
1620, and when switch key 1404 1s pressed, second catego-
rization pattern selection unit 110 may select a new catego-
rization pattern. For instance, second categorization pattern
selection unit 110 may select a new categorization pattern
three times more 1n the case of categorization pattern
information 1620 shown in FIG. 25.

When second categorization pattern selection unit 110
selects a new categorization pattern, menu creation unit 107
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creates a retrieval menu using the categorization pattern
information that includes the categorization pattern to which
the selection mark “O” is added, and display unit 108
displays the newly created retrieval menu.

1.2 The Operation by Retrieval Menu Creation Device 100

The operation by retrieval menu creation device 100 will
be explained.

1.2.1 The Operation when Creating a Retrieval Menu

The operation performed by retrieval menu creation
device 100 when creating a retrieval menu will be explained
with reference to the flowchart shown 1n FIG. 26.

Data feature extraction unit 102 extracts the features from
message board information 260 stored 1n data storage unit
101, and writes the extracted features as feature information
270 in data storage unit 101 (Step S1801). Relating unit 105
extracts feature 1dentification information 271 from the
feature information 270 stored in data storage unit 101 (Step
S1802), extracts one feature 272 that is included in the
feature information 270 (Step S1803), and compares the
extracted feature 272 with the items included in the catego-
rization pattern mformation that 1s stored 1n categorization
pattern storage unit 103 (Step S1804). When one item that
corresponds to the feature 272 1s found in the items, relating
unit 105 relates the feature information 270 to the item by
adding the feature identification information 271 to the item
(Step S1805). Relating unit 105 extracts a feature, compares
the feature with the items, and relates the feature mmformation
270 to the item that 1s found to correspond to the feature for
cach of the features included 1n the feature information 270
(Steps S1804 to S1806). Relating unit 105 extracts the
feature 1dentification information and each of the features,
compares the features with the items, and relates the feature
information to the i1tems that are found to correspond to the
features for each piece of the feature information that is
stored in data storage unit 101 (Steps S1802 to S1807).
When each piece of the feature information 1s related to the
items, first categorization pattern selection unmit 106 counts
the number of 1tems to which message board i1dentification
information 1s added for each of the categorization patterns
(Step S1808), and selects the categorization pattern having
the counted number that 1s closest to a predetermined most
suitable number, as the most suitable categorization pattern
(Step S1809). When a plurality of categorization patterns are
selected at Step S1809, first categorization pattern selection
unit 106 refers to priority ranking storage unit 104, and
selects the categorization pattern having the highest priority
ranking among the plurality of categorization patterns. First
categorization pattern selection umt 106 adds a selection
mark “O” to the selected categorization pattern and indi-
cates that the categorization pattern has been selected (Step
S1810). Menu creation unit 107 creates a retrieval menu that
includes the choices corresponding to the 1tems included in
the selected categorization pattern (Step S1811), and display
unit 108 displays the created retrieval menu (Step S1812).
1.2.2 The Operation when Pressing the Switch Key

The operation performed by retrieval menu creation
device 100 when the switch key 1s pressed and another
retrieval menu 1s created with reference to the flowchart
shown 1 FIG. 27.

The operation performed at Steps S1811 and S1812 1n
FIG. 27 1s the same as that performed at Steps S1811 and
S1812 1n FIG. 26. The operation performed at Steps S1811
and S1812 i FIG. 27 will not be explained in order to
simplify the explanation.

When switch key 1404 1s pressed by the user, mnput unit
109 outputs the instructions “to switch” to second catego-
rization pattern selection unit 110, and instructs second
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categorization pattern selection unit 110 to switch the
present retrieval menu to another one (Step S1901). Second
categorization pattern selection unit 110 adds a mark “@” to
the selected categorization pattern and indicates that the
categorization pattern has been already used (Step S1902).
Second categorization pattern selection unit 110 selects the
categorization pattern having the number of related 1tems
that 1s closest to the predetermined most suitable number as
the most suitable categorization pattern among the catego-
rization patterns to which no mark “@” i1s added, that is,
among the categorization patterns that have not been used
(Step S1903). When a plurality of categorization patterns are
selected at Step S1903, second categorization pattern selec-
tion unit 110 refers to priority ranking storage unit 104, and
selects the categorization pattern having the highest priority
ranking among the plurality of categorization patterns. Sec-
ond categorization pattern selection unit 110 adds a selection
mark “O” to the selected categorization pattern and indi-
cates that the categorization pattern has been newly selected
(Step S1904). Menu creation unit 107 creates a new retrieval
menu using the categorization pattern to which the selection
mark “O” has been newly added, and display unit 108
displays the newly created retrieval menu (Steps S1811 and

S1812).

2. The Second Embodiment

Retrieval menu creation device 2100 according to the
seccond embodiment of the present invention will be
explained with reference to the figures.

2.1 The Construction of Retrieval Menu Creation Device
2100

FIG. 28 1s a block diagram that shows the construction of
retrieval menu creation device 2100.

Retrieval menu creation device 2100 includes data storage
unit 2101, important word extraction unit 2102, important
word storage unit 2103, categorization pattern storage unit
2104, relating unit 2105, categorization pattern selection
unit 2106, menu creation unit 2107, display unit 2108, and
input unit 2109.

2.1.1 Data Storage Unit 2101

Data storage unit 2101 1s composed of a magnetic disk
unit or another storage device. Data storage unit 2101 adds
an 1dentification number to document data transmitted via a
network, and stores the document data to which an 1denti-
fication number 1s added. An 1dentification number 1s the
number for specilying a piece of document data. Identifi-
cation numbers are allotted to document data according to
the reception order of the document data.

Data storage unit 2101 stores document data 2201, 2202,
and the like as shown 1n FIG. 29. Document data 2201,
2202, or the like represents a newspaper article obtained via
a network. Identification numbers 2211 “(1)” and 2212 “(2)”
are added to document data 2201 and 2202, respectively.
2.1.2 Important Word Extraction Unit 2102

Important word extraction unit 2102 reads the document
data that 1s stored 1n data storage unit 2101, performs a
morphological analysis on each piece of the read document
data, and divides the document data into at least one
morpheme.

When the document data 1s written 1n Japanese, important
word extraction unit 2102 extracts at least one content word
from one of the morphemes into which the document data 1s
divided. When the document data 1s written 1n English,
important word extraction unit 2102 includes a stop word
list in which the words that represent no important words are
registered. More specifically, prepositions and substantive
verbs are stored i1n the stop word list. Important word
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extraction unit 2102 excludes the morphemes that are reg-
istered 1n the stop word list.

Important word extraction unit 2102 counts the frequency
in the use of a content word 1n a piece of document data for
cach of the extracted content words that are included in the
document data, and extracts the content words up to a
predetermined number 1n the order of decreasing frequency,
with determining the predetermined number of content
words as the important words. An important word 1s an
example of a feature.

Important word extraction unit 2102 reads the 1dentifica-
tion number that 1s added to the document data stored 1n data
storage unit 2101.

Important word extraction unit 2102 outputs the read
identification number and the predetermined number of
content words to important word storage unit 2103.

Important word extraction unit 2102 extracts the 1mpor-
tant words and reads the 1denfification number for each of
the document data that is stored 1n data storage unit 2101,
and outputs the identification numbers and the predeter-
mined number of content words, that 1s, the important words
to 1mportant word storage unit 2103.

In this specification, a content word represents a noun, an
adjective, a verb, or an adverb that conveys a substantial
meaning, that 1s, a concept or an 1mage.

The operation by important word extraction unit 2102 waill
be explained using document data 2201 shown 1n FIG. 29 as
an example.

Important word extraction unit 2102 performs a morpho-
logical analysis on document data 2201 stored in data
storage unit 2101, and divides document data 2201 into
words as shown 1n FIG. 30. The “/” 1n FIG. 30 represents the
end of one word. Important word extraction unit 2102
extracts content words as the candidates for the important
words from the words shown 1n FIG. 30, and counts the
frequency 1n the use of a content word 1n document data
2201 for each of the content words. FIG. 31 shows the ten
extracted words and the frequency 1n the use of each of the
words 1n document data 2201. Important word extraction
unit 2102 extracts five content words from the ten extracted
content words, that 1s, the ten candidates for the important
words 1n the order of decreasing frequency, and determines
the five content words as the important words. The five
words, “fine”, “weather”, “Osaka”, “Kyoto”, and “Kobe”
are extracted as the important words.

While important word extraction unit 2102 extracts the
important words according to the frequency in the use in
document data 2201 in the present embodiment, important
word extraction unit 2102 may extract the important words
in another manner.

Important word extraction unit 2102 may determine the
important words according to the position 1n which a word
1s 1ncluded 1n document data. For instance, the word that 1s
included 1n the ftitle of the top of document data may be
determined as an important word.

Important word extraction unit 2102 may determine the
important words according to the function of a word 1n
document data. For mstance, important word extraction unit
2102 performs a morphological analysis on document data,
divides the document into morphemes, and analyzes the
crammatical construction of the sentence using the mor-
phemes for finding the sentence structure, with finding the
subjects 1ncluded in the document data. Important word
extraction unit 2102 may determine the subjects as the
important words.

Important word extraction unit 2102 may compare the
frequency 1n the use of a word in standard document data
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with that 1n the document data to be retrieved, and determine
the 1mportant words according to the comparison. More
specifically, important word extraction unit 2102 may deter-
mine the word that 1s included 1n the document data to be
retrieved more frequently than in the standard document
data as an 1mportant word.

While the number of important words 1s five 1n the present
embodiment, the number may be any, for instance, four,
three, six, or seven. The content word that 1s used 1n a piece
of document data more than a predetermined number of
fimes may be determined as an important word, and any
number of content words may be determined as important
words.

2.1.3 Important Word Storage Unit 2103

Important word storage unit 2103 receives the identifica-
fion number and the predetermined number of 1mportant
words from important word extraction unit 2102 for each
piece of document data, and stores the identification num-
bers and the important words as important word information
2530. As receiving the same number of 1dentification num-
bers and the same number of sets of important words as the
number of pieces of document data stored 1n data storage
unit 2101, important word storage unit 2103 stores the same
number of pieces of important word information 2530 as the
number of pieces of document data stored 1n data storage
unit 2101. Important word storage unit 2103 1s composed of
a memory or another storage device.

FIG. 32 shows the construction of important word 1nfor-
mation 2530. Important word mformation 2530 includes
important word 1dentification information 2531 and a pre-
determined number of important words 2532. Important
word 1dentification information 2531 represents the i1denti-
fication number that important word storage unit 2103 has
received from important word extraction unit 2102. The
predetermined number of important words represent the
important words that important word storage unit 2103 has
received from 1mportant word extraction unmit 2102.

The predetermined number represents the number of the
content words extracted by important word extraction unit
2102. Important word extraction unit 2102 counts the fre-
quency 1n the use of a content word 1n a piece of document
data for each of the content words, and extracts content
words 1n the order of the decreasing frequency up to the
predetermined number.

FIG. 33 shows an example of important word storage unit
2530 stored 1n 1mportant word storage unit 2103. As shown
in FIG. 33, important word information 2103 stores 1mpor-
tant word information 2506 and 23516, important word
information 2506 includes important word identification
information 2521 and important words 2501 to 2505, and
important word information 2516 includes important word
identification information 2522 and important words 2511 to
2515.

Important words 2501 to 2505 have been extracted from
document data 2201, and important words 2511 to 2515
have been extracted from document data 2202. Important
word 1dentification information 2521 and identification
number 2211 included 1n document data 2201 represents the
same Information, and important word 1dentification infor-
mation 2522 and identification number 2212 included 1n
document data 2202 represents the same information. This
means that important word information 2506 corresponds to
document data 2201, and important word information 2516
corresponds to document data 2202.

2.1.4 Categorization Pattern Storage Unit 2104

Categorization pattern storage unit 2104 stores categori-
zation pattern information 2700 that categorizes document

10

15

20

25

30

35

40

45

50

55

60

65

22

data according to the key words. Categorization pattern
storage unit 2104 1s composed of a magnetic disk unit or
another storage device.

Categorization pattern information 2700 includes at least
one categorization pattern 2701 as shown in FIG. 34.

Categorization pattern 2701 includes selection mark 2711,
categorization pattern number 2712, categorization stand-
point name 2713, document data corresponding number
2714, and at least one categorization item 2715. One cat-
coorization item 2715 includes categorization item name
2721, document data number 2722, document data identi-
fication number 2723, and at least one key word 2724.

The function of selection mark 2711 1s the same as that of
selection mark 704, and the explanation will not given 1n
order to sumplify the explanation.

Categorization pattern number 2712 i1dentifies categori-
zation pattern 2701.

Categorization standpoint name 2713 represents the title
of categorization pattern 2701.

Document data corresponding number 2714 represents
the number of types of the document data that 1s 1dentified
by the document data identification numbers included in
categorization pattern 2701.

Categorization 1tem name 2721 represents the name of
categorization item 27135.

Document data number 2722 represents the number of
document data i1dentification numbers that are included in
categorization item 27135.

Document data identification number 2723 identifies the
corresponding document data stored in data storage unit
2101.

Key word 2724 1s used when a piece of document data 1s
related to a categorization item.

FIG. 35 shows categorization pattern information 2600 as
an example of categorization pattern information 2700
stored 1n categorization pattern storage unit 2104. As shown
in FIG. 35, categorization pattern storage unit 2104 stores
categorization pattern information 2600. Categorization pat-
tern information 2600 1ncludes categorization patterns 2601,
2602, and 2603.

Categorization pattern 2601 1includes categorization
standpoint 2611 “Eight Regions of Japan”, categorization
pattern number 2612 “(1)” that identifies the corresponding
categorization pattern, and categorization items 2631, 2632,
2633, 2634, 2635, 2636, 2637, and 2638.

Categorization item 2631 includes categorization item
name 2621 “Hokkaido”, and key words 2641 “Hokkaido”,
2642 “Sapporo”, 2643 “Asahikawa”, 2644 “Hakodate”,
2645 “Kushiro”, 2646 “Otaru”, and 2647 “Tomakomai”.

Categorization item 2632 includes categorization item
name, and a plurality of key words.

Categorization items 2633, 2634, 2635, 2636, 2637, and
2638 also includes categorization item names and key
words.

2.1.5 Relating Unit 2105
(1) Relating an Important Word to a Set of a Categorization
Pattern and a Categorization Item

Relating unit 2105 reads important word 2501 “fine” from
important word information 2506 stored 1n 1important word
storage unit 2103.

Relating unit 21035 reads key word 2641 “Hokkaido™ that
1s included 1n categorization item 2631 1n categorization
pattern 2601 1n categorization pattern information 2600
stored 1n categorization pattern storage unit 2104, and com-
pares 1mportant word 2501 “fine” with key word 2641
“Hokkaido”. On finding that key word 2641 “Hokkaido™

does not correspond to important word 2501 “fine”, relating
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unit 2105 reads the next key word, key word 2642 “Sap-
poro” that 1s included 1n categorization item 2631, and
compares important word 2501 “fine” with key word 2642
“Sapporo”. Relating unit 2105 reads each of the key words
that are included in categorization item 2631 one after
another and compares each of the key words with important
word 2501 “fine” before finding the key word that corre-
sponds to important word 2501 “fine”.

Relating unit 2105 finds that none of the key words that
are 1ncluded 1n categorization item 2631 corresponds to
important word 2501 “fine”. Relating unit 2105 reads each
of the key words that are included 1n categorization item
2632 one after another and compares each of the key words
with 1mportant word 2501 “fine” before finding the key
word that corresponds to 1important word 2501 “fine”.

On finding that none of the key words that are included 1n
categorization item 2632 corresponds to important word
2501 “fine”, relating unit 21035 reads each of the key words
that are mncluded 1n categorization items 2633 to 2638 one
after another and compares each of the key words with
important word 2501 “fine” before finding the key word that
corresponds to 1mportant word 2501 “fine”.

On finding no key word that corresponds to important
word 2501 “fine” 1n categorization pattern 2601, relating,
unit 21035 reads each of the key words that are included in
categorization patterns 2602, 2603, and the like one after
another and compares each of the key words with important
word 2501 “fine” before finding the key word that corre-
sponds to important word 2501 “fine”. As a result, relating
unit 2105 finds no key word that corresponds to 1important
word 2501 “fine” 1n categorization pattern information
2600. Then relating unit 2105 reads important word 2502
“weather” from important word information 2506 that is
stored 1n 1important word storage unit 2103, and searches for
the key word that corresponds to important word 2502
“weather” 1n categorization pattern information 2600. As a
result, relating unit 21035 finds the key word that corresponds
to important word 2502 “weather” 1n the key words that are
included 1n the sixth categorization item in the categoriza-
fion pattern that is represented by categorization pattern
number “(14)” and is not shown in FIG. 35. Relating unit
2105 stores important word 2502 “weather”, categorization
pattern number “(14)”, and the sixth categorization item,
with relating important word 2502 “weather” to the set of
categorization pattern number “(14)” and the number iden-
tifying the categorization item.

In the same manner, relating unit 2105 reads 1mportant
words 2503 “Osaka”, 2504 “Kyoto”, 2505 “Kobe™ included
in important word information 2506 that is stored 1n 1mpor-
tant word storage unit 2103 one after another, and searches
for the corresponding key word for each of important words
2503 “Osaka”, 2504 “Kyoto”, 2505 “Kobe” 1n the key
words that are included 1n categorization pattern information
2600. When finding the corresponding key word, relating,
unit 2105 stores the important word, the categorization
pattern number that includes the corresponding key word,
and the categorization item that 1includes the corresponding
key word, with relating the important word to the set of the
categorization pattern number and the number 1dentifying
the categorization item.

In this manner, when finding the key word corresponding
to an 1mportant word for each of the important words
included 1 a piece of important word information that is
stored 1n 1mportant word storage unit 2103 from categori-
zation pattern information 2600, relating unit 21035 stores the
important word, the categorization pattern number, and the
number identifying the categorization item as shown in FIG.
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36. More specifically, relating unit 2105 stores important
word 2802 “weather”, categorization pattern number 2821
“(14)”, and the number identifying a categorization item
2822 “(6)”, with relating important word 2802 “weather” to
the set of categorization pattern number 2821 “(14)” and the
number identifying a categorization item 2822 “(6)”. Relat-
ing unit 2105 stores important word 2803 “Osaka”, catego-
rization pattern number 2831 “(1)”, and the number identi-
fying a categorization item 2832 “(5)”, categorization
pattern number 2833 “(12)”, and the number identifying a
categorization item 2834 “(2)”, with relating important word
2803 “Osaka” to the set of categorization pattern number
2831 “(1)” and the number identifying a categorization item
2832 “(5)”, and to the set of categorization pattern number
2833 “(12)” and the number identifying a categorization
item 2834 “(2)”. Relating unit 2105 stores important word
2804 “Kyoto”, categorization pattern number 2841 “(1)”,
and the number identifying a categorization item 2842 “(5)”,
with relating important word 2804 “Kyoto” to the set of
categorization pattern number 2841 “(1)” and the number
identifying a categorization item 2842 “(5)”. Relating unit
2105 stores important word 2805 “Kobe”, categorization
pattern number 2851 “(1)”, and the number identifying a
categorization item 2852 “(5)”, with relating important word
2805 “Kobe™ to the set of categorization pattern number
2851 “(1)” and the number 1dentifying a categorization item
2852 “(5)”. In this example, relating unit 2105 relates
important word 2801 “fine” to no set of a categorization
pattern number and the number 1dentifying a categorization
item.
(2) Exclusion of the Repetition of a Set

The set of the categorization pattern number “(1)” and the
number identifying a categorization item “(5)” is found three
times 1 FIG. 36. Relating unmit 2105 excludes the two
repetitions of the set. Relating unit 21035 stores set 2861 that
is the set of categorization pattern number “(14)” and the
number identifying a categorization item “(6)”, set 2862 that
is the set of categorization pattern number “(1)” and the
number identifying a categorization item “(5)”, and set 2863
that is the set of categorization pattern number “(12)” and
the number 1dentifying a categorization item “(2)” as shown
in FIG. 37.
(3) Relating Document Identification Numbers

The categorization pattern numbers and the numbers that
identify the categorization items shown i FIG. 37 are
related to each other using the important words extracted
from document data 2201. In the case of set 2862, for
instance, relating unit 2105 adds identification number “(1)”
to categorization 1item 2635 that 1s included 1n categorization
pattern 2601 as shown 1n FIG. 38 1n order to relate document
data 2201 to categorization item 26335.
(4) Writing the Number of Pieces of Document data

Relating unit 2105 counts the number of the 1dentification
numbers that are added to a categorization 1tem for each of
the categorization i1tems, and writes the counted number 1n
the categorization i1tem for each of the categorization items.

Relating unit 2105 counts the number of types of the
document data that 1s related to the categorization items
included 1n a categorization pattern for each of the catego-
rization patterns, and stores the counted number of types of
the document data as the document data corresponding
number 1n the categorization pattern for each of the catego-
rization patterns. Even when a piece of document data is
repeatedly related to a plurality of categorization items, the
document data 1s counted once.

FIG. 39 shows categorization pattern 2601 when relating,
unit 2105 finishes writing the counted number 1n the cat-
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cgorization item for each of the categorization items and
storing the counted number of types of the document data 1n
the categorization pattern for each of the categorization
patterns. In FIG. 39 the key words that are mncluded 1n the
categorization 1items corresponding to the categorization
item names are not shown.

In FIG. 39, reference numbers 3113 to 3118 represent the
identification numbers that are added to each of the catego-
rization items, each of reference numbers 3102 to 3109
represents the number of piece of the document data that has
been related to each of the categorization items, and refer-
ence number 3101 represents the document data correspond-
ing number. While the number of pieces of the document
data that 1s added to the categorization items sums up to
“14”, the number of types of the document data that 1s added
to the categorization patterns 1s “12” since the identification
number “(3)” is added to the three categorization items. As
a result, the document data corresponding number 1s “127.
2.1.6 Categorization Pattern Selection Unit 2106

Categorization pattern selection unit 2106 selects catego-
rization patterns using the categorization pattern information
in which document data i1s related to the categorization
items. Categorization pattern selection unit 2106 evaluates
the categorization patterns using the evaluation expression,
expression “1” shown in FIG. 40A.

In expression “17, the value “P” represents the evaluation
value of a categorization pattern, the value “n” 1n the first
term represents the number of pieces of document data that
1s related to the categorization 1tems included 1n the catego-
rization pattern. The value “m” 1n the second term represents
the number of categorization i1tems to which document data
1s related. FIG. 40B shows that the number of categorization
items is the argument in the function {(x). When the value

“x” 18 “57, the value of the function t(x) is a maximum of

“1”. When the value “x” 1s “0” or “10”, the value of the
function f(x) is a minimum of “0”. The value “c”” in the
third term represents the variance of the number of pieces of
the document data. The values “a”, “f3”, and “y” represent
constants.

The first term 1n the expression “1” shows that the
evaluation value of a categorization pattern increases as the
number of pieces of the document data that 1s related to the
categorization items 1n the categorization pattern increases.
The second term 1n the expression “1” shows that the
evaluation value of a categorization pattern increases as the
number of categorization items that document data 1s related
to and 1s i1ncluded i the categorization pattern becomes
closer to “5”. The third term in the expression “1” shows that
the evaluation value of a categorization pattern increases as
the variance of the number of piece of the document data
that 1s related to the categorization i1tems 1n the categoriza-
tion pattern decreases.

The evaluation value of categorization pattern 2601
shown 1n FIG. 39 will be calculated below using the
evaluation expression, expression “1”. The value of each of
the constants “a”, “f”, and “y” 1s “1”.

The document data corresponding number of categoriza-
tion pattern 2601 1s “12”. The value of the first term 1n the
evaluation expression, expression “1” 1s “127.

In categorization pattern 2601, the number of categoriza-
fion 1tems to which document data 1s related 1s “6”. The
value of the second term 1n the evaluation expression,
expression “1” 1s “0.8” using the function f(x) shown in FIG.
40B.

Then the value of the third term in the evaluation
expression, expression “1” 1s obtained by focusing on the
categorization items to which document data 1s related. The
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average number of pieces of the document data that is
related to each of the above-mentioned categorization 1tems
is calculated. The average number is (1+2+3+5+2+1)/6=
2.33. The variance of the number of pieces of the related
document data i1s calculated using the calculated average
number. 0°=(1-2.33)"+(2-2.33)"+(3-2.33)"+(5-3.22)"+(2~
2.33)*+(1-2.33)°=11.33. The value of the third term in the
evaluation expression, expression “17 1s 1/(1+11.33)-0.08.

The evaluation value of categorization pattern 2601 1s
12+0.84+0.08-12.88.

The value of each of the constants “a”, “3”, and “vy” 1s set
as “1” 1n the present embodiment. These variants are
included 1n the expression for maintaining the balance
among the value of each of the terms, so that the value of
cach of the constants may be set as any number.

Due to the first term in the evaluation expression, expres-
sion “17, a retrieval menu 1s created based on the categori-
zation pattern including the largest number of the categori-
zation 1tems to which mnput data is related with the highest
priority. As a result, useful retrieval menus may be created.
Due to the second term 1n the evaluation expression, expres-
sion “17, a retrieval menu 1s created based on the categori-
zation pattern including the most appropriate number of
categorization items to which input data is related with the
highest priority. As a result, useful retrieval menus may be
created. Due to the third term 1n the evaluation expression,
expression “1”, a retrieval menu 1s created based on the
categorization pattern 1in which the number of pieces of input
data related to each of the categorization items 1S most
equally distributed with the highest priority. As a result,
uselul retrieval menus may be created.

As mentioned above, categorization pattern selection unit
2106 calculates the evaluation value of each of the catego-
rization patterns, and selects the categorization pattern that
has the greatest evaluation value as the most appropriate
categorization pattern.

Categorization pattern selection unit 2106 adds a selection
mark “o” to the categorization pattern that has been selected
as the most appropriate categorization pattern.

2.1.7 Menu Creation Unit 2107

Menu creation unit 2107 extracts the categorization pat-
tern to which categorization pattern selection unit 2106 adds
a selection mark “o” from categorization pattern storage unit
2104, and extracts the categorization standpoint name and
the categorization items to which document data 1dentifica-
fion numbers are added from the extracted categorization
pattern, Menu creation unit 2107 extracts at least one set of
a categorization item name included in the extracted cat-
cgorization 1tems and the number of pieces of the document
data that 1s related to the corresponding categorization item,
with outputting the categorization standpoint name and each
of the extracted sets to display unit 2108. When selecting
categorization pattern 2601 shown in FIG. 39, menu creation
unit 2107 creates a table which includes the categorization
standpoint name and sets of a categorization item name and
the number of pieces of document data that 1s related to the
corresponding categorization item as shown 1n FIG. 41A.
2.1.8 Display Unit 2108

Display unit 2108 receives the categorization standpoint
name and at least one set of a categorization 1tem name and
the number of pieces of document data that 1s related to the
corresponding categorization item from menu creation unit
2107. Display unit 2108 displays a bar chart that includes the
categorization standpoint, each of the received sets, and a
bar whose length 1s proportional to the number of pieces of
document data for each of the received sets as a retrieval
menu. Display unit 2108 also displays a cursor for selecting
a categorization item.
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FIG. 41B shows a retrieval menu that display unit 2108
creates. FIG. 41B also shows cursor 3201 for selecting input
data.

When receiving the instructions “to move up” from input
until 2109, display unit 2108 moves cursor 3201 so that the
cursor indicates the categorization item that 1s placed one
line above the previously indicated categorization item.
When receiving the instructions “to move down” from input
unit 2109, display unit 2100 moves cursor 3201 so that the
cursor indicates the categorization item that 1s placed one
line below the previously indicated categorization item.

When receiving the instructions “to select” from input
unit 2109, display unit 2108 reads a document data identi-
fication number that has been added to the categorization
item represented by the categorization 1item name that cursor
3201 indicates, and reads the document data that 1s identified
by the read document data identification number from data
storage umit 2101. Display unmit 2108 displays the read
document data.

More specifically, when displaying the retrieval menu
shown 1n FIG. 41B and receiving the mstructions “to select”
from 1input unit 2109, display unit 2108 reads document data
identification number “(1)” that has been added to the
categorization 1tem represented by the categorization item
name “Kinki1”. Display unit 2108 reads document data 2201
that 1s 1denftified by document data identification number
“(1)” from data storage unit 2101, and displays document
data 2201.

Display unit 2108 may display each of the received sets
of a categorization i1tem name and the number of pieces of
document data as a retrieval menu.

2.1.9 Input Unit 2109

Input unit 2109 accepts the mnput from the user. FIG. 42
shows that mput unit 2109 included up-cursor key 3301,
down-cursor key 3302, and selection key 3303.

When up-cursor key 3301 1s pressed by the user, 1nput
unit 2109 outputs the instructions “to move up” to display
unit 2108. When down-cursor key 3302 is pressed by the
user, 1mput unit 2109 outputs the instructions “to move
down” to display unit 2108.

When selection key 3303 1s pressed by the user, input unit
2109 outputs the instructions “to select” to display unit
2108.

2.2 The Operation of Creating a Retrieval Menu by Retrieval

Menu Creation Device 2100

The operation of creating a retrieval menu by retrieval
menu creation device 2100 a construction of which 1s shown
in FIG. 28 will be explained with reference to the flowchart
shown 1n FIG. 43.

Important word extraction unit 2102 extracts important
words from each piece of the document data that 1s stored in
data storage unit 2101. Important word storage unit 2103
stores the extracted important words as important word
information for each piece of the document data (step
S3401). Relating unit 2105 extracts the important word
identification information that 1s included i1n a piece of
important word i1nformation from important word storage
unit 2108 (Step S3402), and extracts one important word
from the important word information that is identified by the
extracted important word identification information (Step
S3403). Relating unit 2105 compares the extracted impor-
tant word with the key words that are included in the
categorization patterns stored in categorization pattern stor-
age unit 2104 (Step S3404), and when finding the key word
that corresponds to the important word, extracts the number
of the categorization pattern and the number identifying the
categorization item that includes the key word (Step S3405).
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Relating unit 2105 extracts each of the important words
from the important word 1information that 1s identified by the
extracted important word identification information, and
performs the above-described comparison and extraction for
cach of the important words (Steps S3404 to S3406). Relat-
ing unmit 2105 excludes the repetition of the set of an
extracted categorization pattern number and the extracted
number 1dentifying a categorization item, and relates the
document data that includes the important words to the
categorization items included 1n the categorization patterns
by adding the important word identification information to
the corresponding categorization items (Step S3407). Relat-
ing unit 2105 performs the above-described comparison and
relating for each piece of the document data (Steps S3402 to
S3408). When relating unit 2105 relates each piece of the
document data to the corresponding categorization items,
categorization pattern selection unit 2106 calculates the
evaluation value of each of the categorization patterns using
expression “1” (Step S3409), and selects the categorization
pattern that has the greatest evaluation value (Step S3410).

Menu creation unit 2107 creates a retrieval menu that

includes the categorization items 1n the selected categoriza-

tion pattern as the choices (Step S3411). Display unit 2108

displays the retrieval menu (Step S3412).

3. Other Embodiments
The present invention has been explained according to the

first and second embodiments. Hereinafter, the present

invention will be explained according to other embodiments.

(1) While the retrieval menu creation device displays the
input data that 1s related to the 1item corresponding to the
choice that the user selects from a retrieval menu 1n the
first and second embodiments, when the number of pieces
of the mput data that 1s related to the item corresponding
to the choice 1s large, another retrieval menu may be
further created based on the input data that is related to the
item corresponding to the choice. For instance, the user
selects the choice “Kanto” in the retrieval menu shown 1n
FIG. 21. The 1item “Kanto” corresponding to the choice
“Kanto” includes the subitems “Tochigi”, “Ibaragi”,
“Chiba”, “Gunma”, “Saitama”, “Tokyo”, “Yamanashi”,
and “Kanagawa” as shown in FIG. 19. Menu creation unit
107 may extract the five subitems “Chiba”, “Gunma”,
“Saitama”, “Tokyo”, and “Kanagawa” to which the mes-
sage board 1dentification information 1s added from the
subitems “Tochig1”, “Ibaragi”, “Chiba”, “Gunma”,
“Saitama”, “Tokyo”, “Yamanashi”, and “Kanagawa”.
Menu creation unit 107 may output the extracted five
subitems and the number of pieces of the message board
identification information that are added to each of the
five subitems to display unit 108. Display unit 108 may
display the extracted five subitems, the number of pieces
of the message board 1dentification information that are
added to each of the five subitems, and cursor 1301 as
shown 1n FIG. 44. When the user selects one subitem from
the retrieval menu shown 1n FIG. 44, display unit 108 may
display the message board information corresponding to
the message board 1dentification information that 1s added
to the selected subitem.

(2) When the user selects one choice from a retrieval menu,
the mput data that has been related to the item corre-
sponding to the selected choice may be related to the
items 1ncluded in other categorization patterns that has not
been selected, and another retrieval menu may be created
using one of the categorization patterns including the
items to which the mput data 1s newly related.

For instance, the user may select one of the choices from
the first retrieval menu 1n which the choices correspond to
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the locations 1n the categorization pattern that has the items
in a layer structure. The mput data that has been related to
the 1tem corresponding to the selected choice may be related
to the 1tems included 1n other categorization patterns to
which no selection mark has been added. One categorization
pattern may be selected from the categorization patterns that
include the 1tems to which the input data 1s newly related in
the same manner as has been described in the first
embodiment, and the second retrieval menu may be created
and may be displayed using the newly selected categoriza-
fion pattern. As a result, even when the number of pieces of
the input data 1s large, retrieval menus by which the user
retrieves desired data easily may be created.

(3) Whether input data is displayed or another retrieval menu
1s further created may be determined for each or the
categorization patterns according to the number of pieces
of the mnput data that 1s related to the item corresponding
to the selected choice.

For mstance, when the number of pieces of the mput data
that 1s related to the items corresponding to the selected
choice 1n a categorization pattern 1s equal to or smaller than
a predetermined value, the related input data may be
displayed, and when the number of pieces of the mput data
that 1s related to the items corresponding to the selected
choice 1n the categorization pattern 1s larger than the pre-
determined value, another retrieval menu may be further
created. As a result, the number of the choices that are
displayed 1n a retrieval menu may be set to be closer to the
predetermined value, and retrieval menus by which the user
retrieves desired data easily may be created.

More specifically, in the retrieval menu creation device
according to the first embodiment, mput unit 109 may
receive one choice that the user has selected from the
choices 1n the retrieval menu. When mput unit 109 receives
the choice selected by the user, menu creation unit 107 may
determine whether another retrieval menu in which the
subitems that are included 1n the 1tem corresponding to the
selected choice should be further created, or the mput data
that 1s related to the 1tem corresponding to the selected
choice should be displayed according to a predetermined
standard. When determining to further create another
retrieval menu, menu creation unit 107 may extract at least
one subitem to which at least one piece of input data 1s added
from the 1tem that corresponds to the selected choice, and
may create another retrieval menu 1n which each of the
extracted subitems represent the choices. When menu cre-
ation unit 107 determines to further create another retrieval
menu, display unit 108 may display the retrieval menu 1in
which each of the extracted subitems represent the choices.
When menu creation unit 107 determines to display the
input data, display unit 108 may read the input data that has
been related to the 1tem from data storage unit 101, and may
display the read mput data.

The predetermined standard represents the predetermined
value that 1s used when menu creation unit 107 determines
whether another retrieval menu should be further created or
the mput data should be displayed. When the number of
pieces of the input data that 1s related to the 1tems 1included
in the selected categorization pattern 1s equal to or smaller
than the predetermined value, the mput data 1s displayed.
When the number of pieces of the mput data that 1s related
to the 1tems included 1n the selected categorization pattern 1s
larger than the predetermined value, another retrieval menu
1s created.

When another retrieval menu 1s created, the input data that
has been related to the 1tem corresponding to the choice that
the user has selected may be newly related to the 1tems in
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other categorization patterns to which no selection mark,

which indicates the selected categorization pattern, 1s added,

and the second retrieval menu may be created using one of
the categorization patterns including the items to which the
mput data 1s newly related.

More specifically, another retrieval menu may be created
in the following manner. Input unit 109 receives the choice
selected by the user. Relating unit 105 extracts the mnput data
that has been related to the item corresponding to the
selected choice as selected data, removes the feature i1den-
fification information that have been added to the items in
order to relate the selected data to the 1tems, and relates the
selected data to the corresponding 1tems that are included 1n
the categorization patterns other than the categorization
pattern that includes the 1tem corresponding to the selected
choice. First categorization pattern selection unit 106 selects
at least one categorization pattern from the categorization
patterns other than the categorization pattern including the
item corresponding to the selected choice according to the
predetermined standard. Menu creation unit 107 creates
another retrieval menu based on each of the selected cat-
cgorization patterns. Display unit 108 displays the newly
created retrieval menu. For 1nstance, when the user selects
the choice “Kanto” from the choices 1n the retrieval menu,
the 1nput data that has been related to the item “Kanto” may
be related to the items that are included 1n the categorization
patterns other than the one that 1s represented by the cat-
cgorizafion pattern name “location”, and on of the other
categorization patterns, for instance, the categorization pat-
tern that 1s represented by the categorization pattern name
“price 2” may be selected. Another retrieval menu 1n which
the 1tems that are included in the categorization pattern
represented by the categorization pattern name “price 27
represent the choices may be created and displayed.

(4) A categorization pattern may include items in a layer
structure. For instance, 1n the first embodiment, much
sublevel 2 1tems may belong to the subitems, and sublevel
3 items may belong to the sublevel 2 1items. Relating unit
105 may relate mput data to 1tems that are included 1n the
layer structure of categorization patterns. First categori-
zation pattern selection unit 106 may select a categoriza-
tion pattern using one of the items that has been related to
the 1nput data and are included 1n the layer structure of the
categorization patterns. Menu creation unit 107 may
create a retrieval menu using the selected categorization
pattern.

Menu creation unit 107 may create a retrieval menu that
includes the items included in the selected categorization
pattern as the choices. Menu creation unit 107 may create
another retrieval menu that 1s displayed when the user
selects one of the choices 1n the first retrieval menu, and
includes the subitems that belong to one of the items
corresponding to the choices in the first retrieval menu.
Menu creation unit 107 may create still another retrieval
menu that 1s displayed when the user selects one of the
choices 1n the second retrieval menu, and includes the
sublevel 2 items that belong to one of the subitems corre-
sponding to the choices 1n the second retrieval menu. The
retrieval menus included 1n a layer structure may be created
based on the items that are included in the layer structure of
a categorization pattern.

When determining whether input data should be displayed
or another retrieval menu should be further created accord-
ing to the number of pieces of the related mput data and
when determining to create another retrieval menu, menu
creation unit 107 may create another retrieval menu that 1s
included 1n a layer structure. When determining to display
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input data, menu creation unit 107 may display the input
data that has been related to the 1tem corresponding to the
selected choice and the input data that has been related to the
items that belong to the corresponding item.

The 1tems that are included in a categorization pattern
may be included in the layer structure. Relating unit 105
may search for the item corresponding to a feature from
categorization pattern storage unit 103 for each of the
extracted features, and may relate the input data that
includes the feature to the corresponding items. Input unit
109 may receive one of the choices 1n a retrieval menu from
the user. The retrieval menu creation device may further
include a judging unit, an item menu creation unit, an 1nput
data menu display unit, and a repetition control unit. When
input unit 109 receives the choice from the user, the judging
unit may determine to create another retrieval menu or to
display input data according to a predetermined standard.
When the judging unit determines to create another retrieval
menu, the 1tem menu creation unit may extract the items to
which the input data 1s related from the 1tems that belong to
the 1tem corresponding to the selected choice, and may
create another retrieval menu that includes the extracted
items as the choices. When the judging unit determines to
create another retrieval menu, the mput data menu display
unit may display the newly created retrieval menu. When the
judging unit determines to display input data, the mput data
menu display unit may read the mput data that has been
related to the item corresponding to the selected choice and
the mput data that has been related to the 1tems belonging to
the corresponding item from data storage unit 101, and may
display the input data. The repetition control unit may
control mput unit 109, the judging unit, the i1tem menu
creation unit, and the mput data menu display unit, so that
the process 1 which mput unit 109 receives a selected
choice, the judging unit determines, the 1tem menu creation
unit creates a retrieval menu, and the mput data menu
display unit displays a retrieval menu may be repeated
before the 1nput data menu display unit displays the read
input data.

The predetermined standard that 1s used when the judging,
unit determines whether another retrieval menu should be
created of mput data should be displayed may represent a
predetermined value. When the number of pieces of the
input data that has been related to the item corresponding to
the selected choice and to the items that belong to the
corresponding item 1s smaller than or equal to the predeter-
mined value, the mput data 1s displayed. When the number
of pieces of the mnput data that has been related to the 1tem
corresponding to the selected choice and to the items that
belong to the corresponding item 1s larger than the prede-
termined value, another retrieval menu 1s newly created.
(5) The retrieval menu creation device may further include

a categorization pattern edit unit for enabling the user to

register a new categorization pattern in and to remove a

categorization pattern from categorization pattern storage

unit 103.

When a new categorization pattern 1s registered 1n cat-
egorization pattern storage unit 103, input unit 109 accepts
the mput of the new categorization pattern from the user, and
display unit 108 displays the newly input categorization
pattern. Input unit 109 receives the instructions to register
the new categorization pattern from the user, and the cat-
cgorization pattern edit unit registers the newly mput cat-
cgorization pattern 1n categorization pattern storage unit
103.

When a categorization pattern 1s removed from categori-
zation pattern storage unit 103, display unit 108 displays the
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categorization patterns stored 1n categorization pattern stor-
age unit 103, and input unit 109 receives the designation of
the categorization pattern to be removed from the user, and
the 1nstructions to remove the categorization pattern from
the user. The categorization pattern edit unit removes the
categorization pattern designated by the user from catego-

rization pattern storage unit 103.

Each of the processes 1n which a categorization pattern 1s
registered and removed 1s called “edit”.

As a result, when a new categorization standard or a new
technical term 1s used, a new categorization standard may be
casily registered. A categorization pattern that 1s not used by
the user may be removed from the categorization pattern
storage unit, so that only the categorization patterns that are
demanded by the user may be registered 1n the categoriza-
fion pattern storage unit.

(6) The retrieval menu creation device may further include
a synonym dictionary unit. When searching for the item
corresponding to a feature that 1s included 1n 1nput data,
relating unit 105 may extract the synonyms for the feature
from the synonym dictionary unit using the feature, and
may find the item corresponding to one of the synonyms
as the 1tem corresponding to the feature.

In this manner, the item corresponding to a feature that 1s
included 1n 1mnput data may be found using the synonyms for
the feature. As a result, lareer number of pieces of input data
may be related to the 1tems included 1n categorization
patterns.

(7) When the user presses switch key 1404, the categoriza-
tion pattern that has been displayed can represent the
categorization pattern that 1s not demanded by the user.
The lower priority ranking of the categorization pattern
may be newly registered 1n priority ranking storage unit
104. More specifically, when the user presses switch key
1404, the value that 1s calculated by subtracting the value
“1” from the original value may be registered as the value
representing the new priority ranking of the categorization
pattern 1n priority ranking storage unit 104.

As a result, a new priority ranking of a categorization
pattern may be registered according to the user’s demand for
the categorization pattern.

(8) When the most suitable categorization pattern is
determined, categorization patterns are evaluated first by
the numbers of the related 1tems and then by the priority
rankings 1n the first embodiment. The categorization
patterns may be evaluated by the priority rankings first
and then by the numbers of the related items. Another
evaluation standard may be created from these two evalu-
ation standards for determining the most suitable catego-
rization pattern.

The most suitable categorization pattern may be deter-
mined only using the priority rankings of the categorization
patterns.

(9) While data feature extraction unit 102 extracts features
from message board information and writes the features 1n
data storage unit 101 1 the first embodiment, the features
may be extracted and written 1n the following manner.
Data storage unit 101 stores input data as a relational

database. The relational data base represents a group of input

data based on a table. The table includes at least one row and
at least one column. One row 1ncludes at least one value list.

One column represents a group of values of the same data

type and includes at least one value. One value included in

one column represents the smallest unit of mput data and 1s
selected from the table and may renew the table. The data
type 1s a character string type or a numeric value type. The
column that has the character string type represents a group
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of character strings. The column that has the numeric value

type represents a group of numeric values.

Each of the rows corresponds to each piece of the message
board information 260.

Relating unit 105 extracts at least one value from at least
one value list that 1s included 1n one row that 1s stored 1n the
relational data base 1n data storage unit 101, and sets each of
the extracted values as a feature. As a result, data feature
extraction unit 102 may not be included in the retrieval menu
creation device.

Purchase/sale distinguishment 262, address 263, provid-
er’s name 264, age 265, and occupation 266 1n message
board mnformation 260 correspond to the columns.

(10) Message board information 260 is related to item 711
that 1s 1ncluded 1n categorization pattern 701 based on
message board information 260 in the first embodiment.
Message board information 260 may be related to item
711 based on 1tem 711 that 1s included 1n categorization
pattern 701 1n the following manner.

Relating unit 103 reads each of the 1tems that are included
in the categorization patterns one after another from catego-
rization pattern storage unit 103, and reads each piece of the
message board information from data storage unit 101.
Relating unit 105 extracts at least one of the features that are
included 1n a piece of message board information for each
piece of the read message board information, and searches
for the read i1tem that corresponds to a feature for each of the
extracted feature. When finding the read item that corre-
sponds to an extracted feature, relating unit 105 relates the
message board information that includes the extracted fea-
ture to the read item.

(11) The evaluation value of each of the categorization
patterns 1s obtained using expression “1” that includes the
three evaluation elements, that 1s, the number of pieces of
the document data that has been related to the items, the
number of the items to which the document data 1s related,
and the variance of the number of pieces of the related
document data for selecting the categorization pattern
with the most highest evaluation value in the second
embodiment. The evaluation value of each of the catego-
rization patterns may be obtained using an evaluation
expression that includes only one of the number of pieces
of the document data that has been related to the 1tems, the
number of the items to which the document data 1s related,
and the variance of the number of pieces of the related
document data for selecting the categorization pattern
with the most highest evaluation value. The evaluation
value of each of the categorization patterns may be
obtained using an evaluation expression that includes two
of the number of pieces of the document data that has
been related to the items, the number of the 1tems to which
the document data 1s related, and the wvariance of the
number of pieces of the related document data for select-
ing the categorization pattern with the most highest evalu-
ation value.

(12) The user selects one of the items in the retrieval menu
in the first embodiment. The user may select more than
onc of the items. In this case, mput unit 109 further
includes a multi-designation key. When display unit 108
displays a retrieval menu and when the user presses the
multi-designation key, display unit 108 displays the item
that cursor 1301 1ndicates 1n inverse video. The 1tem that
1s displayed 1n inverse video shows that the item 1s
selected by the user. While the selected 1tem 1s displayed
1in 1nverse video, the user moves cursor 1301 up or down
using up-cursor key 1401 or down-cursor key 1402 so that
cursor 1301 indicates another 1tem 1n the retrieval menu.

10

15

20

25

30

35

40

45

50

55

60

65

34

When cursor 1301 indicates another item and the user
presses the multi-designation key, display unit 108 dis-
plays the selected item and the item that cursor 1301
newly indicates 1n mnverse video. As a result, more than
one of the 1tems are selected by the user. When execution
key 1403 1s pressed by the user, display unit 108 reads the
input data that is related to the selected items from data
storage unit 101, and displays the read mput data.
When the user selects more than one items, another
retrieval menu may be created and displayed using the input
data that 1s related to the selected items as described in

embodiments (1) and (2).

The user may also select more than one of the items 1n the
second embodiment.

(13) First categorization pattern selection unit 106 and
second categorization pattern selection unit 110 select one
categorization pattern in the first embodiment. First cat-
cgorization pattern selection unit 106 or second catego-
rization pattern selection unit 110 may select more than
one categorization patterns. For instance, first categoriza-
tion pattern selection unit 106 may count the number of
the 1items to which 1nput data 1s related for each of the
categorization patterns, and may select more than one
categorization patterns in which the number of the items
to which 1input data 1s related 1s closest to the most suitable
number of choices “6”. When first categorization pattern
selection unit 106 or second categorization pattern selec-
tion unit 110 selects more than one categorization
patterns, menu creation unit 107 extracts the items to
which 1nput data 1s related from the selected categoriza-
tion patterns, and creates a retrieval menu that includes
the extracted items as the choices.

Categorization pattern selection unit 2106 may also select
more than one categorization patterns in the second embodi-
ment.

(14) As one embodiment of the present invention, a program
that realizes the processes that have been explained 1n
these embodiments may be recorded m a recording
medium that a computer may read, for instance, a floppy
disk, and may be transmitted via a communication line.
As a result, these processes may be easily realized 1n
another computer system.

Although the present invention has been fully described
by way of examples with reference to the accompanying
drawings, it 1s to be noted that various changes and modi-
fications will be apparent to those skilled in the art.
Therefore, unless such changes and modifications depart
from the scope of the present invention, they should bey
construed as being included therein.

What 1s claimed is:

1. A retrieval menu creation device that creates retrieval
menus based on a plurality of pieces of mput data compris-
ng:

a reception means for receiving a plurality of pieces of

input data;

a data storage means for storing the plurality of pieces of

input data;

a writing means for writing the received plurality of

pieces of input data into the data storage means;

a categorization pattern storage means for storing a plu-
rality of categorization patterns each of which includes
a plurality of items

a relating means for relating pieces of mput data that are
stored 1n the storage means to corresponding 1tems 1n
the categorization patterns;

a categorization pattern selection means for selecting
categorization patterns from the plurality of categori-
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zation patterns that are stored in the categorization
pattern storage means based on a distribution of the
input data related to the plurality of categorization

patterns;

a menu extraction means for extracting items to which
pieces of imput data are related from the selected
categorization patterns, and for creating a retrieval
menu which includes the extracted items as choices;
and

a display means for displaying the retrieval menu that 1s
created by the menu extraction means.
2. The retrieval menu creation device according to claim
1 wherein:

the data storage means stores pieces of data identification
data for identitying the plurality of pieces of input data,
the 1nput data represents document data and

the relating means includes:

a feature extraction unit including a data reading ele-
ment for reading the plurality of pieces of document
data from the data storage means, and for extracting
features from the read pieces of document data;

a morphological analysis element for performing a
morphological analysis on the read pieces of docu-
ment data, and for dividing the read pieces of docu-
ment data into morphemes; and

an 1mportant word extraction element for extracting
important words from the morphemes, and for set-
ting the extracted important words as features;

an 1tem retrieval unit for retrieving items that corre-
spond to extracted features from the categorization
pattern storage means; and

a data relating unit for adding data identification data
for read pieces of document data to the retrieved
1tems.

3. The retrieval menu creation device according to claim
2 wherein the 1important word extraction element includes:

an 1mportant word candidate extraction element for
extracting important word candidates from the mor-
phemes;

a frequency-in-use count element for counting frequency-
in-use of each of the extracted important word candi-
dates 1n a piece of document data; and

a predetermined frequency extraction element for extract-
ing each important word candidate whose frequency-
in-use 1n a piece of document data 1s greater than a
predetermined value from the extracted important word
candidates as an important word, and for setting the
extracted important words as features.

4. The retrieval menu creation device according to claim

2 wherein the 1important word extraction element includes:

an 1mportant word candidate extraction element for
extracting important word candidates from the mor-
phemes;

a frequency-in-use count element for counting frequency-
in-use of each of the extracted important word candi-
dates 1n a piece of document data; and

a predetermined number extraction element for extracting
a first predetermined number of 1mportant word can-
didates as important words from the extracted impor-
tant word candidates 1n order of decreasing frequency-
in-use 1n a piece of document data, and for setting the
important words as features.

5. The retrieval menu creation device according to claim

1 wherein:

the data storage means stores pieces of data identification
data as a relational database for identifying the plurality
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of pieces of input data wherein one of the plurality of
pieces of input data represents one row in the relational
database and includes at least one value list;

the relating means 1ncludes:

a feature extraction unit for reading the plurality of
pieces of input data from the data storage means, and
for extracting features from the read pieces of 1nput
data;

an 1tem retrieval unit for retrieving items that corre-
spond to extracted features from the categorization
pattern storage means; and

a data relating unit for adding data identification data
for read pieces of input data to the retrieved items.

6. The retrieval menu creation device according to claim
1 wherein:

the data storage means stores pieces of data identification
data for identifying the plurality of pieces of input data;
and

the relating means i1ncludes:

a feature extraction unit for reading the plurality of
pieces of input data from the data storage means, and
for extracting features from the read pieces of 1nput
data;

an 1tem retrieval unit for retrieving items that corre-
spond to extracted features from the categorization
pattern storage means; and

a data relating unit for adding data idenfification data
for read pieces of input data to the retrieved 1tems to
relate the read piece of mnput data that includes the
extracted features to the retrieved items; and

the categorization pattern storage means includes the
plurality of 1tems included 1n a categorization pattern
in a hierarchy.

7. The retrieval menu creation device according to claim
6 further comprising:

an 1nput reception means for receiving choices that have
been selected by a user from the choices 1n the retrieval
menu;

a judging means for judging, when the 1nput reception
means receives the selected choices, whether another
retrieval menu should be created or whether mput data
should be displayed based on a second predetermined
standard;

an item menu creation means for extracting, when the
judging means judges that another retrieval menu
should be created, 1tems to which mnput data has been
related from 1tems below items corresponding to the
selected choices 1n the hierarchy, and for creating
another retrieval menu 1n which the extracted items
represent choices;

an 1nput data menu display means for displaying, when
the judging means judges that another retrieval menu
should be created, the created other retrieval menu, and
for reading, when the judging means judges that input
data should be displayed, mput data that has been
related to any of the 1tems corresponding to the selected
choices and the 1tems below the corresponding 1tem 1n
the hierarchy from the data storage means, and for
displaying the read input data; and

a repetition control means for controlling the input recep-
tion means, the judging means, the 1tem menu creation
means, and the mput data menu display means so that
a process 1n which the mnput reception means receives
choices, the judging means judges, the item menu
creation means creates another retrieval menu, and the
input data menu display means displays the created
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other retrieval menu should be repeated until the 1nput
data menu display means displays the read mput data.
8. The retrieval menu creation device according to claim
7 wherein the second predetermined standard used by the
judging means represents a standard by which, when a
number of pieces of the 1nput data that have been related to
any of the 1tems corresponding to the selected choices and
the items below the corresponding items 1n the hierarchy is
smaller than or equal to a predetermined value, the 1nput
data 1s displayed, while when the number of pieces of the
input data that have been related to any of the 1tems
corresponding to the selected choices and the items below
the corresponding items in the hierarchy 1s larger than the
predetermined value, another retrieval menu 1s created.
9. The retrieval menu creation device according to claim
1 wherein the categorization pattern selection means
includes:
an 1tem number count unit for counting a number of 1tems
related to mput data for each of the plurality of cat-
cgorization patterns; and
an 1tems number selection unit for selecting categoriza-
tion patterns 1n which the number of items related to
input data 1s close to a second predetermined number.
10. The retrieval menu creation device according to claim
9 further comprising:

a priority ranking storage means for storing a priority
ranking for each of the plurality of categorization
patterns; and

a priority ranking selection means for reading, when the
item number selection unit selects more than once
categorization pattern, a priority ranking for each of the
selected categorization patterns, and for selecting cat-
cgorization patterns using the read priority rankings.

11. The retrieval menu creation device that creates

retrieval menus based on a plurality of pieces of mput data
comprising:

a reception means for receiving a plurality of pieces of
input data;

a data storage means for storing the plurality of pieces of
input data;

a writing means for writing the received plurality of
pieces of mput data into the data storage means;

a categorization pattern storage means for storing a plu-
rality of categorization patterns each of which includes
a plurality of items

a relating means for relating pieces of 1nput data that are
stored 1n the data storage means to corresponding items
in the categorization patterns;

a categorization pattern selection means for selecting
categorization patterns from the plurality of categori-
zation patterns that are stored in the categorization
pattern storage means based on a distribution of the
input data related to the plurality of categorization
patterns, wherein 1n the categorization pattern selection
means includes:
an mput data type number count unit for counting a
number of types of input data that have been related
to 1items for each of the plurality of categorization
patterns; and

an mput data type number selection unit for selecting
categorization patterns 1n which a largest number of
types of input data have been related to 1tems; and

a menu extraction means for extracting items to which
pieces of mput data are related from the selected
categorization patterns, and for creating a retrieval
menu which includes the extracted items as choices;
and
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a display means for displaying the retrieval menu that
1s created by the menu extraction means.
12. The retrieval menu creation device according to claim
11 further comprising;

a priority ranking storage means for storing a priority
ranking for each of the plurality of categorization
patterns; and

a priority ranking selection means for reading, when the
input data type number selection unit selects more than
one categorization pattern, a priority ranking for each
of the selected categorization patterns, and for selecting
categorization patterns using the read priority rankings.

13. The retrieval menu creation device according to claim

1 wherein the categorization pattern selection means
includes:

a variance calculation unit for calculating a variance 1n a
number of pieces of mput data that are related to each
item 1n a categorization pattern, for each categorization
pattern; and

a variance selection unit for selecting categorization pat-
terns that have the smallest calculated variance of the
number of pieces of the mput data that has been related
to 1tems.

14. The retrieval menu creation device according to claim

13 further comprising;

a priority ranking storage means for storing a priority
ranking for each of the plurality of categorization
patterns; and

a priority ranking selection means for reading, when the
variance selection unit selects more than one categori-
zation pattern, a priority ranking for each of the
selected categorization patterns, and for selecting cat-
egorization patterns using the read priority rankings.

15. The retrieval menu creation device according to claim

1 wherein the categorization pattern selection means
includes:

a priority ranking unit for storing a priority ranking for
cach of the plurality of categorization patterns; and

a priority ranking selection unit for reading a priority
ranking for each of the plurality of categorization
patterns, and for selecting categorization patterns using,
the read priority rankings.

16. The retrieval menu creation device according to claim
1 further comprising:

a switch reception means for receiving a user indication
switch from a retrieval menu that 1s displayed on the
display means to another retrieval menu; and

a second categorization pattern selection means for
selecting, when the switch reception means receives the
user indication to switch from a retrieval menu that 1s
displayed on the display means to another retrieval
menu, categorization patterns from categorization pat-
terns apart from the categorization patterns that were
selected by the categorization pattern selection means,
based on the first predetermined standard that was used
by the categorization pattern selection means, wherein

the menu extraction means creates another retrieval menu
from the categorization patterns that have been selected
by the second categorization pattern selection means.
17. The retrieval menu creation device according to claim
1 further comprising:

an 1nput reception means for receiving choices that have
been selected by a user from the choices 1n the retrieval
menu, wherein

the relating unit further 1ncludes:



US 6,219,665 Bl

39

a selection mput data extraction means for extracting,
cach piece of mput data that has been related to 1tems
corresponding to the selected choices as selection
data;

a relation cancel means for canceling relations between
cach extracted piece of mput data and items; and

a selection mput data relating means for relating the
sclection data to items included in categorization
patterns apart from categorization patterns that
include the item corresponding to the selected
choice,

wherein the categorization pattern selection means
selects categorization patterns that mclude items to
which the selection data was related by the selection
input data relating means, based on the first prede-
termined standard,

wherein the menu extraction means creates another
retrieval menu from the selected categorization
patterns, and

wherein the display means displays the other retrieval
menu that has been created by the menu extraction
means.

18. The retrieval menu creation device according to claim
1 further comprising:

a categorization pattern mput reception means for receiv-
Ing a categorization pattern and instructions to edit the
categorization pattern from the user, wherein 1nstruc-

fions to edit a categorization pattern include instruc-

tions to register the categorization pattern and instruc-
tions to delete the categorization pattern; and

a categorization pattern editing means for editing the
plurality of categorization patterns that are stored in the
categorization pattern storage means based on the cat-
cgorization pattern and the instructions to edit the
categorization pattern that have been received by the
categorization pattern input reception means.

19. A retrieval menu creation method that 1s used by a
retrieval menu creation device which comprises a data
storage means for storing a plurality of pieces of input data,
and a categorization pattern storage means for storing a
plurality of categorization pattern which each include a
plurality of items, wherein no item that 1s included 1n a
categorization pattern 1s related to any item that 1s included
in another categorization pattern, and creates retrieval
menus based on the plurality of pieces of input data the
method comprising:

a rece1ving step for recerving a plurality of pieces of input
data;

a relating step for relating pieces of mput data that are
stored 1n the data storage mans to corresponding items,;

a writing step for writing the received plurality of pieces
of mput data into the data storage means;

a categorization pattern selection step for selecting cat-
cgorization patterns from the plurality of categorization
patterns that are stored in the categorization pattern
storage means based on a distribution of the mput data
related to the plurality of categorization patterns;

a menu extraction step for extracting items to which
pieces of mput data are related from the selected
categorization patterns, and for creating a retrieval
menu which includes the extracted items as choices;
and

a display step for displaying the retrieval menu that is
created by the menu extraction step.

20. The retrieval menu creation method according to

claim 19 wherein the data storage means stores pieces of
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data 1dentification data for identifying the plurality of pieces
of mput data; and the relating step includes:

a feature extraction step for reading the plurality of pieces
of mput data from the data storage means, and for
extracting features from the read pieces of input data;

an item retrieval step for retrieving 1items that correspond
to extracted features from the categorization pattern
storage means; and

a data relating step for adding data 1dentification data for
read pieces of input data to the retrieved items, and
wherein the plurality of pieces of input data stored in
the data storage means represents a plurality of pieces
of document data; and

the feature extraction step includes:

a data step for reading the plurality of pieces of document
data from the data storage means;

a morphological analysis step for performing a morpho-
logical analysis on the read pieces of document data,
and for dividing the read pieces of document data into
morphemes; and

an important word extraction step for extracting important
words from the morphemes, and for setting the
extracted important words as features.
21. The retrieval menu creation method according to
claim 20 wherein the important word extraction step
includes:

an 1important word candidate extraction step for extracting
important word candidates from the morphemes;

a frequency-in-use count step for counting frequency-in-
use of each of the extracted important word candidates
in a piece of document data; and

a predetermined frequency extraction step for extracting
cach important word candidate whose frequency-in-use
in a piece of document data 1s greater than a predeter-
mined value from the extracted important word candi-
dates as an important word, and for setting the extracted
important words as features.

22. The retrieval menu creation method according to

claim 20 wherein the important word extraction step
includes:

an 1important word candidate extraction step for extracting
important word candidates from the morphemes;

a frequency-in-use count step for counting frequency-in-
use of each of the extracted important word candidates
in a piece of document data; and

a predetermined number extraction step for extracting a
first predetermined number of 1mportant word candi-
dates as 1important words from the extracted important
word candidates in order of decreasing frequency-in-
use 1n a piece of document data, and for setting the
important words as features.

23. The retrieval menu creation method according to
claim 19, the data storage means stores the plurality of
pieces of mput data as a relational database, with one of the
plurality of pieces of input data represents one row 1n the
relational database and includes at least one value list; and
the relating step includes:

a feature extraction step for reading the plurality of pieces
of mput data from the data storage means, and for
extracting features from the read pieces of 1nput data;

an item retrieval step for retrieving items that correspond
to extracted features from the categorization pattern
storage means; and

a data relating step for adding data 1denftification data for
read pieces of input data to the retrieved items, and
wherein the feature extraction step includes:
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a data reading step for reading the plurality of pieces of
input data from the data storage means; and

a data extraction for extracting values from the read piece

of mnput data as features.

24. The retrieval menu creation method according to
claim 19 wherein the categorization pattern storage means
includes the plurality of i1tems included 1n a categorization
pattern 1n a hierarchy, wherein the relating step includes:

a feature extraction step for reading the plurality of pieces
of mput data from the data storage means, and for
extracting features from the read pieces of input data;

an item retrieval step for retrieving 1tems that correspond-
ing to extracted features from the categorization pattern
storage means; and

a data relating step for adding data identification data for

read pieces of input data to the retrieved items, and
wherelin

the relating step further includes an item retrieval step for
retrieving the items that correspond to the features from
the categorization pattern storage means, and

the data relating step relates the read piece of mput data
that 1ncludes the extracted features to the retrieved
items.
25. The retrieval menu creation method according to
claim 24 further comprising;:

an 1mput reception step for receiving choices that have
been selected by a user from the choices in the retrieval
menu;

a judging step for judging, when the mput reception step
receives the selected choices, whether another retrieval
menu should be created or whether input data should be
displayed based on a second predetermined standard;

an 1tem menu creation step for extracting, when the
judging step judges that another retrieval menu should
be created, 1tems to which mput data has been related
from 1tems below 1tems corresponding to the selected
choices 1 the hierarchy, and for creating another
retrieval menu 1n which the extracted items represent
choices;

an mput data menu display step for displaying, when the
judging step judges that another retrieval menu should
be created, the created other retrieval menu, and for
reading, when the judging step judges that input data
should be displayed, input data that has been related to
any of the 1tems corresponding to the selected choices
and the 1tems below the corresponding item in the
hierarchy from the data storage means, and for display-
ing the read input data; and

a repetition control step for controlling the input reception
step, the judging step, the item menu creation step, and
the mput data menu display step so that a process 1n
which the 1nput reception step receives choices, the
judging step judges, the 1item menu creation step creates
another retrieval menu, and the input data menu display
step displays the created other retrieval menu should be
repeated until the input data menu display step displays
the read 1put data.

26. The retrieval menu creation method according to
claim 25 wherein the second predetermined standard used
by the judging step represents a standard by which, when a
number of pieces of the input data that have been related to
any of the 1tems corresponding to the selected choices and
the items below the corresponding items 1n the hierarchy is
smaller than or equal to a predetermined value, the 1nput
data 1s displayed, while when the number of pieces of the
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input data that have been related to any of the items
corresponding to the selected choices and the items below
the corresponding 1tems in the hierarchy 1s larger than the
predetermined value, another retrieval menu 1s created.

27. The retrieval menu creation method according to
claim 19 wherein the categorization pattern selection step
includes:

an 1tem number count step for counting a number of 1items
related to mput data for each of the plurality of cat-
egorization patterns; and

an 1tem number selection step for selecting categorization
patterns 1n which the number of 1tems related to 1nput
data 1s close to a second predetermined number.

28. The retrieval menu creation method according to
claim 27 wherein the retrieval menu creation device further
comprises a priority ranking storage means for storing a
priority ranking for each of the plurality of categorization
patterns; and the method further comprises a priority ranking
selection step for reading, when the item number selection
step selects more than one categorization pattern, a priority
ranking for each of the selected categorization patterns, and
for selecting categorization patterns using the read priority
rankings.

29. The retrieval menu creation method according to
claim 19 wherein the retrieval menu creation device further
comprises a priority ranking storage means for storing a
priority ranking for each of the plurality of categorization
patterns; and the method further comprises a priority ranking
selection step for reading a priority ranking for each of the
plurality of categorization patterns, and for selecting cat-
cgorization patterns using the read priority rankings.

30. The retrieval menu creation method according to
claim 19 further comprising;:

an 1nput reception step for receiving choices that have
been selected by a user from the choices 1n the retrieval
menu, wherein

the relating step further includes:

a selection input data extraction step for extracting each
piece of input data that has been related to items
corresponding to the selected choices as selection
data;

a relation cancel step for canceling relations between
cach extracted piece of mput data and items; and

a selection input data relating step for relating the
selection data to items included in categorization
patterns apart from categorization patterns that
include the item corresponding to the selected
choice,

wherein the categorization pattern selection step selects
categorization patterns that include items to which
the selection data was related by the selection input
data relating step, based on the first predetermined
standard,

wherein the menu extraction step creates another retrieval
menu from the selected categorization patterns, and

wherein the display step displays the other retrieval menu
that has been created by the menu extraction step.

31. A computer-readable storage medium for use by a
computer which comprises a data storage means for storing
a plurality of pieces of mput data and a categorization
pattern storage means for storing a plurality of categoriza-
fion patterns which each include a plurality of items,
wherein no 1tem that 1s included 1n a categorization pattern
1s related to any item that 1s included 1n another categori-
zation pattern, the storage medium storing a program in
which retrieval menus are created based on the plurality of
pieces of mput data, the storage medium comprising:
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a relating step for relating pieces of input data that are
stored 1n the data storage means to corresponding
items;

a categorization pattern selection step for selecting cat-
cgorization patterns from the plurality of categorization
patterns that are stored i the categorization pattern

storage means based on a distribution of the iput data
related to the plurality of categorization patterns; and

a menu extraction step for extracting items to which
pieces of mput data are related from the selected
categorization patterns, and for creating a retrieval
menu which i1ncludes the extracted 1tems as choices.

32. A retrieval menu creation device that creates retrieval

menus based on a plurality of pieces of input data compris-

Ing:

a reception means for receiving a plurality of pieces of
input data;

a data storage means for storing the plurality of pieces of
input data;

a writing means for writing the received plurality of
pieces ol mput data mto the data storage means;

a categorization pattern storage means for storing a plu-
rality of categorization patterns each of which includes
a plurality of 1tems, wherein each item included 1n each
one of the plurality of categorization patterns 1s exclu-
sive to that categorization pattern;

a relating means for relating pieces of mput data with
items 1n the plurality of categorization patterns;

a categorization pattern selection means for selecting
categorization patterns from the plurality of categori-
zation patterns that are stored in the categorization
pattern storage means based on a distribution of the
input data related to the plurality of categorization
patterns;

a menu extraction means for extracting i1tems to which
pieces of mput data are related from the selected
categorization patterns, and for creating a retrieval
menu which includes the extracted items as choices 1n

the retrieval menu; and

a display means enabling a display of the retrieval menu
that 1s created by the menu extraction means.
33. A method of creating retrieval menus based on 1nput

data, comprising the steps of:
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receving a plurality of pieces of mput data;
storing the plurality of pieces of input data;

storing a plurality of categorization patterns each of which
includes a plurality of items that are exclusive to at least
one of the plurality of categorization patterns;

relating pieces of mput data with 1items 1n the plurality of
categorization patterns;

selecting categorization patterns from the plurality of
categorization patterns that are stored based on a dis-
tribution of the input data related to the plurality of
categorization patterns;

creating a retrieval menu by extracting 1tems which relate
to the piece of mput data determined with the catego-

rization patterns, the retrieval menu includes the
extracted items as choices 1n the retrieval menu; and

displaying the retrieval menu.
34. A machine readable medium for storing executable

data instructions that can create retrieval menus based on a
plurality of pieces of input data, comprising;

writing data for writing the plurality of pieces of input
data into a data storage memory;

a plurality of categorization pattern data, each categori-
zation pattern 1ncludes a plurality of items, wherein no
item that 1s included 1n each one of the categorization
patterns 1s related to any 1tem that 1s included in another
categorization pattern;

relating data for relating pieces of input data that are
stored 1n the storage memory to corresponding 1tems 1n
the categorization patterns;

a categorization pattern selection data for selecting cat-
cgorization patterns from the plurality of categorization
patterns based on a distribution of the input data related
to the plurality of categorization patterns;

a menu extraction data for extracting items to which
pieces of mput data are related from the selected
categorization patterns, and for creating a retrieval
menu which includes the extracted items as choices;
and

a display data for enabling the displaying of the retrieval
menu that 1s created by the menu extraction data.
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