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(57) ABSTRACT

Characters are mput to input means to be turned to electronic
data, character variation of each input character 1s expected
based on the position of the character in a word when the
character 1s hand-written, based on information necessary
for determining priority of recognition results stored 1in
storing means, priority of the recognition results based on
the expected character variation 1s determined by priority
processing means, the character 1s recognized by recogniz-
ing means based on the priority, and the result 1s output to
oufput means.

7 Claims, 6 Drawing Sheets
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CHARACTER RECOGNITION SYSTEM

This application 1s a continuation of application Ser. No.
08/228,311 filed Mar. 22, 1993 now abandoned.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mvention relates to a character recognition
system. More specifically, the present invention relates to a
character recognition system receiving hand written charac-
ters as inputs, recognizing the character data thereof and
outputting the result of recognition.

2. Description of the Background Art

FIG. 10 1s a schematic block diagram of a conventional
character recognition system. Referring to FIG. 10, input
means 1 receives a hand written character as an input and
turns it mto electronic data. The input character data is
applied to recognizing means 2. Recognizing means 2 has
necessary information for recognition, and recognizes the
character data supplied from input means 1. Results and
states of input means 1 and recognizing means 2 are applied
to output means 3 which display necessary information.

When hand written characters are to be recognized by the
conventional character recognition system shown i1n FIG.
10, 1t 1s difficult to obtain high ratio of recognition, since
hand written characters generally have much variations and
omissions. Accordingly, 1n the conventional character rec-
ognition system, the method of recognition itself has been
improved by developing a dictionary for recognition of
characters which are likely to have recognition errors. In
order to attain higher ratio of recognition, it 1s necessary to
correct the result of recognition by using means other than
those providing such result of recognition.

One representative method 1s correction of the obtained
result of recognition by confirming grammatical meaning by
using grammatical knowledge. In this method, correct word
sets are 1dentified by using grammatical knowledge based on
a dictionary related to grammar. More specifically, a plural-
ity of candidates for characters obtained as a result of
recognition are combined appropriately and a combination
of characters having proper grammatical meaning 1s found
as a unit of an 1diom or a phrase.

However, a large number of character combinations must
be studied by using enormous knowledge related to gram-
mar 1n order to obtain a combination having proper gram-
matical meaning. Meanwhile, the obtained candidates for
characters are treated as equally weighted. Especially when
hand written characters are recognized, the result of recog-
nition 1s not very reliable. Therefore, even if first candidates
for characters are given as a result of recognition, actually
the reliability of recognition may possibly vary widely
character by character. Accordingly, 1f the plurality of can-
didates for characters obtained as a result of recognition are
simply combined one after another, a large number of
combinations must be generated, taking a long period of
fime, 1n order to obtain a combination having a proper
grammatical meaning.

SUMMARY OF THE INVENTION

Therefore, an object of the present invention 1s to provide
a character recognition system capable of obtaining a com-
bination of candidates for characters efficiently by generat-
ing a smaller number of combinations.

Briefly stated, in the present invention, input means
receives hand written characters as inputs and turn them into
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clectronic data; when thus generated data of characters are
provided, variations of the iput characters are expected
based on the position of the data of the characters; and
character recognition 1s carried out with the recognition
results being ranked with priority based on the expected
variations of the characters.

Therefore, according to the present invention, combina-
tions of words are generated based on the reliability of the
recognition results taking into consideration the expected
reliability of variation, and grammatical meaning 1s con-
firmed. Therefore, the number of words to be examined and
the necessary time for examination can be reduced.

In a more preferred embodiment of the present invention,
information for determining priority of the recognition
results 1s stored, and priority of each character 1s determined
based on the stored information, dependent on the position
of the mput data of characters.

The foregoing and other objects, features, aspects and
advantages of the present invention will become more
apparent from the following detailed description of the
present 1nvention when taken in conjunction with the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic block diagram of one embodiment
of the present 1nvention.

FIG. 2 1s an electric circuit diagram of the character
recognition system of the present mvention.

FIG. 3 1s a flow chart showing an operation for obtaining
a combination of candidates for characters having gram-
matically correct meaning in the character recognition sys-
tem 1n accordance with one embodiment of the present
ivention.

FIG. 4 shows 1nput characters and an example of recog-
nition results.

FIG. § shows candidates for characters weighted based on
expected variations on the recognition results of FIG. 4.

FIGS. 6(a)—(b) illustrate positions of a character in words.

FIG. 7 1s a graph showing variety of each character in a
set of characters.

FIG. 8 shows an example of the present invention applied
to a character recognition system for recognizing alphabets.

FIG. 9 shows candidates for characters weighted based on

the expected varnation with respect to the recognition results
of FIG. 8.

FIG. 10 1s a schematic block diagram of a conventional
character recognition system.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Prior to the description of the embodiments, the principle
of the present invention will be described.

FIG. 6 shows positions of a character in words and FIG.
7 1s a graph showing variations of each character 1n a set of
characters.

First, relation between the character position in a docu-
ment and magnitude of variation will be described. The
character position means whether the character i1s at the
middle of a word, at the beginning of a word or at the end
of a word. FIG. 6(a) shows examples of a character in the
middle of a word. The character 12 1n a word 10 and a

character 13 1n the word 11, that 1s “&” can be said to be at
the middle of a word, since there are characters on both sides

of the character <&,
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FIG. 6(b) shows examples of characters at the beginning
and at the end of words. A character 16 1n a word 14 1s said
at the beginning of a word as there are other characters only
on the right side of the character. The character 17 1n the
word 15 1s said to be at the end of a word as other characters
exist only on the left side of the character.

The term “word” used here 1includes all semantic units and
it refers not only to the general word but also paragraphs,
sentences, phrases, clauses, and 1dioms. When the position
of a character in a document 1s considered, the “word” 1s
used as a reference.

Variation of each of the characters 1n a set of characters
will be described with reference to FIG. 7.

There 1s a relation between the character position 1n the
word and the variation of the character, that 1s, characters at
the begmning and at the end of the word have larger
variation, while the character at the middle of the word have
smaller variation. Therefore, a data base as to how large
character variation 1s generated dependent on the character
position 1n the word can be prepared by collecting a number
of hand written samples and statistically analyzing the
tendency thereof. Now i1t 1s possible to expect variation of
cach character in a set of characters including arbitrary
characters 20 to 23 based on the character position of each
character by using the data base thus obtained, as shown 1n
the graph of FIG. 7. In the example of FIG. 7, the variation
of the character 20 at the beginning of the word and the
variation of the character at the end of the word are larger
than the variations of characters 21 and 22 at the middle of
the word.

Generally, the ratio of recognition of a character with
small variation 1s high. Therefore, if the recognition result of
characters having smaller expected variation are weighted
much and the recognition results of characters having larger
expected variation are weighted less 1n identifying correct
word sets by using knowledge, correct identification can be
casily done 1n examining the grammatical meaning of the
word.

An embodiment of the character recognition system of the
present mvention will be described.

FIG. 1 1s a schematic block diagram of one embodiment
of the present invention. In the character recognition system
shown 1n FIG. 1, priority processing means 5 1s connected
between mput means 1 and recognizing means 2 shown in
FIG. 10 and storing means 4 connected to priority process-
ing means 3. Priority processing means 3 expects variation
of an mput character based on the position of the character
in the word when the character provided as input to the input
means 1 1s hand-written, and determines priority of the
recognition result based on the magnitude of the expected
character variation. Information necessary for determining
priority of the recognition result by the priority processing,
means 3 1s stored 1n the storing means 4.

FIG. 2 generally shows an electrical structure of one
embodiment of the present invention. Referring to FIG. 2, a
CPU 30 executes recognition processing by the priority
processing means 3 and the recognizing means 2 shown in
FIG. 1. Character data to be recognized and data obtained in
the process of recognition are temporarily stored in a RAM

31, and data base necessary for recognition and so on are
stored n a ROM 32.

FIG. 3 1s a flow chart showing the operation of one
embodiment of the present invention.

A specific operation of one embodiment of the present
invention will be described with reference to FIGS. 1 to 3.
When hand written characters are provided from input

10

15

20

25

30

35

40

45

50

55

60

65

4

means 1, CPU 30 forms a word by a plurality of candidates
for characters obtained as a result of recognition in step SP1
(in the figures, simply denoted by SP). In step SP2, CPU 30
confirms grammatical meaning of the thus formed word by
referring to the data base with respect to examination of
crammatical meaning in ROM 32. If the word has appro-
priate meaning, the process 1s terminated. If not, different
candidates for characters are newly selected in step SP3 to
form a different word, and grammatical meaning 1s exam-
ined again. In this manner, examination of meaning 1is
continuously carried out every time a word 1s formed by a
plurality of candidates for characters until a proper combi-
nation 1s obtained.

Steps for forming a word by a plurality of candidates for
characters obtained as a result of recognition will be

described with reference to FIGS. 4 and 5.

FIG. 4 shows an example of input characters and the
recognition result thereof. Referring to FIG. 4, the input

characters S0 includes “H”, “#7, “A”, “9” and “&”. For

cach of the input characters, first to three candidates are
obtained which are ranked in accordance with the reliability
of the recognition result. A group 51 of candidates 1s for the

mnput character “2”, a group 52 of candidates 1s for the

input character “#”, a group 53 of candidates 1s for the

mnput character “ A", a group 54 of candidates 1s for the
input character “9” and a group 8§ of candidates 1s for the

input character “&”, each group including first to third
characters.

Now, when a word 1s formed by the first candidate of each
of the groups 51 to 58§, that is, the first candidate 56 “8” for
the 1nput character “87, the first candidate §7 “#” for the
input character “%”, the first candidate 88 “ A" for the input
character “ A7, the first candidate 535 “O” for the nput
the first candidate 60 “&” for the mput

character “&7”, then the resulting word is “B4A”, which does
not have appropriate grammatical meaning. Therefore, 1t 1s
necessary to form another word by using characters other
than the first candidate 1n respective groups of candidates
and to examine grammatical meaning thereof.

character “7?”, and

FIG. § shows groups of candidates for characters
welghted based on expected variation on the recognition
results of FIG. 4. As for the variation of characters, a data
base with respect to how character variation depends on
character position in the document (for example, at the
beginning of a word, at the end of a word or at the middle
of the word) is stored in the ROM 32 in advance, and the
magnitude of character variation 1s expected by determina-
tion with reference to the data. The groups 51 to 55 of
candidates for characters are weighted or ranked based on
the knowledge of variation of characters, and new groups 70
to 74 for candidates for characters are obtained. Referring to
the groups 70 to 74 of candidates for characters shown 1n
FIG. 5, the longitudinal direction with respect to the sheet
represent the magnitude of the expected character variation.
The expected variation becomes smaller upward and
becomes lareger downward. For example, the weighted group

70 of candidates for the imput character “8” 1s relatively

large as the input character “H” 1s at the beginning of the
word. The variation of weighted groups 71, 72 and 73 of

candidates for mnput characters “#”, “ A and “77” respec-
fively are smaller as these characters are at the middle of the
word.
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The steps for forming a word by the weighted groups 70
to 74 of candidates for characters will be described. The
obtained recognition results of a character with small
expected variation 1s highly reliable, while the recognition
result of a character with large variation expected 1s smaller.
Therefore, when a word 1s to be formed by a plurality of
candidates for characters, candidates for characters with
smaller variation expected are given priority. An example

when characters “B4A” are 1nput will be described.
At first, the first candidate 78 “#” for the input character

“#” the variation of which is expected to be the smallest, and

the first candidate 79 “ A for the input character “A.” of
which variation 1s expected to be the second smallest are

fixed. Then, the first candidate 75 “8”, the second candidate
76 “0O” and the third candidate 77 “H” for the 1nput

character “H” are successively combined to provide the

following groups of characters, that is, “ 84#A 7, “0%A”, and
“B$‘/<\ ::‘
Then, the first candidate 78 “#” for the 1nput character

“%” and the second candidate 80 “A.” for the input char-
acter “ A7 are fixed and the first candidate 75 “&”, the second
candidate “ O and the third candidate 77 “&” for the 1nput

[

character “2” are successively combined, and groups of

characters “ B&A”, “0%&A”, and “B#A” are provided in the
similar manner. More specifically, words are formed with
candidates for characters the variation of which are expected
to be small and thus the reliability of recognition results of
which are high are fixed with priority, and the candidates for
characters of which variation are expected to be large and
the reliability of recognition results are lower are changed
carlier. Every time a word 1s formed 1n accordance with such
procedure, the grammatical meaning of the word 1s exam-
ined. Therefore, the possibility of a word having proper
crammatical meaning being included im words obtained
relatively earlier among a plurality of words obtained m the
above described order becomes higher as compared with a
case 1n which words are formed simply by combining
at-random the candidates for characters. Thus, the number of
words to be examined and the time necessary for examina-
fion can be reduced.

FIGS. 8 and 9 show an embodiment of the present
invention applied to a character recognition system for
recognizing alphabets. Referring to FIG. 8, input characters
80 include “V7, “I”, “S”, “U”, “A” and “L”, and first to third
candidates are obtained for each of the mnput characters with
the reliability of recognition results higher in this order.
When a word 1s formed by the first candidates of respective
groups for the input characters, that 1s, the first candidate 87
“U” for the input character “V?, the first candidate 88 “I” for
the 1nput character “I”, the first candidate 89 “S” for the
input character “S”, the first candidate 90 “V” for the 1nput

character “U”, the first candidate 91 “A” for the 1nput
character “A” and the first candidate 92 “I” for the input
character “L”, the result will be “UISVAI”, which does not
have proper grammatical meaning. Therefore, 1t 1s necessary
to form other words by using candidates other than the first
candidates for respective characters and to examine gram-
matical meaning.

FIG. 9 shows the groups of candidates for characters
welghted or ranked based on the expected variation. In this
example of FIG. 9 also, the variation of character 1s expected

with reference to the data base stored 1n the ROM 32, 1n the
same manner as described with reference to FIG. 5. The

10

15

20

25

30

35

40

45

50

55

60

65

6

ogroups 81 to 86 of candidates for characters are weighted
dependent on the expected character variation, and new
ogroups 101 to 106 of candidates for characters are obtained.
Referring to the groups 101 to 106 of candidates shown In
FIG. 9, the lengthwise direction with respect to the sheet
represents magnitude of the expected character variation. In
other words, the variation becomes smaller upward, and the
variation becomes larger downward. As for the magnitude of
the expected variation, the variation of the group 101 of the
welghted candidates for the input character “U” 1s large as
the mnput character “U” 1s at the beginning of the word. The
variations of the groups 102 to 105 of the weighted candi-
dates for input characters “I”, “S”, “V” and “A” respectively
are smaller as these characters are at the middle of the word.

FIG. 9, the groups 101 to 106 of the recognition results are
ranked 1n order of reliability based on the knowledge of
variation in the documents. The second (“I””), fourth (“U”)
and fifth (“A”) input characters have the smallest variation,
while the first (“V”) and sixth (“L”) input characters have
the largest. First, as a character with small variation 1s more
reliable, the first candidates of the second (102), fourth
(104)0 and fifth characters (105) are fixed, while all candi-
dates of the first (101), third (103) and sixth (106) characters
are changed. This gives “UISVAI”, “VISVAL”, “ulSVA1”,
“UISVAL”, “VISVAI” etc. Next, the first candidates of the
second, fourth and fifth characters, and the second candidate
of the third character are fixed, while all candidates of the

first and sixth characters are changed. Then , the word sets
“UlaVAI”, “VIaVAL”, “ulaVA1” etc. are made. The candi-

dates with small variation are fixed in order of the number
of candidates (first, second, . . . ), while other candidates are
changed, and word sets are made. The meaning 1s checked
as a word set changes until the correct word “VISUAL” 1s
found. In this way, the probability of finding the correct
word 1s higher than the probability of finding 1t using simple
combinations.

As described above, according to the embodiment of the
present mnvention, character variation 1s expected based on
the character position 1in a sentence or word when the
characters are hand-written, combinations of characters are
formed based on the reliability of recognition results depen-
dent on the magnitude of the expected character variation
and grammatical meaning of these combinations are exam-
ined when a word having a proper grammatical meaning 1s
to be found from a plurality of candidates for characters
obtained as a result of recognition, and therefore the number
of combinations to be examined and the time necessary for
examination can be reduced.

In addition, since the reliability of recognition results can
be expected, a proper word can be found from the actually
existing combinations with high possibility by giving pri-
ority to the recognition results of characters with high
reliability, even 1f there 1s no correct character included 1n
the candidates for characters of the recognition results.

Although the present invention has been described and
illustrated 1n detail, 1t 1s clearly understood that the same 1s
by way of illustration and example only and 1s not to be
taken by way of limitation, the spirit and scope of the present
invention being limited only by the terms of the appended
claims.

What 1s claimed is:

1. A character recognition system for recognizing hand-
written characters, comprising:

input means receiving hand-written characters as inputs
for turning them to electronic character data; and

character recognizing means for expecting character
variation of the input characters based on character
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position 1n the character data input from said input
means, and for carrying out character recognition 1n
accordance with priority of recognition results based on
the expected magnitude of character variation.
2. The character recognition system according to claim 1,
wherein

said character recognizing means includes
storing means for storing information for determining
priority of said recognition results, and
priority determining means for determining priority of
recognition results based on the information stored 1n
said storing means in accordance with the character
position 1n the character data input from said 1nput
means.
3. The character recognition system according to clam 2,
wherein

said storing means includes means for storing information
related to how character variation depends on a position
of the character in a semantic unit which the character
1s located, and

said priority determining means includes means for
determining, with priority, a character candidate, for
which character variation 1s expected to be small, by
reading from said storing means the information of
character variation which corresponds to that character
position.

4. The character recognition system according to claim 3,

wherein

said character recognizing means includes means for
determining whether or not the character candidate
determined 1n accordance with the priority has correct
meaning 1n the semantic unit based on grammatical
knowledge.
5. An automated character recognition system for recog-
nizing hand-written characters arranged 1n semantic units,
comprising;
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means for receiving the hand-written characters as inputs
and converting the hand-written characters to elec-
tronic character data;

a random access memory for storing the electronic char-
acter data to be recognized;

a read only memory for storing information related to how
character variation depends on a position of the char-
acter 1n a semantic unit which the character 1s located;

a central processing unit including

1) a priority determining means for determining the
priority of each character based on the information
stored 1n the read only memory, and

i1) means for performing character recognition based on
the priority determined by the priority determining
means and storing the recognized characters in the
random access memory; and

means for displaying the recognized characters stored 1n

the random access memory 1n a character unit.

6. The automated character recognition system according
to claim 5, wherein said priority determining means includes
means for determining, with priority, a character candidate,
for which character variation 1s expected to be small, by
reading from the read only memory the mformation of
character variation which corresponds to that character
position.

7. The automated character recognition system according
to claim 6, wherein said central processing unit includes
means for determining whether or not the character candi-
date determined 1n accordance with the priority has correct

meaning in the semantic unit based on grammatical knowl-
cdge.
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