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1

LOSSLESS TRANSFORM CODING SYSTEM
HAVING COMPATIBILITY WITH LOSSY
CODING

BACKGROUND OF THE INVENTION

1. Field of the Invention

This 1nvention relates to transform coding for digital
signals, and more particularly to coding of picture signals.

2. Description of the Related Art

Conventionally, a linear transform coding system 1s
known as a coding system for an audio or video signal. In
the linear transform coding system, a plurality of discrete
signals are linearly transformed collectively and resulting
transform coefficients are coded, and compression coding
can be achieved by selecting the base of the transform taking
statistical characters of the signal into consideration. It is
known that a coding system which employs discrete cosine
transform for the linear transform can realize high compres-
sion coding for a signal which behaves 1n accordance with
a Markovian model, and 1s utilized widely for international
standardized systems.

While the discrete cosine transtorm 1s useful for realiza-
fion of high compression coding, since the base of the
transform 1s a real number, it 1s disadvantageous in that, 1n
order to realize reversible coding, the quantization step size
must be small, which results in deterioration of the coding
cfficiency.

A system which realizes reversible coding of discrete
cosine transform without deterioration of the coding efli-
ciency has been proposed by the mnventor of the invention of
the present application. The system modifies the discrete
cosine transform so as to allow reversible transform. The
system has two characteristics: one 1s to approximate the
discrete cosine transform with linear transform with an
integer matrix, and the other 1s to remove redundancies
included between transform coeflicients by reversible quan-
fization.

In the following, a principle of eight-element reversible
cosine transform according to the system described above 1s
described. The original eight-element discrete cosine trans-
form according to the international standards transforms an

original signal vector (x0, x1, . . . , X7) into transform
coefficients (X0, X1, . . . , X7) in accordance with the

following expression (1):
Xo| [c4 a4 ca cq4 cq4 4 ¢4 4| Xo (1)
X1 C1 C3 Cs c7 —c7 —Cc5 —cC3 —c1 || X1
X» C» Ce¢ —Cg —Cr —Co —Cg Cé cr || X
X3 C3 —C7 —C; —Cs Cs C1 c7 —C3 || x3
X4 B Cq4 —Cq4 —C4 Ca Cq4 —Cq4 —C4 ca || X4
X5 Cs —Cy C7 C3 —C3 —C7 cy —Cs5 || x5
Xe¢ Ce —Co Cr —Cg —Cg Cr —C» Ce || Xg
X7 c7 —Cs c3 —C1 cy —C3 cs —c7 || x7
where c¢l, . . . , ¢7 are represented by the following

expression (2):

(i
¢y = cos| —
16

(2)

In this eight-element reversible discrete cosine transform,
the eight-element discrete cosine transform represented by
the expression (1) is approximated with a transform of the
following expression (3):
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Xo | |as as as as ags  ay  as  as | xo (3)
Xl (1 (i3 (s 7 —d7 —ds5 —d3 —a X1
Xz ) flg —lg —>» —lr» —dg (g #2) )
X3 (3 —d7 —d; —ds s €1 (7 — 3 X3
X4 - 4 —dq4 —044 4 a4 —0q4 —dy (4 X4
Xg (s —d {17 3 —d3 —d7 (1 — 5 X5
Xﬁ g — U2 fly —dg —lg tr — > g X6
X7 ] la; —as a3 —ay a1 —az3 as —a7 ||l x7

where al, ..., a7 are natural numbers. The values al, ..., a7
are obtained by multiplying each row vector of the discrete
cosine transform by a certain number and rounding the
products into integers. (X0, . . ., X7) obtained based on the
expression (3) have values near to the original discrete
cosine transform coelfficients except that they are multiplied
by the certain number.

However, the transform coefficients X0, . . ., X7 obtained
based on the expression (3) are not independent of each
other, but have redundancies. Where the absolute value of
the determinant of a transform matrix 1s represented by D,
the density of points which may be taken in the transform
domain 1s 1/D. In other words, the ratio of the points which
may be taken in the transform region from among all integer
lattice points 1s 1/D, and the remaining points of the ratio
1-1/D are wasteful points which cannot be taken actually. To
use those wastetul points also as an object for coding makes
a cause of decreasing the efficiency of compression coding.

Thus, 1n order to remove the redundancies, reversible
coding 1s performed. However, since 1t 1s difficult to define
a reversible transform directly in an eight-element space, the
expression (3) 1s decomposed in accordance with a fast
calculation scheme and reversible quantization is performed
for results of the individual partial transforms.

The transform of the expression (3) can be decomposed
into the following expressions (4) to (10):

(4)

Xg + X7

X — A7

()

(6)

(7)

(8)

1 1
1 -1

()

X1 +Xg + X2 + X5

X1 +X — X2 — X5

Xo 1 1 Xg+ X7 +X3 +Xy (10)
X4 1 -1 X1 +Xg + X2 + X5
X» %) de || Xo+ X7 — X3 — X4 (11)
Xﬁ g —a» X1 +Xg —X> — X5

X1l [ar a7 a3 as|[xo—x7] (12)
X? (7 —dy —as (13 X3 — X4
X3 a; —ds —d7 —aj || X1 —Xs

X5 | las a3 —a; a7 ]| X2 — X5 |

It 1s to be noted that, in the expression (10), a4=1. This is
because the matrix of the expression (10) only includes a4
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and there 1s no problem 1if 1t 1s assumed that a4=1. In this
manner, the expression (3) can be decomposed into eight
2x2 matrix transforms and one 4x4 matrix transform.
Redundancies are produced 1n the individual transforms. For
example, in the transform of the expression (4), since the
absolute value of the determinant of the transform matrix 1s
2, Integer vector values which may possibly be taken as a
transform results are ¥ the entire integer vector values. The
redundancies produced in the individual transforms in this
manner are removed for the mndividual transforms. To this
end, for each transform, a result of the transform 1s revers-
ibly transformed as seen 1n FIG. 22. Referring to FIG. 22,
reference numerals 160 to 167 denote each a transformer for
a 2x2 matrix, and 168 denotes a transformer for a 4x4
matrix.

Here, comparison between an eight-element a reversible
discrete cosine transform and the original discrete cosine
fransform 1s described. Similarly as i FIG. 22, also the
original eight-element discrete cosine transform can be
decomposed as seen 1 FIG. 24. In FIG. 24, transform
matrices of individual 2x2 and 4x4 transforms are normal-
1zed so that they may correspond to those 1n FIG. 22. From
comparison between FIGS. 22 and 24, it can be seen that the
transformer 160 and a transformer 180, the transformer 161
and a transformer 181, the transformer 162 and a trans-
former 182, the transformer 163 and a transformer 183, the
transformer 164 and a transformer 184, the transformer 165
and a transformer 185, the transformer 166 and a trans-
former 186, the transformer 167 and a transformer 187, and
the transformer 168 and a transformer 188 correspond to
cach other. If results obtained by the corresponding trans-
forms are equal, then also transform coefficients obtained
finally have substantially equal values. As hereinafter
described, this 1s important when the compatibility between
an eight-element reversible discrete cosine transform and the
original eight-element discrete cosine transform 1s consid-
ered. It 1s to be noted that, as can be seen from the
comparison between the transforms, the portion of the
discrete cosine transform which corresponds to normaliza-
tion of the base 1s replaced by reversible quantization in the
reversible discrete cosine transform. Consequently, 1t 1s
important how to make a result of reversible quantization
approach a result of normalization in order to achieve the
compatibility. Subsequently, the reversible quantization is
described 1n regard to a case of transform by a 2x2 matrix
and another case of transform by a 4x4 matrix.

In a transform by a 2x2 matrix, transform points obtained
by transforming integer lattice points are reversibly quan-
tized making use of the periodicity of the structure of them.
Where the absolute value of the determinant of a transform
matrix 1s represented by D and the coordinates of a trans-
form point obtained by transforming an integer vector are
represented by (Y1, Y2), it can be proved that the structure
of all of such transform points (Y1, Y2) has the period D in
the direction of each axis. Therefore, a region represented by
the following expression (13)

(where N1 and N2 are multiples of D, and they are each
hereinafter referred to as quantization period) is determined
as a basic region, and quantization values of transform
points 1mncluded 1n the basic region are artificially defined in
advance. Then, the correspondence between the transform
points and the quantization values 1s described 1n the form
of and held as a table (this table is hereinafter referred to as
quantization correspondence table), and quantization is per-

formed using this table as described below.
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An actual procedure of quantization 1s such as follows.
First, quotients bl, b2 and remainders rl, r2 when the
coordinates Y1, Y2 of the transform points are divided by
the quanfization periods N1, N2, respectively. Thus, the
remainders (r1, r2) are included 1n the basic region provided
by the expression (13). Then, using the quantization corre-
spondence table defined as above, quantization values (ql,
q2) (hereinafter referred to as local quantization) of (r1, r2)
are calculated. Then, quantization values (Yql, Yq2) of (Y1,
Y2) are calculated from the quotients b1, b2 and the local
quantization values ql, g2 in accordance with the following
expressions (14):

{Yq; :blMl-l-ql (14)

Yoo =02 My + g2

where M1, M2 are natural numbers and represent dynamic
ranges of ql, g2, respectively. The values M1 and M2
represent the magnitudes of the basic region when measured
with a scale of the quantization values.

The dynamic ranges M1, M2 represent the periods of
dequantization described below (therefore, M1, M2 are
hereinafter referred to as dequantization periods).

Now, dequantization of a 2x2 matrix transform 1s
described. Also dequantization can be performed 1n a pro-
cedure similar to that for quantization. First, quantization
values Yql, Yg2 are divided by the dequantization periods
M1, M2 described above to obtain quotients bl', b2' and
remainders ql' and qg2', respectively. Then, a table
(hereinafter referred to as dequantization correspondence
table) which describes a correspondence relationship reverse
to that of the quantization correspondence table 1s referred to
obtain (r1', r2') corresponding to (ql', g2'). Then, dequanti-
zation values (Y1, Y2) are calculated in accordance with the
following expression (15):

{ Y, = b Ny +7), (15)

Yr = baNz + Fé

Quanfization and dequantization of a 2x2 matrix transform
are such as described above.

(X1, X7, X3, X5) obtained by transform of a 4x4 matrix
given by the following expression (16) are divided into (X1,
X7) and (X3, X5), for which quantization is performed
separately.

X1 ap a7 az as|[ug (16)
Xj.r (7 —d) —dads (13 iy
X; | |as —as —a; —a; || us
X5 as a3 —ar a7 ||l uy

where (u4, u5, u6, u7) are an integer vector. A construction
of the conventional 4x4 reversible transformer which real-
izes a transform of the expression (16) and such 4x4
reversible dequantization is shown 1n FIG. 26.

The transform coefficients (X1, X7) are linearly quantized
with the step sizes k1, k7 (k1 and k7 are natural numbers)
by linecar quantizers 4, 5, respectively. The values of the
quantization step sizes k1, k7 are set so that the dynamic
ranges of quantization values (Xql, Xq7) of (X1, X7) and
quantization values (Xq3, Xg5) of (X3, X5) may be nearly
equal to each other.

On the other hand, for quantization of the transform
coefficients (X3, X5), the relationship described below is
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utilized. In particular, the relationship that, once (X1, X7)
are determined, a certain integer vector (s3, s5) is deter-
mined and the values which may possibly be taken by (X3,
X5) are limited to the following expression (17) 1s utilized:

BRI

where g, h are integers represented, from al, a3, a5 and a7
of the expression (16), as

(17)

373
_|_

33

f 2

g = aj — a5 + 2azas (18)

h=a3 —at +2a,a7

\,

Points which may possibly be taken by transform coefl-
cients (X3, X5) represented by the expression (17) are
shown 1n FIG. 28. In this manner, the structure of all of the
values which may possibly be taken by the transform

coefficients (X3, X5) when certain (X1, X7) are determined
is equivalent to a lattice structure defined by vectors (h, g),
(—g, h) which is displaced by the integer vector (s3, s5)
(hereinafter referred to as representative elements).

Further, when the transform coethcients X1, X7 are
linearly quantized with the step sizes k1, k7 as described
above, respectively, the structure of values which may be
taken by (X3, X5) 1s a structure wherein k1k7 such lattices
as shown 1n FIG. 28 overlap with each other. This 1s because
the number of transform coefficients (X1, X7) which may be
rounded to one quantization values (Xql, Xq7) is k1k7, and
representative elements (s3, s5) correspond to each of the
k1k’7 transform coefficients. Since only the portion of the
representative elements (s3, s5) in the expression (17) varies
depending upon the values of (X1, X7), the set of all of
points which may be taken by the transform coefficients (X3,
X5) when X1, X7 are linearly quantized with the step sizes
k1, k77, respectively, 1s equivalent to the lattice structure of
the expression (17) which overlaps at the k1k7 transform
coellicients but 1s different only in a manner of displace-
ment. For example, when kl=k7=2, points which may be
taken by the transform coefficients (X3, X5) are such as
llustrated 1n FIG. 29. As can be seen from FIG. 29, the
structure of points which may possibly be taken by the
transform coefficients (X3, X5) exhibits a repetition of the
same pattern for each period defined by the vectors (h, g),
(—g, h). Therefore, the points are divided into groups each of
which includes points whose global signal values (p3, p5)
are equal to each other, and quantization 1s performed for
cach of the groups. Then, 1n each group, the global signal
(p3, p5) which has an equal value in the group and repre-
sentative elements (s3, s5) which are different for individual
points 1 the group are quantized separately, and then
resulting quantized values are added to calculate a quantized
value. Subsequently, description 1s given of the quantization.

First, a procedure of calculating quantization values (pq3,
pqgS) of global signals (p3, p5) is described. The structure of
all of points which may possibly be taken by the global
signals (p3, p5) includes transform points obtained by
transforming, from the expression (17), integer lattice points
with the matrix

]

Therefore, for the global signals (p3, p5), reversible quan-
tization performed in the 2x2 matrix transform described

(19)
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above 1s performed. First, in order to obtain the global
signals (p3, p5), representative elements (s3, s5) are deter-
mined from values of transform coefficients X1, X7 based
on a first numeric table 201. Details are hereinafter
described. Next, s3, s5 are subtracted from X3, X5 to obtain
olobal signals p3, p5 by adders 14, 15, respectively. Then,
the aforementioned 2x2 reversible quantization based on the
matrix of the expression (19) is performed by a transformer
202. Results of the 2x2 revisable quantization are multiplied
by m3, m5 by multipliers 204 and 205 to calculate global
quantization values (pq3, pqS). Here, m3, m5 represent
dynamic ranges of the local quantization values sq3, sq?d,
respectively.

Subsequently, a procedure of calculating the quantization
values (sq3, sq5) of the representative elements (s3, s5) is
described. This does not directly calculate the quantization
values from values of the representative elements (s3, s5),
but determines the quantization values using a second
numeric table 203 from quantization residuals (r1, r7) of the
transform coefficients (X1, X7) represented by the following
expression (20):

{f‘l = Xy — k1 Xy (20)

r7 = X7 — k7 X7

Then, adders 16 and 17 add the local quantization values
sq3, sgS to the global quantization values pg3, pgd to obtain
quantization values (Xqg3, Xg5), respectively. By the pro-
cessing described above, all quantization values (Xql, Xq7,
Xq3, Xg5) are obtained.

Subsequently, a procedure of calculating the representa-
tive elements (s3, s5) from the values of the transform
coefficients (X1, X7) based on the first numeric table 201 of
FIG. 26 1s described. The values of the representative
elements (s3, s5) vary depending upon the values of the
transform coefficients (X1, X7). However, where the values
of g, h are given by the expression (18), if the remainders
when components of the vector (gX1+hX7, gX7-hX1) are
divided by the determinant of the matrix of the expression

(19)

Dd=g"+h” (21)
are equal to each other, then also the representative elements
(s3, s5) are equal. In other words, where the remainder when
x 1s divided by y is represented by mod(x, y), the represen-
tative elements (s3, s5) vary depending upon the value of the

vector

Z(X1: X?)=(mﬂd(gX1+hﬂX?: D4): mﬂd(gX?_h’le D4)) (22)

Thus, 1n the first numeric table, the correspondence rela-
tionship between the vector (X1, X7) and the representative
elements (s3, s5) is described. Then, the value of the vector
z(X1, X7) of the expression (22) is calculated first, and then
referring to the first numeric table 201 of FIG. 26, the
representative elements (s3, s5) are determined from the
value of the vector z(X1, X7). Particularly if g and h are
prime relative to each other, then 1f one of two components

{ZI(XI:- X7) =mod(gX, + hX7, Dy) (23)
22( X1, X7) =mod{gX; — hX |, Dy)

of the vector z(X1, X7) is determined, then the representa-
tive elements (s3, s5) can be determined without determin-
ing the other components. Accordingly, in this instance, (s3,
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s5) can be determined by describing the corresponding
relationship between one of two components of each of
z1(X1, X7), z1(X1, X7) of the expression (23) and the
representative elements (s3, s5) in the first numeric table.

Subsequently, a procedure of calculating the local quan-
tization values (sq3, sq5) from the quantization residuals (r1,
r'7) based on the second numeric table 203 is described. First,
local quantization of the transform coefficients (X3, X5) is
described, and then a procedure of calculating (s3, s5) using
the quantization residuals (rl, r7) is described.

As described above, when the transform coethicients X1,
X7 are lincarly quantized with the step sizes k1, k7, a
resulting structure includes such klk7 overlapping lattice
point structures as represented by the expression (17) as seen
in FIG. 29. Local quantization of the transform coefficients
(X3, X5) groups k1k7 points whose global signals (p3, p5)
are same 1nto a group and allocates different quantization
values (sq3, sq5) to representative elements of the klk7
points. Quantization from the representative elements (s3,
s5) into the local quantization values (sq3, sq5) can be
realized by referring to a table prepared so as to describe the
correspondence between them. However, since the set of
values which may possibly be taken by the representative
elements (s3, s5) depends upon the values of (Xql, Xq7), a
plurality of tables each describing such a correspondence are
required. However, if the values of the representative ele-
ments (s3, s5) for the quantization representative values (X1,
X7)=(k1Xql, k7Xq7) are equal, then also the values of the
representative elements (s3, s5) for the other (klk7-1)
different (X1, X7) in the same group coincide with them.
Consequently, 1n this 1nstance, a same correspondence table
can be used. Accordingly, the number of those correspon-
dence tables which must be prepared 1s a number equal to
the number of values which may possibly be taken by (s3,
s5). This value is equal to or smaller than D4. Then, a table
is selected based on the representative elements (s3, s5) for
the quantization representative values (k1Xql, k7Xq7) and
used for quantization.

Here, for such selection of a table, 1n place of the values
of the representative elements (s3, s5) for the quantization
representative values (k1Xql, k7Xq7), the values of the
expression (22) for the quantization representative values,
that is, the values of the vector z(k1X1, k7X7) may be used.
In other words, a table can be selected using the values of the
vector zZ(k1X1, k7X7) as an index. By this, a table can be
selected directly without calculating the values of the rep-
resentative values for the quantization representative values
using the first numeric table. It 1s to be noted that, if g and
h are prime relative to each other, then only one of compo-

nents z1(k1X1, k7X7) and z2(k1X1, k7X7) of the vector
z(k1X1, k7X7) may be used as an index.

Further, 1n order to calculate the local quantization values
(sq3, sq5), the quantization residuals (r1, r7) represented by
the expression (20) may be used in place of the quantization
representative values (s3, s5). This is because, if (Xql, Xq7)
is determined, then also the correspondence between (X1,
X7) and (r1, r7) is determined. Since the set of values which
may possibly be taken by the representative values (s3, s5)
is different depending upon the quantization values (Xql,
Xq7), where the local quantization values (sq3, sq5) are
determined directly from the representative elements (s3,
s5), also the values of the representative values (s3, s5) must
necessarily be written in the table. In contrast, since the set
of values which may possibly be taken by the quantization
residuals (rl, r7) does not depend upon the quantization
values (Xql, Xq7), this information need not be held.
Therefore, the table may have a reduced size.
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Subsequently, dequantization of a 4x4 matrix transform 1s
described. First, a construction of a 4x4 mnverse transformer
of the system proposed by the inventor of the inventor of the
present application 1s shown 1n FIG. 27. Referring to FIG.
27, 1n the 4x4 inverse transformer, quantization values (Xql,
Xq7, Xq3, Xq5) are dequantized to obtain (X1, X7, X3, X5),
and then the dequantization values (X1, X7, X3, X5) are
inverse transformed as given by the following expression
(24) inverse to the expression (16) to obtain an integer vector

(u4, us, u6, u7).

Ug (] (17 (13 as -Ir X1 | (24)
i (7 —d; —ds i3 X?

us | | as —as —a7 —a X3

w7 | Las a3 —a; a7 ] | X5

Subsequently, the dequantization from the quantization

values (Xql, Xq7, Xg3, Xq5) to the transform coefficients
(X1, X7, X3, X5) is described. Also this i1s perf

‘ormed
separately for (Xql, Xq7) and (Xqg3, Xq5).

The quantization values (Xql, Xq7) are first multiplied by
k1, k7 by multipliers 34, 35 to obtain quantization repre-
sentative values (k1Xql, k7Xq7), respectively. Then, quan-
tization residuals (rl, r7) are added to the quantization
representative values (k1Xql, k7Xq7) by adders 36, 37 to
calculate (X1, X7), respectively. The quantization residuals
(r1, r7) are calculated from local quantization values (sq3,
sqd) calculated by a procedure which will be hereinafter
described using a third numeric table 211. The third numeric
table 211 1s a table which describes correspondences reverse
to those of the second numeric table of FIG. 26. Then,
similarly as 1n the reversible transformer of FIG. 26, when
the third numeric table 211 1s to be referred to, the values of
the vector z(X1, X7) of the expression (22) for the quanti-
zation representative values (k1Xql, k7Xq7), that is, the
values of the vector z(k1Xql, k7Xq7), are used as an index.
It 1s to be noted that, also 1n this instance, 1f g and h are prime
relative to each other, then only one of two components
z1(k1Xql, k7Xq7) and z2(k1Xql, k7Xq7) of the vector
z(k1Xql, k7Xq7) may be used as an index.

Meanwhile, the quantization values Xq3, Xg5 are first
divided by m3, m5 by mteger dividers 212, 213 to obtain
quotients pg3, pgdS and remainders sq3, sqS, respectively.
Once the local quantization values (sq3, sq5) are calculated,
transform coefficients (X1, X7) can be calculated as
described above. Then, a dequantizer 210 dequantizes the
quotients (pqg3, pgd) based on the matrix of the expression
(19) to obtain global signals (p3, p5). Then, from the
transform coefficients (X1, X7) calculated already, repre-
sentative elements (s3, s5) are determined using a fourth
numeric table 214 equivalent to the first numeric table 201
of FIG. 26. Adders 38, 39 add the global signals (p3, p5) to
the representative elements (s3, s5) to obtain transform
coefficients (X3, X5), respectively. By the procedure
described above, dequantization 1s completed and the trans-
form coefficients (X1, X7, X3, X5) are obtained. Quantiza-
tion and dequantization of a 4x4 matrix transform are such
as described above.

By performing reversible quantization of a 2x2 or 4x4
matrix transform described above after each transform of the
expressions (4) to (12) as seen in FIG. 22, redundancies
included 1n results of transform can be removed. As a result,
reversible coding can be realized without deteriorating the
coding efficiency. Further, by suitably adjusting the quanti-
zation period N1 and the dequantization period Mi, trans-
form coefficients of eight-element reversible discrete cosine
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transform obtained finally can be made to approach those of
the original discrete cosine transform.

One of problems of the conventional eight-element
reversible discrete cosine transform described above resides
in that 1t 1s not sufficiently compatible with the original
cight-element discrete cosine transform. In particular, the
quality of a reproduction signal obtained when a signal
coded using eight-element reversible discrete cosine trans-
form 1s decoded using the original eight-clement 1nverse
discrete cosine transform or when reverse decoding 1s per-
formed 1s not sufficiently high.

The reason 1s that the differences (hereinafter referred to
as errors) between transform coefficients of the conventional
cight-element reversible discrete cosine transform and trans-
form coeflicients of the original eight-element discrete
cosine transform are not small. This arises from the fact that
the differences between Xql, Xq7, Xq3, Xg5 obtained by
4x4 reversible quantization by the transformer 168 of FIG.
22 and X1, X7, X3, X5 obtained by transform by the
transformer 188 shown 1n FIG. 24 are not small. While the
errors of the transform coeflicients may be caused by three
different factors including errors originating from a ditfer-
ence 1n dynamic range, errors originating from quantization
which uses a table and approximate errors caused by integer
transform, in the conventional reversible quantization based
on a 4x4 matrix transform described above, global quanti-
zation of (X3, X5) 1s performed using a table as described
above, and then resulting values are multiplied by m3, m5 as
seen from FIG. 26. As a result, quantization errors arising
from use of the table are amplified to m3, m5 times, thereby
increasing the errors.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to act provide a
transform coding system wherein transform coeflicients of
reversible discrete cosine transform are made to approach
original discrete cosine transform coeflicients to improve the
compatibility of the reversible discrete cosine transform
with the original discrete cosine transform.

More particularly, the object of the present invention
resides 1 provision of a transform coding system which
improves the quality of a reproduction signal obtained when
a signal coded using reversible discrete cosine transform 1s
decoded using the original discrete cosine transform.

In order to attain the objects described above, according
to a first aspect of the present invention, there 1s provided a
reversible transform coding system which quantizes an
original signal using a reversible transformer which effects
reversible discrete cosine transform and wherein the revers-
ible transformer reversibly transforms an integer four-
element vector (u4, u5, u6, u7) of the original signal into
quantization values (Xql, Xq7, Xq3, Xg5), the reversible
transformer including means for linearly transforming the
integer four-element vector (u4, u5, u6, u7) with the 4x4
integer matrix of the expression (16) to obtain transform
coefficients (X1, X7, X3, X5), means for linearly quantizing
the transform coeflicients X1, X7 with step sizes of natural
numbers k1, k7 to obtain quantization values Xql, Xq7 and
quantization residuals rl, r'/, respectively, means for deter-
mining representative elements (s3, s5) from a first numeric
table using the transform coefficients (X1, X7) or the trans-
form coefficients (X3, X5), means for subtracting the rep-
resentative elements (s3, s5) from the transform coefficients
(X3, X5) to calculate global signals (p3, p5), means for
linearly quantizing components p3, p5 of the global signals
(p3, p5) with step sizes of real numbers L3, L5 to obtain
oglobal quantization values pq3, pg5, respectively, means for
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determining local quantization values (sq3, sq5) from the
quantization residuals (rl, r7) based on a second numeric
table, and means for adding the local quantization values
(sq3, sqd5) to the global quantization values (pg3, pgd) to
obtain quantization values (Xq3, Xqg5) and supplying the
quantization values (Xq3, Xq5) as quantization values for
the transform coefficients (X3, X5).

In the conventional reversible transform system described
hereinabove with reference to FIG. 26, quantization defined
by a table 1s performed by the transformer 202, and quan-
fization errors produced 1n the quantization are amplified to
m3, m> times by the multipliers 204, 205, respectively.
Therefore, there 1s a tendency that the differences between
the values of the transform coeflicients Xqg3, Xg5 obtained
thereby and transform coeflicients X3, X5 obtained by the
transformer 188 of the original discrete cosine transform
shown 1n FIG. 24 become large. However, with the revers-
ible transform coding system, since global quantization
values of transform coetficients X3, X5 are calculated by
linear quantization, the values of Xq3, Xg5 obtained are near

to the transform coeflicients X3, X5 obtained by the trans-
former 188.

According to a second aspect of the present invention,
there 1s provided a reversible transform coding system
which 1ncludes a reversible transformer which inversely
transforms quantization values (Xql, Xq7, Xq3, Xg5) into
an integer four-element vector (u4, u5, u6, u7), the reversible
transformer including means for calculating global signals
(p3, p5) and local quantization values (sq3, sq5) from the
quantization values (Xq3, Xqg5), means for determining
quantization residuals (r1, r7) from the local quantization
values (sq3, sqd) based on a third numeric table, means for
multiplying the quantization values (Xql, Xq7) by natural
numbers k1, k7 and adding the quantization residuals (r1, r7)
to the products to obtain transform coefficients (X1, X7),
respectively, means for determining representative elements
(s3, s5) from the transform coefficients X1, X7 based on a
fourth numeric table, means for adding the representative
elements (s3, s5) to the global signals (p3, p5) to obtain
transform coefficients (X3, X5), and means for linearly
transforming the transform coefficients (X1, X7, X3, X5)
with an 1nverse matrix to the 4x4 matrix of the expression
(16) to obtain the integer four-element vector (u4, uS, ub,
u7). The reversible transform coding system provides
inverse transform to the transform of the reversible trans-
form coding system of the first aspect of the present inven-
tion. Reversible transform can be achieved by utilizing both
of the reversible transform coding systems.

The means for calculating global signals (p3, p5) and
local quantization values (sq3, sq5) from the quantization
values (Xg3, Xg5) may include means for calculating global
signal candidates (p3'?, p5?) from the quantization values
(Xq3, Xg5) based on two dimensional division with the
matrix of the expression (19) where g, h are integers which
are given, from integers al, a3, a5, a7, by g=al”-a7-+2a3a5,
h=a3°-a5°+2ala7, respectively, means for adding global
signal differences (Ap3'", Ap5'™"), (Ap3'®, Ap5*®), (Ap3*,
Ap5*)) given in advance to the global signal candidates
P39, p5P) to calculate global signal candidates (p3'",
p5™), (p3?, p5?), (p3*, p5?), respectively, means for
linearly quantizing the global signal candidates p3®, p5@
with step sizes of real numbers L3, L5 to obtain global
quantization value candidates pg3®, pg5® and subtracting
the global quantization value candidates pq3?, pg5'? from
the quantization values (Xq3, Xq5) to obtain local quanti-
zation value candidates sq3'?, sq5?, means for linearly
quantizing the global signal candidates p3™, p5™* with the
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step sizes of the real numbers L3, L5 to obtain global
quantization value candidates pq3'", pg5'Y’ and subftracting
the global quantization value candidates pg3'"’, pg5'? from
the quantization values (Xq3, Xq5) to obtain local quanti-
zation value candidates sq3'?, sq5", means for linearly
quantizing the global signal candidates p3®, p5*’ with the
step sizes of the real numbers L3, L5 to obtain global
quantization value candidates pq3‘®, pg5'® and subtracting
the global quantization value candidates pg3'®, pg5'® from
the quantization values (Xq3, Xq5) to obtain local quanti-
zation value candidates sq3®, sq5®, means for linearly
quantizing the global signal candidates p3®, p5© with the
step sizes of the real numbers L3, L5 to obtain global
quantization value candidates pq3®’, pg5*®’ and subftracting
the global quantization value candidates pq3®, pq5*® from
the quantization values (Xq3, Xq5) to obtain local quanti-
zation value candidates sq3'”, sq5*, and means for select-
ing values which may possibly be local quantization values
from among the local quantization value candidates (sq3'?,
sq5?), (sq3, sq5, (sq3'?, 595, (sq3?, sg5%), setting
the selected values to the local quantization values (sq3, sq5)
and setting the global signal candidates corresponding to the
local quantization values (sq3, sq5) to the global signals (p3,
pS).

Alternatively, the means for calculating global signals
(p3, p5) and local quantization values (sq3, sq5) from the
quantization values (Xg3, Xg5) may include means for
calculating global signal candidates (p3'?, p5©1%’) from the
quantization values (Xg3, Xq5) based on two dimensional
division with the matrix of the expression (19) where g, h are
integers which are given, from integers al, a3, a5, a7/, by
g=al’-a7°+2a3a5, h=a3"-a5°+2ala7, respectively, means
for linearly quantizing the global signal candidates (p3'?,
p5®) with step sizes of real numbers 1.3, L5 to obtain global
quantization value candidates (pq3‘?, pq5'?) and quantiza-
tion residuals (r3'?, r5?), means for subtracting the global
quantization value candidates (pq3"?, pq5'?) from the quan-
tization values (Xq3, Xqg5) to obtain local quantization value
candidates (sq3'?, sq5), means for determining an index I
from the quantization residuals (r3?, r5), means for deter-
mining local quantization values (sq3, sg5) and global
difference signals (Ap3, Ap5) from the local quantization
value candidates (sq3'?, sq5?) based on a fifth numeric
table selected using the mdex I, and means for adding the
global difference signals (Ap3, Ap5) to the global signal
candidates (p3'?, p5®) to calculate the global signals (p3,
p5). This provides simpler means for calculating the global
signals (p3, p5) and the local quantization values (sq3, sq5)

from the quantization values (Xq3, Xqg5).

The means for calculating global signal candidates (p3‘?,
p5®) from the quantization values (Xq3, Xq5) may include
means for multiplying the quantization values Xq3, Xg5 by
the real numbers L3, L5 to obtain quantization representa-
tive values (Xq3L3, Xq5L5), respectively, means for trans-
forming the quantization representative values (Xq3L3,
Xg5L5) with an inverse matrix to the matrix of the expres-
sion (19) represented using g, h which are given, from
integers al, a3, a5, a7, by g=al”-a7°+2a3a5, h=a3"-a5"+
2ala’7, respectively, to obtain mverse transform points (w3,
w5), means for raising fractions of the inverse transform
points w3, w5 to unit or discarding fractions of the 1nverse
transform points w3, w5 to convert the mverse transform
points w3, w5 1nto 1ntegers w3', w5', and means for trans-
forming a vector (w3', w5') composed of the integers w3,

w5' with the matrix of the expression (19) to obtain the
global signal candidates (p3?, p5®).

According to a third aspect of the present invention, there
1s provided a reversible transform coding system which
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quantizes an original signal using a reversible transformer
which effects reversible discrete cosine transform and
wherein the reversible transformer produces eight transtorm
coellicients of quantization values Xq0, Xql, Xqg2, Xq3,
Xqg4, Xg5, Xqb6, Xq7 from eight signals of x0, x1, x2, x3, x4,
X5, X6, X7/, the reversible transformer including means for
performing transform with a matrix

o

for the signals (x0, x7), (x1, x6), (x3, x4), (x2, x5) and
reversible quantization for the results to obtain quantization
values (u0, u4), (u2, u6), (ul, ud), (u3, u7), means for
performing transform with the matrix of the expression (25)
for the quantization values (u0, ul), (u2, u3) and reversible
quantization for the results to obtain quantization values (v0,
vl), (v2, v3), means for performing transform with the
matrix of the expression (25) for the quantization values (vO,
v2) and reversible quantization for the results to obtain
quantization values and setting the quantization values as the
quantization values (Xq0, Xq4), means for performing trans-
form with an mteger matrix given by

tdy g
g —d2

where a2 and a6 are integers for the quantization values (v1,
v3) and reversible quantization for the results to obtain
quantization values and setting the quantization values as the
quantization values (Xq2, Xq6), and means for performing
reversible transform performed 1n the reversible transform
coding system of the first aspect of the present invention for
the quantization values (u4, u5, u6, u7) to obtain the
quantization values (Xql, Xq7, Xq3, Xg5).

In the reversible transform coding system, transform with
a 4x4 matrix of the conventional eight-element reversible
discrete cosine transform is replaced with the transform by
the reversible transform coding system according to the first
aspect of the present invention described above.
Consequently, eight-eclement reversible discrete cosine
transform by which values nearer to transform coefficients
of the original eight-element discrete cosine transform than
those of the conventional system can be achieved. When a
signal coded using this eight-element reversible discrete
cosine transform 1s to be decoded, if 1nverse transform to
this transform 1s used, then the original signal can naturally
be reconstructed completely. However, even where the sig-
nal 1s decoded using the conventional eight-element discrete
cosine 1inverse transform, a signal near to the original signal
can be obtained. In other words, the compatibility with the
conventional discrete cosine transform is improved.

According to a fourth aspect of the present invention,
there 1s provided a reversible transform coding system
which includes a reversible transformer which produces
eight signals of x0, x1, x2, x3, x4, x5, x6, X7 from cight
transform coeflicients of quantization values Xq0, Xql,
Xqg2, Xg3, Xg4, Xqg5, Xqgb6, Xq7, the reversible transformer
including means for performing inverse transform as recited
in claim 2 for the quantization values Xql, Xq7, Xqg3, Xg5
to obtain a vector of quantization values (u4, u5, u6, u7),
means for performing dequantization based on the matrix of
the expression (26) where a2 and a6 are integers for the
quantization values (Xq2, Xq6) and transform for the
dequantized values with an inverse matrix to the matrix to
obtain a vector of quantization values (v1, v3), means for

(25)

(26)




6,167,161

13

performing dequantization based on the matrix of the
expression (25) for the quantization values (Xq0, Xg4) and
transform for the dequantized values with an inverse matrix
to the matrix to obtain a vector of quantization values (v0,
v2), means for performing dequantization based on the
matrix of the expression (25) for the quantization values (v0,
vl), (v2, v3) and transform for the dequantized values with
an mverse matrix to the matrix to obtain vectors of quanti-
zation values (u0, ul), (u2, u3), respectively, and means for
performing dequantization based on the matrix of the
expression (25) for the quantization values (u0, u4), (u2, u6),
(ul, ud), (u3, u7) and transform for the dequantized values
with an inverse matrix to the matrix to obtain the signals (xO0,
x7), (x1, x6), (x3, x4), (x2, x5), respectively. This provides
inverse transform to that of the reversible transform coding
system according to the third aspect of the present invention
described above. If both of the reversible transform coding
systems are employed, an eight-element reversible discrete
cosine transform system by which values nearer to transform
coellicients of the original eight-element discrete cosine
fransform than those of the conventional system can be
obtained can be constructed.

Preferably, the reversible transform coding system
according to the third aspect of the present invention 1s
constructed such that the integers al, a3, a5, a7 are 5, 4, 3,
1, respectively, and the integers a2, a6 are 12, 5, respectively.
Where the specific values are used, values particularly near
to transform coellicients of the original eight-element dis-
crete cosine transform can be obtained.

Preferably, the reversible transform coding system
according to the fourth aspect of the present invention 1s
constructed such that the integers al, a3, a5, a7 are 5, 4, 3,
1, respectively, and the integers a2, a6 are 12, 5, respectively.
This provides i1nverse transform to that of the preceding
reversible transform coding system.

Preferably, the reversible transform coding system
according to the third aspect of the present invention is
constructed such that the matrix of the expression (26) is set
such that the inters a2, a6 are 12, 5, respectively, and the
reversible quantization 1s linear quantization with a step size
of 13. This eliminates use of a quantization correspondence
table 1n quantization of the means for performing transform.

Preferably, the reversible transform coding system
according to the fourth aspect of the present invention 1s
constructed such that the reversible transformer includes, in
place of the means for performing dequantization for the
quantization values (Xq2, Xq6) based on the matrix of the
expression (26) where a2 and a6 are integers and inverse
fransform with the matrix for the dequantized values to
obtain a vector of quantization values (v1, v3), means for
multiplying the quantization values (Xqg2, Xq6) by 13 to
obtain a vector, linearly transforming the vector with an
inverse matrix to the matrix given above obtained where the
Integers a2, ab are 12, 5, respectively, and rounding results
of the linear transform to obtain the quantization values (v1,
v3). This provides inverse transform to that of the preceding
reversible transform coding system. In this dequantization,
no correspondence table 1s required.

In the reversible transform coding systems described
above, transform coefficients to be obtained are allowed to
approach transform coefficients of the original discrete
cosine transform by suitably adjusting such parameters as a
quantization period and a dequantization period. However,
there 1s a limitation to such approaching, and the dynamic
ranges of transform coetflicients obtained are different a little
from the dynamic ranges of transform coeflicients of the
original discrete cosine transtorm by all means. Therefore,

10

15

20

25

30

35

40

45

50

55

60

65

14

reversible transform coding systems of the present invention
described below are constructed so that the quality of a
reconstructed signal obtained when decoding 1s performed
using the original discrete cosine transform 1s improved.
It 1s to be noted that the reversible discrete cosine trans-
form employed 1n the reversible transtorm coding systems
described above can be applied also to reversible discrete
cosine fransform employed the following reversible trans-
form coding systems, and this application achieves further
improvement of the quality of a reconstructed signal.
According to a fifth aspect of the present invention, there
1s provided a reversible transform coding system for quan-
tizing a picture signal using a reversible transformer which
clfects reversible discrete cosine transform, comprising
means for calculating a difference between a dynamic range
of a transform coelflicient obtained by the reversible trans-
former and a dynamic range of a transform coeflicient of
discrete cosine transform according to the JPEG and storing
a JPEG compatibility quantization table with which the
difference 1s small, and means for variable length coding for
transform coetficients obtained by the reversible transformer
and the values of the JPEG compatibility quantization table
into a coded signal and outputting the coded signal.
While a conventional picture coding system which
employs reversible discrete cosine transform does not use a
quantization table, the reversible transform coding system
according to the fifth aspect of the present 1nvention
employs a quantization table for compensation for a ditfer-
ence 1 dynamic range. Consequently, the reversible trans-
form coding system can improve the compatibility with the
JPEG (Joint Photographic Coding Experts Group) which is
international standards for picture coding based on discrete
cosine transform. Further, the reversible transform coding
system can be realized simply only by preparing a storage
apparatus for storing the fixed quantization table.
According to a sixth aspect of the present invention, there
1s provided a reversible transform coding system for coding
a moving picture signal using a reversible transformer which
cffects reversible discrete cosine transform, comprising
means for performing motion estimation between an already
coded picture and a coding object picture to obtain a motion
vector, means for performing motion compensation using
the motion vector to produce a predicted picture from the
already coded picture, means for subtracting the predictive
picture from the coding object picture to produce a predic-
five error picture, means for performing reversible discrete
cosine transform for the predictive error picture to calculate
transform coeflicients, means for calculating a difference
between a dynamic range of a transform coeflicient obtained
by the reversible transformer and a dynamic range of a
transform coetlicient of discrete cosine transform according
to the MPEG and storing an MPEG compatibility quantiza-
tion matrix with which the difference 1s small, and means for
variable length coding for the transform coefficients, the
MPEG compatibility quantization matrix and the motion
vector mto a coded signal and outputting the coded signal.
Similarly to the reversible transform coding system
according to the fifth aspect of the present invention, the
reversible transform coding system according to the sixth
aspect employs a quantization matrix for compensation for
a difference 1n dynamic range, and consequently, 1t can
improve the compatibility with the MPEG which 1s inter-
national standards for picture coding based on discrete
cosine transform. Further, the reversible transform coding
system can be realized simply only by preparing a storage
apparatus for storing the fixed quantization matrix values.
According to a seventh aspect of the present invention,
there 1s provided a reversible transform coding system for
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quantizing a picture signal using a reversible transformer
which effects reversible discrete cosine transform, compris-
ing means for performing discrete cosine transform for the
picture signal to obtain discrete cosine transform
coellicients, JPEG compatibility quantization table produc-
fion means for calculating elements of the table with which
differences between of transform coeflicients obtained by
the reversible transformer and the discrete cosine transform
coefficients are small to produce a JPEG compatibility
quantization table, and means for variable length coding for
fransform coelflicients calculated by the reversible trans-
former and the values of the JPEG compatibility quantiza-
fion table nto a coded signal and outputting the coded
signal.

With the reversible transform coding system, since values
of the quantization table for compensation for a difference
between the transform coefficients of reversible transformer
and the discrete cosine transform coeflicient are sequentially
calculated, the compatibility with the JPEG can be improved
adaptively compared with an alternative system which
employs a fixed quantization table.

According to an eighth aspect of the present invention,
there 1s provided a reversible transform coding system for
coding a moving picture signal, comprising means for
performing motion estimation between an already coded
picture and a coding object picture to obtain a motion vector,
means for performing motion compensation using the
motion vector to produce a first predictive picture from the
already coded picture, means for subtracting the first pre-
dictive picture from the coded object picture to produce a
first predictive error picture, means for performing revers-
ible discrete cosine transform for the first predictive error
picture to calculate reversible discrete cosine transform
coellicients, means for subtracting a second predictive pic-
ture from the coding object picture to produce a second
predictive error picture, means for performing discrete
cosine transform for the second predictive error signal to
calculate discrete cosine transform coefhicients, MPEG com-
patibility quantization matrix production means for calcu-
lating elements of the matrix with which differences
between the reversible discrete cosine transform coetficients
and the discrete cosine transform coefficients are small to
produce an MPEG compatibility quantization matrix and
outputting a dequantized reversible discrete cosine trans-
form coeflicient when the MPEG compatibility quantization
matrix 1s used, means for performing inverse discrete cosine
transform for the dequanftization values to calculate a pre-
dictive error reproduction picture, means for adding the
second predictive picture to the predictive error reproduction
picture to produce a reproduction picture, and means for
performing motion compensation using the motion vector to
produce the second predictive picture from the reproduction
picture.

Also with the present reversible transform coding system,
the compatibility with the MPEG can be improved adap-
tively compared with an alternative system which employs
a fixed quantization matrix.

Preferably, the reversible transform coding system
according to the seventh or eight aspect of the present
imnvention 1s constructed such that, in order to decrease the
amount of calculation processing i1n quantization and
dequantization of transform coelflicients, the JPEG compat-
ibility quantization table production means or the MPEG
compatibility quantization matrix production means
includes means for calculating, from transform coeflicients
Xq(i, j) of the reversible discrete cosine transform, values
X'(1, j) corresponding to results when values of the transform
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coefficients Xq(i, j) prior to conversion into integers in
dequantization are divided by the values of the quantization
table or matrix, means for adding or subtracting a very small
value to or from transform coefficients XT(i, j) of the

discrete cosine transform 1n accordance with values of the
conversion coefficients Xq(i, j) of the reversible discrete
cosine transform to obtain values X'I(1, j), means for
producing a quantization table or matrix by calculation
based on secondary moments regarding the values X'(1, j)
and the values X'T(i, j), and means for dequantizing the
transform coeflicients of the reversible discrete cosine trans-
form using the quantization table or matrix and outputting
resulting dequantization values.

Preferably, the reversible transform coding system
according to the minth aspect of the present invention i1s
constructed such that, in order to further improve the quality
of a decoded picture, it further comprises, 1n addition to the
JPEG compatibility quantization table production means or
the MPEG compatibility quantization matrix production
means, means for dequantizing the transform coetficients of
the reversible discrete cosine transform with the values of
the JPEG compatibility quantization table or the MPEG
compatibility quantization matrix to obtain dequantization
values, means for calculating, for each of the transform
coellicients of the discrete cosine transform, a square mean
of differences between the transform coefficient and the
dequantization values, and means for correcting the values
of the JPEG compatibility quantization table or the MPEG
compatibility quantization matrix based on the square means
and outputting the corrected JPEG compatibility quantiza-
tion table or the MPEG compatibility quantization matrix.

Preferably, the reversible transform coding system
according to the tenth aspect of the present invention 1s
constructed such that means for performing reversible dis-
crete cosine transform to calculate reversible discrete cosine
transform coetlicients performs eight-element reversible dis-
crete cosine transform 1n a vertical direction and a horizontal
direction for two-dimensional signals of an 8x8 block, and
uses different quantization correspondence tables between
any three stages and the remaining three stages out of six
stages of reversible quantization based on a 2x2 matrix
represented using 1, —1 which 1s performed when a DC
component 1s to be calculated, to cancel the difference
between 1n dynamic ranges DC component of the reversible
discrete cosine transform and that of original discrete cosine
transform.

The above and other objects, features and advantages of
the present mvention will become apparent from the fol-
lowing description and the appended claims, taken 1n con-
junction with the accompanying drawings in which like
parts or elements are denoted by like reference characters.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1(a) is a block diagram of a reversible transformer
to which the present invention is applied, and FIG. 1(b) is a

diagrammatic view of linear quantizers used 1n the revers-
ible transformer of FIG. 1(a);

FIG. 2 1s a block diagram of another reversible trans-
former to which the present invention 1s applied;

FIGS. 3(a), 3(b) and 3(c) are diagrammatic views illus-
trating determination of the values of quantization step sizes

for global quantization to be used by a linecar quantizer used
in the reversible transformers of FIGS. 1(@) an 1(b) and 2;

FIG. 4 1s a block diagram of an iverse transformer to
which the present imnvention 1s applied;

FIG. 5(a) is a block diagram of a global signal and local
quantization value calculation circuit shown 1n FIG. 4, and




6,167,161

17

FIG. 5(b) 1s a circuit diagram of a local quantization value
candidate calculation circuit shown in FIG. 5(a);

FIG. 6 1s a diagrammatic view 1llustrating an example of
a relationship among quantization values, global signal
candidate points and local signal quantization value candi-
dates;

FIG. 7 1s a block diagram of another global signal and
local quantization value calculation circuit shown 1n FIG. 4;

FIG. 8(a) 1s a diagrammatic view illustrating an example
of values which can be taken by a local quantization value,
FIG. 8(b) is a diagrammatic view illustrating a relationship
between a global signal and local quantization values when
the value which can be taken by the local quantization value
is such as illustrated in FIG. 8(a), and FIG. 8(c) 1s a

diagrammatic view showing a fifth numeric table for the
relationship illustrated in FIG. 8(b);

FIG. 9(a) 1s a graph illustrating a relationship among
global signal candidate points, and FIG. 9(b) 1s a similar
view but 1illustrating another relationship among global
signal candidate points;

FIG. 10 1s a diagrammatic view 1illustrating a correspon-
dence between quantization residuals and an index output by
an mdex calculation circuit shown 1n FIG. 7;

FIG. 11 1s a diagrammatic view 1illustrating relationships
between a global quantization value and a value obtained by
adding a local quantization value to the global quantization
value for different indices 1llustrated in FIG. 10;

FIGS. 12(a) to 12(d) are block diagrams showing different
forms of a global signal candidate calculation circuit;

FIG. 13 1s a graph illustrating a variation in approximation
accuracy when the values of a2, a6 are varied;

FIG. 14 1s a similar view but 1llustrating a variation in
approximation accuracy when the values of al, a3, a5, a7 are
varied;

FIGS. 15(a) and 15(b) are block diagrams showing dif-
ferent forms of a transformer when (a2, a6)=(12, 5);

FIG. 16(a) 1s a diagrammatic view illustrating a region in
which representative elements (s3, s5) are present, and FIG.
16(b) is a diagrammatic view illustrating an example of a
range in which local quantization values (sq3, sq5) to be
allocated can be taken with respect to the region shown 1n
FIG. 16(a) in which the representative elements (s3, s5) are
present,

FIGS. 17(a) to 17(c) are diagrammatic views illustrating
different examples of the shape of a region 1 which local
quantization values to be allocated are present with respect
to the region shown in FIG. 16(a) in which the representa-
five elements re present;

FIGS. 18(a) and 18(b) are diagrammatic views illustrating
different examples of the region 1n which representative
values are present, and FIG. 18(c) is a diagrammatic view
showing an example of the shape of a region 1n which local
quantization values to be allocated are present when the
region in which representative values are present 1s set to the

region of FIG. 18(a) or 18(b);

FIGS. 19(a) and 19(b) are graphs illustrating different
relationships among global candidate points;

FIG. 20 1s a diagrammatic view 1illustrating a correspon-

dence between quantization residuals and an index output by
the 1ndex calculation circuit;

FIG. 21 1s a diagrammatic view 1llustrating a relationship
between a global quantization value and a value obtained by
adding a local quantization value to the global quantization
value for different indices illustrated in FIG. 20;
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FIGS. 22 and 23 are block diagrams showing different
conventional eight-element reversible discrete cosine trans-
form systems;

FIGS. 24 and 25 are block diagrams showing different
original eight-element reversible discrete cosine transform
systems;

FIG. 26 1s a block diagram of a 4x4 reversible transformer
employed 1n the transform system of FIG. 22;

FIG. 27 1s a block diagram of a 4x4 inverse transformer
employed 1n the transform system of FIG. 23;

FIG. 28 1s a diagrammatic view 1illustrating a structure of
all values which can be taken by transform coefficients (X3,
X5) when transform coefficients (X1, X7) are determined;

FIG. 29 1s a diagrammatic view 1illustrating a structure of
all values which can be taken by the transform coefficients
(X3, X5) when quantization values Xql, Xq7) are deter-
mined where both of quantization step sizes for transform
coefficients X1, X7 are set to 2;

FIG. 30 1s a diagrammatic view 1llustrating global quan-
tization and local quantization of the transform coefficients
(X3, X5);

FIG. 31 1s a block diagram of an eight-element reversible

discrete cosine transform system constructed using the
reversible transformer of FIG. 1(a);

FIG. 32 1s a block diagram of an eight-element reversible
discrete cosine transform system constructed using the
reversible transformer of FIG. 4;

FIG. 33 1s a block diagram showing a system which
performs coding using a JPEG compatibility quantization
table;

FIG. 34 1s a block diagram showing a system which
performs coding using an MPEG compatibility quantization
matrix;

FIGS. 35 and 36 are block diagrams showing different

systems which performs coding using a JPEG/MPEG com-
patiblity quantization table/matrix production apparatus;

FIGS. 37, 38 and 39 are block diagrams showing circuit
constructions of a JPEG/MPEG compatibility quantization
table/matrix production apparatus;

FIG. 40 1s a block diagram showing a circuit construction
of a circuit portion of an 8x8 reversible discrete cosine
transformer which performs horizontal eight-element dis-
crete cosine transform,;

FIG. 41 1s a block diagram showing a circuit construction
of a circuit portion of an 8x8 reversible discrete cosine
transformer which performs vertical eight-element discrete
cosine transform;

FIG. 42 1s a graph illustrating a function for use for
approximation of a quantization characteristic for the MPEG
or JPEG system 1in a JPEG/MPEG compability quantization

table/matrix production apparatus;

FIG. 43(a) 1s a diagrammatic view illustrating an example
of a region in which representative elements (s3, s5) are
present 1n reversible quanftization based on 4x4 matrix
fransform of an eight-element reversible discrete cosine
transform, and FIG. 43(b) is a diagrammatic view illustrat-
ing an example of a region 1n which quantization values are
present when the region in which the representative ele-
ments (s3, s5) are present is such as illustrated in FIG. 43(a)
in reversible quantization based on 4x4 matrix transform of
an eight-element reversible discrete cosine transform;

FIG. 44 1s a diagrammatic view 1llustrating another
example of the region in which quantization values are
present when the region in which the representative ele-
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ments (53, s5) are present 1s such as illustrated in FIG. 43(a)
in reversible quantization based on 4x4 matrix transform of
an eight-element reversible discrete cosine transform;

FIGS. 45(a) and 45(b) are block diagrams showing dif-
ferent circuit constructions of an apparatus for linear trans-
form and reversible quantization; and

FIG. 46 1s a graph 1illustrating distributions of differences
of DC components of reversible discrete cosine transform

coellicients and original discrete cosine transform coelli-
cients for comparison between the system of the present
invention and the conventional system.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Referring first to FIG. 1(a), there is shown a reversible
transformer to which the present invention 1s applied. The
reversible transformer 1s generally denoted at reversible
fransformer 1A and includes a transtormer 1, linear quan-
tizers 4, 5, 6 and 7, a first numeric table 2, a second numeric
table 3, and adders 14, 15,16 and 17 and performs transform
and reversible quantization of an eight-clement reversible
discrete cosine transform with 4x4 matrices. More
particularly, the reversible transformer 1A linearly trans-
forms an integer vector (u4, u5, u6, u7) in accordance with
the expression (16) and reversibly quantizes resulting trans-

form coefficients (X1, X3, X5, X7).

The procedure of the transform and quantization 1s basi-
cally same as that of the 4x4 reversible transformer of the
conventional example described hereinabove. In particular,
the transform coefficients (X1, X3, X5, X7) obtained from
the expression (16) are separated into (X1, X7) and (X3,
X5), for which quantization is performed separately. In this
instance, (X1, X7) are linearly quantized, and (X3, X5) are
quantized making use of the fact that the relationship given
by the expression (17) stands. In the quantization of (X3,
X5), (X3, X5) are first divided into representative elements
(s3, s5) and global signals (p3, p5)=(X3-s3, X5-s5), which
are subsequently quantized individually, and then, the quan-
tized values are finally added to calculate a quantization
value.

The reversible transformer 1A 1s described in more detail
with reference to FIGS. 1(a) and 1(b). Input signals (u4, u5,
u6, u7) are transformed into transform coefficients (X1, X7,
X3, X5) in accordance with the expression (16). Then, the
four-transform coefthicients are Separated into (X1, X7) and
(X3, X5), for which quantization i1s performed separately.

The transform coetficients X1, X7 are linearly quantized
as described hereinabove. In partlcular the transform coef-
ficients X1, X7 are lincarly quantized with step sizes k1, k77
by the linear quantizers 4, 5 to obtain quantization values
Xql, Xq7, respectively. Here, k1, k7 are natural numbers.
Simultaneously, quantization residuals (rl, r'7) given by the
expression (20) are calculated. The values are used to
calculate local quantization values of (X3, X5) as hereinafter

described.

The transform coeflicients X3, X5 are divided into rep-
resentative elements (s3, s5) and global signals (p3, p5)=
(X3m-s3, X5-s5) of the expression (17), and the represen-
tative elements (s3, s5) and the global signals (p3, p5) are
quantized individually. First, the representative elements
(s3, s5) are calculated from the transform coefficients X1,
X7 by the same procedure as that of the conventional
example described hereinabove using the first numeric table
2. In particular, values of the vector z(X1, X7) given by the
expression (22) are calculated, and from the values, repre-
sentative elements (s3, s5) are calculated using the first
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numeric table 2. In the first numeric table 2, a correspon-
dence between the vector z(X1, X7) and the representative
clements 1s described. It 1s to be noted that, similarly as in
the conventional example described above, where ¢ and h
are prime relative to each other, only one of the components

z1(X1, X7) and z2(X1, X7) given by the expression (23)
may be calculated. For example, 1in the first numeric table 2,
a relationship between the component z1(X1, X7) and
representative elements (s3, s5) is described. Then, the
values of the component z1(X1, X7) are calculated and the
first numeric table 2 1s referred to to determine the values of
the representative elements (s3, s5). The representative
elements (s3, s5) can be determined from the first numeric
table 2 1n this manner. Then, the representative elements s3,
s5 are subtracted from the transform coefficients X3, X5 to
calculate global signals p3, p5 by the adders 14, 15, respec-
tively. Then, the thus calculated global signals p3, p5 are
linearly quantized with step sizes L3, L5 by the linear
quantizers 6 and 7 to calculate global quantization values
pq3, pgd, respectively. Here, the step sizes L3, L5 are real
numbers, and determination of the values of them 1s here-
inafter described. The global quantization procedure 1s much
different from the procedure of the conventional example
described heremnabove. Meanwhile, local quantization val-
ues (sq3, sq5) are determined using the second numeric table
3 from the quantization residuals (r1, r7) similarly as in the
procedure of the conventional example described herein-
above. The reason why the local quantization values (sq3,
sqd) are determined from the quantization residuals (r1, r7)
1s such as described in the description of the conventional
procedure. Finally, the local quantization values sq3, sg5 are
added to the global quantization values pg3, pgd to obtain
quantization values (Xq3, Xq5) by the adders 16, 17, respec-
tively. By this procedure, all of the quantization values (Xql,
Xq7, Xg3, Xq5) are obtained.

It 1s to be noted that, while, in the conventional example
described hereinabove, a table 1s selected using the vector
z(k1Xql, k7Xq7) as an index, more generally a vector
z(k1Xql+r01, k7Xq7+r07) can be used as an index using
(rO1, r07) as a certain determined integer vector. For
example, the values of a vector z(k1Xql+1, k7Xq7+1) or
another vector z(k1Xql+3, k7Xq7-2) can be used as an
index. Further, if ¢ and h are prime relative to each other,
then only one of zl(k1Xql+r01, k7Xq7+r07) and
z2(k1Xql+r01, k7Xq7+r07) which are components of the
vector z(k1Xql+r01, k7Xq7+4r07) may be used as an index.

Subsequently, determination of the values of the quanti-
zation step sizes L3, L5 upon quantization from the global
signals (p3, p5) to the global quantization values (pq3, pgd)
1s described. If the values of the step sizes L3, L5 are
excessively high, then this disables definition of reversible
quantization, but if they are excessively low, then this results
in drop of the coding efficiency. This 1s described with
reference to FIGS. 3(a) to 3(c). FIGS. 3(b) and 3(c) illustrate
different manners of allocation of quantization values for
different values of the step sizes L3, L5 where the range 1n
which the local quantization values (sq3, sq5) are present 1s
the range of £2 as seen from FIG. 3(a). In FIGS. 3(a) to 3(¢),
cach region surrounded by broken lines indicates a quanti-
zation cell. Each dark gray cell represents values which may
make the global quantization values (pg3, pgd) while each
light gray cell represents values which are obtained by
adding local quantization values to the (global quantization
values pq3, pgd), that is, values which may make the
quantization values (Xq3, Xq5). Meanwhile, each white cell
represents values which cannot make quantization values. In
FIG. 3(b), since different quantization values from each
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other can be allocated to all of the values which can be taken
by the transform coefficients (X3, X5), reversible quantiza-
fion can be defined. However, since the values of the step
sizes .3, L5 are excessively low, a large number of useless
quantization points to which no transform point corresponds
are produced, and a considerable amount of redundancies
remains even after the quantization. This 1s not preferable
from the point of view of the coding efficiency. On the other
hand, in FIG. 3(c¢), since the values of the step sizes .3, L5
are excessively high, some of quantization values exhibit an
overlap, and consequently, reversible transform cannot be
defined. Therefore, for the case illustrated in FIGS. 3(a) to
3(c), the values of the step sizes .3, L5 must be set higher
than those of FIG. 3(b) but lower than those of FIG. 3(c¢).
Taking the coding efficiency into consideration, the values of
the step sizes L3, L5 should be set to maximum values
within a range 1n which no overlap appears 1n the corre-
spondence of quantization values. However, where the
quantization periods of the transform coetlicients X3, X5 are
represented by N3, N5, respectively, 1n order for the same
quantization to be repeated in the quantization periods (N3,
N5), the values of the step sizes 1.3, L5 must satisfy the
following expression (27):

¢ N 27
Lg——3 (27)
M,
.4
N
Ls= —
\ MS

where M3, M5 are natural numbers. Consequently, the
values of the natural numbers M3, M5 with which no
overlap occurs 1n a basic region of the size of N3xN5 should
be calculated, and then the step sizes 1.3, L5 should be
calculated in accordance with the expression (27).

The procedure of the present invention 1s more advanta-
geous than the 4x4 reversible transform procedure of the
conventional example resides 1n that, for global quantization
of the transform coefficients (X3, XS) linear quantization 1s
performed without using a table 1n which quantization 1s
defined. In the system of the conventional example
described above, smnce quantization errors arising from
quantization defined 1n a table are amplified to m3 and m5
fimes as seen from FIG. 26, the quantization errors may
possibly become so large that they exceed the range of
quantization cells. In contrast, with the system of the present
invention, quantization errors have values remaining within
a range ol quantization cells. Consequently, quantization
errors which may be produced by global quantization can be
reduced significantly, and transform coefficients obtained
have values near to original discrete cosine transform coel-
ficients.

FIG. 2 shows a modified form of the reversible trans-
former. Referring to FIG. 2, the modified reversible trans-
former 1s generally denoted at 1B and 1s different from the
reversible transformer 1A of FIG. 1 1n that, 1n a first numeric
table 18, representative elements (s3, s5) are calculated not
from values of transform coefficients (X1, X7) but from
values of transform coefficients (X3, X5). In this instance, a
correspondence between values of a vector given by

D,))

and values of the representative elements (s3, s5) 1is
described 1n the first numeric table 18. The values of the
representative elements (s3, s5) are determined by calculat-
ing a vector z'(X3, X5) and referring to a table using a value
of the vector z'(X3, X5). It is to be noted that, where g and

2'(X3, Xs)=(mod(hX3+gXs, D), mod(hXs-gXs, (28)
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h are prime relative to each other, only one of components
of the vector z'(X3, X5) may be calculated in order to
calculate the representative elements (s3, s5). In this
instance, a correspondence between the component and the
representative elements (s3, s5) should be described in the
first numeric table 18.

FIG. 4 shows a circuit of a reversible transformer which
cilects inverse transform to that of the reversible transformer
1A of FIG. 1. Referring to FIG. 4, the reversible transformer
shown 1s generally denoted at 1C and includes a transformer
30, a global signal and local quantization value calculation
circuit 31, a third numeric table 32, a fourth numeric table
33, multipliers 34 and 35, and adders 36, 37, 38 and 39. In
the reversible transformer 1C, quantization values (Xql,
Xq7, Xq3, Xg5) are dequantized to obtain transform coef-
ficients (X1, X7, X3, X5), and inverse transform of the
expression (16) 1s performed for the transform coefficients
(X1, X7, X3, X5) as given by the expression (24) to obtain
an integer vector (u4, ud, u6, u7). In the dequantization from
the quantization values (Xql, Xq7, Xq3, Xg5) to the trans-
form coefficients (X1, X7, X3, X5), the quantization values
(Xql, Xq7) and the quantization values (Xg3, Xq5) are
dequantized separately. For the quantization values (Xql,
Xq7), linear dequantization is performed for them, and
quantization residuals are added to results of the linear
dequantization to obtain the transform coefficients (X1, X7).
On the other hand, for the dequantization of the quantization
values (Xg3, Xg5), they are separated into global quantiza-
tion portions and local quantization portions, and the global
quantization portions and the local quantization portions are
dequantized individually. Finally, resulting values of the
dequantization are added to obtain the transform coefficients
(X3, X5). This is described in more detail with reference to
FIG. 4.

For the quanfization values Xql, Xq7, they are first
multiplied by k1, k7 to obtain quantization representative
values (k1Xql, k7Xq7) by the multipliers 34, 35, respec-
tively. Then, the quantization residuals (r1, r7) are added to
the quantization representative values (k1Xql, k7Xq7) to
calculate the transform coefficients (X1, X7) by the adders
36, 37, respectlvely The quantlzatlon residuals (rl, r7) are
determined using the third numeric table 32 from the local
quantization values (sq3, sq5) similarly as in the procedure
of the conventional example described hereinabove. The
third numeric table 32 1s a table in which correspondences
reverse to those of the second numeric table 3 of FIG. 2 are
described. It 1s to be noted that the local quantization values
(sq3, sg5) are calculated using a procedure hereinafter
described by the global signal and local quantization value
calculation circuit 31.

On the other hand, for the quantization values Xq3, Xqg5,
global signals (p3, p5) and local quantization values (sq3,
sqd) are calculated from the quantization values (Xq3, Xq5)
by the global signal and local quantization value calculation
circuit 31. Once the local quantization values (sq3, sq5) are
determined, the transform coefficients (X1, X7) can be
calculated as described hereinabove. Then, from the thus
calculated transform coefficients (X1, X7), representative
elements (s3, s5) are determined using the fourth numeric
table 33 equivalent to the first numeric table 2 of FIG. 1 in
a similar procedure to that of the conventional example
described hereinabove. Then, the representative elements
(s3, s5) are added to the global signals (p3, pS) to obtain the
transform coefficients (X3, X5) by the adders 38, 39, respec-
fively.

By the procedure described above, all of the transform
coefficients (X1, X7, X3, X5) are determined. Further, the
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transform coefficients (X1, X7, X3, X5) are linearly trans-
formed in accordance with the expression (24) by the
transformer 30 to obtain an integer vector (u4, us, u6, u7).
By the processing, inverse transform to that of the reversible
transformer of FIG. 1 1s realized.

FIG. 5(a) 1s a circuit diagram showing means for calcu-
lating the global signals (p3, p5) and the local quantization
values (sq3, sq5), that is, a construction of the global signal
and local quantization value calculation circuit 31 of FIG. 4.
Referring to FIG. 5(a), the circuit calculates the local
quantization values (sq3, sq5) and the global signals (p3, p5)
from the quantization values (Xq3, Xq5). First, an outline of
the circuit 1s described with reference to FIG. 6.

FIG. 6 illustrates determination of the global signals (p3,
p5) and the local quantization values (sq3, sq5) when the
quantization values (Xq3, Xq5) represent a quantization
point 64. In this instance, as candidates for the global signals
(p3, p5), four points of global signal candidate points 56, 57,
58 and 59 are possible. However, which one of the four
points 1s a true global signal depends upon the shape of a
range in which the representative elements (s3, s5) are
present, and it is difficult to determine the global signals (p3,
p5) and the local quantization values (sq3, sq5) directly from
the quantization point 64. Therefore, coordinates (p3‘?,
p5®), (3, p5), (P32, p5%), (p3**, p5) of the global
signal candidate points 56, 57, 538 and 59 are calculated.
Then, values (pg3'?, pg5®), (pq3‘?, pg5™), (pg3*, pq5®),
(pg3®, pg5) of quantization points 60, 61, 62, 63 which
provide quantization values of them are calculated. Then,
candidates (sq3®, sq5®), (sq3'", sq5'P), (sq3'¥, sq5'?),
(sq3**, sq5?) for the local quantization values are calcu-
lated for each of them. From the candidates for the local
quantization values, those values which are actually present
as local quantization values are selected, and the selected
values are set to the local quantization values (sq3, sq5)
while global value candidates corresponding to them are set
to the global signals (p3, p5). Subsequently, details are
described with reference to FIG. 5(a).

First, coordinates of one of the four global signal candi-
date points 56, 57, 58 and 59 are calculated by a global
signal value candidate (p3“?, p5?) calculation circuit 40.
The coordinates are represented by (p3?, p5?) and here-
inafter referred to as global signal value candidate. A circuit
hereinafter described with reference to FIG. 12 can be used
for the global signal value candidate (p3?, p5“) calculation
circuit 40. In FIG. 6, coordinates of the global signal
candidate point 56 are represented by (p3‘?, p5?). It is to be
noted that coordinates of any of the global signal candidate
po%gt 57, 58 and 59 may otherwise be calculated as (p3'?,
pS*™Y).

Thereafter, coordinates (p3‘, p57), (p3'?, p5*), (p3*>,
p5)) of the other three global signal candidate points are
calculated. In FIG. 6, the coordinates of the global signal
candidate point 57, 58 and 59 are represented by (p3'P,
p5P), 3, p5P), (p3°, p5™), respectively. The global
signal candidate (p3‘", p5'") can be obtained by adding
global signal differences (Ap3™", Ap5'") to the values of the
coordinates (p3?, p5”) by adders 41 and 42, respectively.
Similarly, the global signal candidate (p3‘®, p5®) can be
obtained by adding global signal differences (Ap3®, Ap5®)
to the coordinates (p3'?, p5'?) by adders 43 and 44,
respectively, and the global signal candidate (p3*”, p5*)
can be obtained by adding global signal differences (Ap3*?,
Ap5) by adders 45 and 46, respectively. Here, the global
signal differences (Ap3“, Ap5™”) (i=1, 2, 3) represent rela-
tive values of the coordinates (p3'?, p5"”) relative to the
coordinates (p3"?, p5”) and are known values. In the
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example of FIG. 6, (Ap3™", Ap5™P)=(h, g), (Ap3'?, Ap5*)=
(-g, h), and (Ap3™, Ap5)=(h-g, g+h). It is to be noted that
also the values of the coordinates (p3*, p5'?) (i=1, 2, 3) can
be calculated using a circuit similar to the global signal value
candidate (p3'?, p5?) calculation circuit 40. However, the
circuit scale can be reduced by employing the construction
described above.

Subsequently, local quantization value candidates (sq3'?,
sq5”) (i=0, 1, 2, 3) are calculated from the values of the
coordinates (p3”, p5”) (i=1, 2, 3) and the quantization
values (Xq3, Xq5) obtained as described above by local
quantization amount candidate calculation circuits 47, 48, 49
and 50. Here, each of the local quantization amount candi-
date calculation circuits 47, 48, 59 and 50 1s a circuit for
calculating the local quantization value candidates (sq3'‘?,
sq5“) from the values of the coordinates (p3“, p5%“) (i=0,
1,2, 3) and the quantization values (Xqg3, Xqg5). In particular,
components of the coordinates (p3'”, p5*) (i=0, 1, 2, 3) are
linearly quantized with the step sizes L3, L5 to calculate the
oglobal quantization values (pq3"’, pg5®) by adders 52, 53,
and the global quantization values (pq3”, pq5'”) are sub-
tracted from the quantization values (Xq3, Xqg5) to calculate
the local quantization values (sq3"”, sq5%) for the individual
olobal signal candidate points by adders 54, 535.

Then, values which can possibly be present actually as
local quantization values are searched for from among the
local quantization value candidates (sq3'?, sq5), (sq3'",
sq5™), (sq3, sq5?), (sq3"?, sq5*) by a selection circuit
51 and selected as local quantization values (X3, X5). In this
instance, those values which can be taken as local quanti-
zation values are stored in advance, and the local quantiza-
tion value candidates (sq3'?, sq5'?), (sq3'?, sq5"), (sq3'?,
sq5*), (sq3**, sq5*’) are successively compared with the
stored values to search for local quantization values of the
transform coefficients (X3, X5). Then, a global signal can-
didate corresponding to the selected quantization values is
determined as global signals (p3, p5) of the transform
coefficients (X3, X5). By the processing described above,
the global signals (p3, p5) and the local quantization values
(sq3, sq5) are determined.

FIG. 7 1s a circuit diagram showing a construction of
another form of the means for calculating the global signals
(p3, p5) and the local quantization values (sq3, sq5), that is,
the global signal and local quantization value calculation
circuit 31 of FIG. 4. Referring to FIG. 7, the global signal
and local quantization value calculation circuit shown
calculates, for only one of the four global signal candidate
points 56, 57, 58 and 59 shown 1n FIG. 3, coordinates (pB(ED,
p5?) of the point and a corresponding local quantization
value candidate (sq3'?, sq5“?). Then, from the thus calcu-
lated coordinates (p3”,p5'”) and local quantization value
candidate (sq3'?, sq5'?), the global signals (p3, p5) and the
local quantization values (sq3, sq5) of the transform coef-
ficients (X3, X5) to be calculated are calculated. This is
described 1n more detail with reference to FIG. 7.

First, coordinates of one of the global signal candidate
points 56, 57, 58 and 59 of FIG. 6 are calculated from the
quantization values (Xq3, Xg5) by a global signal value
candidate (p3?, p5”) calculation circuit 70. The coordi-
nates are represented by (p3'?, p5'?) and hereinafter referred
to as global signal value candidate. For the global signal

value candidate (p3'?, p5'?) calculation circuit 70, a circuit
hereinafter described with reference to FIG. 12 may be used.
Thereafter, the values of the coordinates p3'” and p5“ are
linearly quantized with the step sizes L3, L5 to obtain the
global quantization value candidates pg3‘?, pg5? by linear
quantizers 71, 72, respectively. In this instance, also the
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quantization residuals (r3, r5”) represented by the fol-
lowing expression (29) are calculated simultaneously.

(A0 (0) (29)

y o (0)
3 =Py —Lapgs

(0)

(0) (0)
= Ps — Lﬁqu

5

Then, the global quantization value candidates (pq3'?,
pq5"?) are subtracted from the quantization values (Xq3,
Xq5) to calculate a local quantization value candidate (sq3
D 5q5P) by adders 75, 76, respectively. Then, from the
local quantization value candidate (sq3”, sq5), the local
quantization values (sq3, sq5) and the global signal differ-
ences (Ap3, Ap5) are determined using a fifth numeric table
74. Here, the global signal differences (Ap3, Ap5) represent
relative values of the global signals (p3, p5) relative to the
global signal candidates (p3'?, p5?). Details of the fifth
numeric table 74 will be hereinafter described. Then, the
values of the global signal differences (Ap3, Ap5) are added
to the global signal candidate (p3'?, p5'®) to obtain global
signals (p3, p5) by adders 77 and 78, respectively.

Now, the fifth numeric table 74 1s described. The fifth
numeric table 74 1s used to determine the local quantization
values (sq3, sq5) and the global signal differences (Ap3,
Ap5) from a local quantization value candidate (sq3‘?,
sq5®). For example, in the case of FIG. 6, where the range
in which the local quantization values (sq3, sq5) are present
is such as illustrated in FIG. 8(a), the global quantization
values and values obtained by adding the local quantization
values to them are such as illustrated in FIG. 8(b).
Accordingly, 1n this 1nstance, the fifth numeric table 74 1s
such as illustrated in FIG. 8(c). Using this table, the local
quantization values (sq3, sq5) and the global signal differ-
ences (Ap3, ApS) are determined from the local quantization
value candidate (sq3?, sq5?).

However, the correspondence between the local quanti-
zation value candidate (sq3'?, sq5”) and the local quanti-
zation values (sq3, sq5) and global signal differences (Ap3,
Ap5) depends upon the relationship of the quantization
values (pq3®, pq5?), (pg3”, pq5™), (pg3?, pq5®), (pg3
3, pg5™) of the global signal candidate points 56, 57, 58,
59 1llustrated 1n FIG. 6. Therefore, 1t 1s required to prepare
the number of tables equal to the number of such relation-
ships and select, when to calculate the local quantization
values (sq3, sq5) and the global signal differences (Ap3,
Ap5), a suitable one from among the tables. In the following,
the relationship of the quantization values (pq3"”, pg5'?) is
described.

The relationship of the quantization values (pq3“”, pq5”)
(i=0, 1, 2, 3) varies depending upon the quantization residu-
als (132, r5%) represented by the expression (29). This
arises from the fact that the distances between the four
global signal candidate points do not coincide with integral
numbers of times the step sizes 1.3, L5. For example, where
the magnitudes L3, L5 of a quantization cell are such as
illustrated 1n FIG. 6, relative values of the quantization
values (pq3™, pg5?), (pg3®, pq5®), (pg3?, pg5*) rela-
tive to the quantization values (pq3"?, pg5?) are described
as such functions of the quantization residuals (r3?, r5) as
illustrated in FIGS. 9(a) and 9(b). Consequently, it can be
seen that the relationship of the quantization values (pq3®,
pq5®) varies depending upon the quantization residuals
(13, r59). Consequently, depending upon in which one of
regions of I=1 to I=16 of FIG. 10 the quantization residuals
(13, r5) are included, the relationship of values obtained
by adding the local quantization values to the global quan-
tization values exhibits such variations as seen in FIG. 11. It
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1s to be noted that, in FIG. 11, each slanting square corre-
sponds a square having apexes at the global signal candidate

points 56, 57, 58, 59 of FIG. 6.

Thus, for each of the 16 different cases 1llustrated i FIG.
11, such a table as shown in FIG. 8(c) is prepared. Then, in
order to determine the local quantization values (sq3, sq5)
and the global signals (p3, p5) from a local quantization
value candidate (sq3?, sq5'?), it is discriminated by an
index calculation circuit 73 to which position of FIG. 10 the
values of the quantization residuals (13, r5”) come to
determine an index I, and then a table to be used are selected
from within the fifth numeric table 74 based on the deter-
mined index I. Then, using the thus selected table, global
signal differences (Ap3, Ap5) and local quantization values
(sq3, sq5) are determined.

FIGS. 12(a) to 12(d) are circuit diagrams showing dif-
ferent constructions of the means for calculating global
signal value candidates (p3'?, p5®) from quantization val-
ues (Xq3, Xg5), that 1s, different forms of the global signal
value (p3'?, p5®) calculation circuit of FIGS. 5 or 7. The
global signal value (p3?, p5'?) calculation circuit is a circuit
which calculates coordinates of one of four global signal
candidate points of quantization values (Xq3, Xq5). For
example, 1n the case of FIG. 6, coordinates of one of the four
clobal signal candidate points 56, 57, 58, 539 are determined.
Then, the coordinates of the determined point are repre-
sented by (p3'?, p5®). While, in the case of FIG. 6, the
olobal signal candidate point 56 is set to (p3'?, p5¥),
coordinates of any one of the four global signal candidate
points may be used as (p3?, p5'?). The circuit is partially
modified depending upon which one of the points 1s deter-
mined. FIG. 12(a) shows a circuit which calculates coordi-
nates of the global signal candidate point 56 as (p3'?, p5¥);
FIG. 12(b) shows a circuit which calculates coordinates of
the global signal candidate point 57 as (p3'?, p5?); FIG.
12(c¢) shows a circuit which calculates coordinates of the
global signal candidate point 58 as (p3?, p5?); and FIG.
12(d) shows a circuit which calculates coordinates of the
global signal candidate point 59 as (p3'?, p5©).
Subsequently, the circuit which calculates coordinates of the
oglobal signal candidate point 56 1n the case of FIG. 6 1is
described 1n detail with reference to FIG. 12(a).

First, the quantization values Xq3, Xqg5 are multiplied by
the step sizes L3, L5 to calculate the quantization represen-
tative values (Xq3L3, Xg5L5) by multipliers 100, 101,
respectively. Then, an inverse transform point (w3, w5) of
the quantization representative values (Xq3L3, Xq5L5) is
calculated in accordance with the following expression (30)
by a transformer 102.

[w3 } B [h —g]qung ' (30)

g h  Xgsls |

L

Then, fraction parts of the values w3, w5 are discarded to
obtain values w3', w5' by fraction part discarding units 103,
104, respectively, and the vector (w3', w5') is transformed in
accordance with the following expression (31) by a trans-
former 105 to determine coordinates (p3'?, p5?) of the
olobal signal candidate point 56 of FIG. 6.

(31)

p;ﬂ}_[h -g}w;
g h

W5

(0)
| Ps5

While FIG. 12(a) shows the circuit which calculates
coordinates of the global signal candidate point 56 of FIG.
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6 as (p3?, p5'?), also the circuits of FIGS. 12(b), 12(c) and
12(d) which calculate coordinates of the global signal can-

didate points 57, 58 and 59, respectively, have basically
same constructions. The circuits of FIGS. 12(b), 12(c) and
12(d) are different in the fraction part discarding units 103
and 104 for converting coordinates of the mnverse transform
point (w3, w5) into integers. In FIG. 12(b), the fraction part
discarding units 103 and 104 are replaced by a fraction part
rounding up unit 106 and a fraction part discarding unit 107,
respectively; in FIG. 12(c¢), they are replaced by a fraction
part discarding unit 108 and a fraction part rounding up unit
109, respectively; and in FIG. 12(d), they are replaced by
fraction part rounding up units 110 and 111, respectively.

FIG. 31 shows a system which performs eight-element
reversible discrete cosine transform according to the present
invention. Referring to FIG. 31, the system shown 1s a
modification to the conventional example shown 1n FIG. 22
and 1ncludes the reversible transformer 1A shown 1n FIG. 1
in place of the transformer 168 of the conventional example.

FIG. 32 1s a system which performs eight-element revers-
ible 1nverse discrete cosine transform according to the
present invention. Referring to FIG. 32, the system shown 1s
a modification to the conventional example shown i FIG.
23 and includes the reversible transformer 1C shown in FIG.
4 1n place of the transformer 178 of the conventional
example.

By setting components of matrices of FIG. 31 to (a2,
a6)=(12, 5) and (al, a3, a5, a7)=(5, 4, 3, 1), cight-element
reversible discrete cosine transform by which transform
coellicients near to transform coeflicients of the original
cight-clement discrete cosine transform can be obtained can
be realized without making the size of a table necessary for
local quantization very large. First, a reason why (a2, a6) are
set to (a2, ab)=(12, 5) is described, and then another reason
why (al, a3, a5, a7) are set to (al, a3, a5, a7)=(5, 4, 3, 1) 1s
described.

FIG. 13 illustrates an approximation accuracy of a matrix,
that 1s, to which degree the matrix of the transformer 167 of
FIG. 31 1s approximated to the matrix of the transformer 187
of FIG. 24, for various sets of natural numbers (a2, ab).
Referring to FIG. 13, the axis of ordinate indicates the cosine
value of an angle provided by row vectors of the matrices of
the transtormer 167 and the transformer 187 and represents
an approximation of the matrix. The axis of abscissa 1ndi-
cates the value of the determinant of the matrix of the
transformer 167. Further, numerals in each parenthesis in
FIG. 13 indicate values of (a2, a6) in this instance. The
reason why the axis of abscissa indicates the value of the
determinant 1s that, since the size of a table to be used for
local quantization in reversible quantization with a 2x2
matrix depends upon the number of transform points in a
basic region, it increases together with the magnitude of the
determinant. In other words, values of (a2, a6) with which
the magmtude of the determinant 1s as small as possible and
the cosine value 1s as near as possible to 1 are preferably
used. From FIG. 13, it can be seen that, when (a2, a6)=(12,
5), the approximation accuracy is good and also the mag-
nitude of the determinant 1s not very large. This 1s the first
reason why (a2, a6) are set to (a2, a6)=(12, 5).

Further, where those values are used, it 1s possible to
remove the dynamic range difference between a transform
result obtained by the transtormer 167 of FIG. 31 and a
transform result obtained by the transformer 187 of FIG. 24.
When (a2, a6)=(12, 5), the determinant of the transform
matrix is 13 and is a square number. Accordingly, if the
quantization period 1s set to 169 and the dequantization
per1od 1s set to 13, then the dynamic ranges of values after
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reversible quantization are Y13 time those prior to the quan-
fization. Since the magnitude of the transform base 1s 13, the
dynamic ranges of values obtained by linear transform with
the matrix of the transformer 167 increase to approximately
13 times those of the transformer 187, but the variation 1n
dynamic range 1s cancelled by the reversible quantization.
Accordingly, the dynamic range differences between values
obtained by the transformer 167 and the transformer 187 can
be removed. This is the second reason why (a2, a6) are set
to (a2, a6)=(12, 5).

Subsequently, (al, a3, a5, a7) are described. FIG. 14
illustrates an approximation accuracy when various values
are selected as (al, a3, a5, a7), that is, to which degree the
matrix of the transformer 168 of FIG. 22 1s approximated to
the matrix of the transformer 188 of FIG. 24. Similarly as 1n
FIG. 13, the axis of ordinate indicates the cosine value of an
angle provided by row vectors of the transform matrix, and
the axis of abscissa indicates the determinant of the trans-
form matrix. Further, numerals in each parenthesis indicate
values of (al, a3, a5, a7) 1n this instance. Similarly to the
case of (a2, ab), since a table to be used for local quantiza-
tion becomes large 1n accordance with the determinant of the
transform matrix, a combination of values with which the
value of the determinant 1s low and a good approximation

accuracy 1s provided must be selected. From FIG. 14, 1t can
be seen that, where (al, a3, a5, a7)=(5, 4, 3, 1), the value of

the determinant 1s not very high and the accuracy in approxi-
mation 1s good. While, as a combination which provides a
higher approximation accuracy, there 1s a combination of
(al, a3, a5, a7)=(9, 8, 5, 2) from FIG. 14, the magnitude of
the determinant 1s approximately 30,000, which 1s approxi-
mately 12 times that of (al, a3, a5, a7)=(5, 4, 3, 1) which is
2,593. Accordingly, the combination (al, a3, a5, a7)=(5, 4,
3, 1) 1s adopted here.

FIG. 15(a) is a circuit diagram showing a construction of
the means for obtaining quantization values (Xq2, Xqb6)

from an integer vector (vl, v3), that is, a form of the
transformer 167 of FIG. 22. Referring to FIG. 15(a), in the
transformer shown, an integer vector (vl, v3) is linearly
transformed with

[12 J }
> —12

by a transformer 131. Then, results of the linear transtorm
are linearly quantized with the step size of 13 by linear
quantizers 132, 133 to obtain quantization values (Xq2,
Xqb6), respectively. In this manner, in the transformer shown
in FIG. 15(a), a table which defines local quantization is not
used to perform reversible quantization of a result of trans-
form of (v1, v3).

This 1s because, for transform points according to the
matrix of the expression (32), reversibility of quantization is
secured only by linear quantization with the step size of 13.
When points obtained by transform of integer lattice points
with the matrix of the expression (32) are to be linearly
quantized with the step size of 13, transform points are
present one by one 1n individual quantization cells.
Accordingly, if linear quantization i1s performed with the
step size of 13, then different quantization values are allo-
cated to the individual transform points, and the transform
points are made to correspond to the quantization points in
a one-by-one correspondence. Therefore, no quantization
correspondence table 1s required. Since quantization 1in
which a table 1s used need not be performed, the circuit can
be simplified.

FIG. 15(b) is a circuit diagram showing a construction of
the means for obtaining an integer vector (vl, v3) from

(32)
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quantization values (Xq2, Xqgb6), that 1s, a form of the
transformer 177 of FIG. 32. Referring to FIG. 15(b), quan-
fization values Xg2, Xq6 are multiplied by 13 to obtain
linear dequantization values by multipliers 134, 135. Then,
the linear dequantization values are linearly transformed
with a matrix inverse to the matrix of the expression (32) by
a transtormer 136. Then, resulting values are rounded off
into the nearest integers to obtain an integer vector (v1, v3)

by rounding units 137, 138. It can be proved that, if the
vector transformed by the circuit of FIG. 15(a) is trans-
formed by the circuit of FIG. 15(b), then original values can
be restored, and reversibility of quantization 1s satisfied.
Since dequantization in which a table 1s used need not be

performed 1n this manner, the circuit can be simplified.

The reversible transformers described above are further
described together with particular values.

In the reversible transformer 1A shown in FIG. 1, as
values of al, a3, a5, a7 of the transtormer 1 which performs
linear transform, 5, 4, 3 and 1 are used. In this instance, g,
h of the expression (18) are 48, 17, respectively, and the
determinant D4 of the expression (21) is 2,593.

The quantization step sizes k1, k7 of the linear quantizers
4, 5 are both set to 7. This 18 because 1t 1s intended to make
the dynamic ranges of the outputs (Xql, Xq7) of the
transformer 1 approach the dynamic ranges of the outputs
(X1, X7) of the transformer 188 in the original discrete
cosine transform shown 1n FIG. 24 as near as possible. When
al, a3, a5, a7 have the values mentioned above, the mag-
nitude of the input vector (u4, u5, u6, u7) is increased to
approximately 51"~ times by transform of the matrix of the
transformer 1. Thus, this can be cancelled almost by setting
k1, k7 to kl=k'/=7, and the dynamic ranges of the values
(Xql, Xq7) after the quantization are nearly equal to those
of the outputs (X1, X7) of the transformer 188.

On the other hand, the values of the linear quantizers L3
and L5 are both set to 2,593/379. The reason why those
values are used 1s described subsequently. Those values
vary, as can be seen also from FIG. 3, depending upon the
shape of the range 1n which local quantization values are
present and hence upon the shape of the region in which the
representative elements (s3, s5) are present. Here, a paral-
lelogram region of FIG. 16(a) is used as the region in which
representative elements are present, and a region of FIG.
16(b) is used as the range in which local quantization values
are present. The ranges are set 1n this manner because they
produce less wasteful quantization points 1n quantization
and achieve efficient quantization. In this instance, if the
lowest values of M3, M5 of the expression (27) with which
no overlap occurs with quantization values are calculated,
then M3=M5=379 are obtained. In this instance, M3 can be

calculated in accordance with the following expression (33):

(33)

25937
s = |

= [378.1---] = 379

For the value of M5, the value 1s successively varied to
check whether or not an overlap of quantization values
occurs to discriminate a minimum value with which no
overlap occurs. Thus, the values of the step sizes 1.3, L5 can
be determined both as 2,593/379 from the expression (27)
taking the determinant D4=2,593 as the quantization period.

It 1s to be noted that, where the range 1n which the
representative elements (s3, s5) are present is the parallelo-
gram region of FIG. 16(a), the shape of the range in which

local quantization values are present may be set to such as
shown in FIGS. 17(a), 17(b) or 17(c). However, also in those

instances, M3=M5=379 are satisfied similarly. Further, the
range in which the representative elements (s3, s5) are
present may be such as shown in FIG. 18(a) or 18(b) other
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than that of FIG. 16(a). In this instance, the range in which
the local quantization values (sq3, sq5) are present may be
set to such as shown in FIG. 18(c).

Subsequently, an example of the first numeric table 1s
given as Table 1 below. Since g, h of the expression (18) are
48, 17, respectively, and are prime relative to each other,

representative elements can be determined by using only one
of components z1(X1, X7) and z2(X1, X7) of the expression
(23) as an input. Here, the relationship between

2, (X,, X,)=mod(gX,+hX5, D,)=mod(48X,+17X5, 2593) (34)
and the representative elements (s3, s5) are described in
Table 1. The relationship between the component z1(X1,
X7) and the representative elements (s3, s5) can be deter-
mined 1n advance from a requirement that the 1input signals
(u4, us, u6, u7) make an integer vector in transform of the
expression (24). Here, the range of presence of the repre-
sentative elements (s3, s5) is the region of FIG. 16(a) as
described hereinabove. When to determine representative
elements (s3, s5) using the first numeric table 2 of FIG. 1,
the value of the expression (34) is calculated first, and then,
from the thus calculated value, Table 1 1s referred to to
determine representative elements (s3, s5).

TABLE 1
Z1(X1:: X?) 53 S5
0 0 0
1 =7 -17
2 17 -31
2591 -17 31
2592 7 -17

Subsequently, the second numeric table 1s described.
While a table 1s selected based on a value of the expression

(22) for the quantization representative values (k1Xql,
k7Xq7), that 1s, the vector z(k1Xql, k7Xq7) as described

hereinabove, similarly as in the case of Table 1, only one of
components of 1t may be used as an index. Here, the value

of the expression (34) for the quantization representative
values (k1Xql, k7Xq7), that is,

z,(ky X4, kX, 7)=mod(gk,X;+hk-X;, D,)=mod(48x7X,+

17x7X,, 2593) (35)
1s used as an mndex. An example of the second numeric table
for a case wherein the index 1s 0, that 1s, the value of the
expression (35) is 0, is indicated in Table 2. Here, while also
the values of the quantization residuals (r1, r'7) are described
simultaneously, since the set of values which can be taken by
the quantization residuals (rl, r7) i1s actually fixed without
depending upon the quantization values (Xqgl, Xq7) as
described heremnabove, the values of quantization residuals
(r1, r7) are unnecessary if it is known to which quantization
residuals (r1, r7) the values of local quantization values (sq3,
sqd) 1n the relevant row in Table 2 correspond.

TABLE 2
Iy I Sq3 Sq5
-3 -3 -1 -3
) -3 ) 4
-1 -3 0 3
2
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TABLE 2-continued

b3 DD
L b - -
= (5
(43

Subsequently, a method of production of the second
numeric table 1s described. First, representative elements
(s3, s5) corresponding to each quantization residuals (rl, r7)
are calculated. Where the 1mndex of a table 1s represented by
t, since z1(kl1Xql, k7Xq7)=t, the value of z1(X1, X7)
corresponding to each quantization residuals (r1, r7) is given

by

21Xy, Xo)=z, (kX 147, kX +r5)=mod(¢+48F+17r,, 2593)  (36)
Consequently, the values of representative elements (s3, s5)
can determined using Table 1. The values of representative
elements (s3, s5) corresponding to each quantization residu-
als (r1, r7) can be determined in this manner. Then, for the
set of the thus determined representative elements (s3, s5),
quantization values (sq3, sq5) are allocated. Then, each
quantization residuals (r1, r7) and local quantization values
(sq3, sqd) are described in a corresponding in the table.
Local quantization values (sq3, sq5) for each quantization
residuals (rl, r7) can be determined in this manner. This
manner for the case of t=0 1s indicated in Table 3.

TABLE 3
Iy 17 (X4, X7) 53 S5 593 5q5
-3 -3 2398 —7 -20 -1 -3
-2 -3 2446 -19 33 -2 4
-1 -3 2494 0 21 0 3
0 -3 2542 19 9 3 2
2 3 147 19 -33 3 -4
3 3 195 7 20 1 3

For the values of al, a3, a5, a7 of the transformer 30 1n
the reversible transformer 1C shown 1n FIGS. 4,5, 4,3, 1 are
used, respectively. For the multipliers k1, k7 to be used by
the multipliers 34, 35, the values used 1n the reversible

transformer 1A of FIG. 1, that 1s, k1=k7=7, are used.

Subsequently, the third numeric table 32 1s described.
This 1s a table which provides transforms inverse to those of
the second numeric table. Consequently, similarly to the
second numeric table 3 of FIG. 1, the value of the expression
(35) 1s used as an index for selection of a table. In particular,
the value of the expression (35) is calculated first, and then
a table to be used 1s selected 1n accordance with the value.
The third numeric table 32 can be obtained basically by
replacing the inputs and the outputs of the second numeric
table with each other. An example of the table 1s shown 1n
Table 4. It 1s to be noted that, since the set of values which
can be taken by the local quantization values (sq3, sqd) are
settled irrespective of the quantization values (Xql, Xq7),
also 1n this instance, similarly to the second numeric table of
FIG. 1, by determining in advance the values at which stage
of the table correspond to the pertaining local quantization
values (sq3, sq5), the necessity to write the values of the
local quantization values (sq3, sq5) in the table in advance
1s eliminated. Consequently, the table can be formed small.
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TABLE 4
0 4 3 -2
3 4 2 3
-1 -3 -3 -3
0 -3 1 3
-3 4 1 1
-2 4 -2 -3

The fourth numeric table 1s used to determine represen-
tative elements (s3, s5) from the transform coefficients X1,
X7, and for the fourth numeric table, the first numeric table
described above can be used as it 1s. Also with this table,
similarly as in the case of the first numeric table 2 of FIG.
1, the values of z1(X1, X7) are calculated first, and then a
table 1s referred to 1n accordance with the values to deter-
mine representative elements (s3, s5).

A detailed example of the global signal and local quan-
tization value calculation circuit 1s shown in FIG. 5(a).
Referring to FIG. 5(a), the circuit shown includes a global
signal value candidate (p3", p5"”) calculation circuit 40,
local quantization value candidate calculation circuits 47,
48, 49, 50, adders 41, 42, 43, 44, 45, 46, and a selection
circuit 51. Each of the local quantization value candidate
calculation circuits 47, 48, 49, 50 can be realized with a
circuit of FIG. 5(b) which includes linear quantizers 52, 53,
and adders 54, 55. For the values of the step sizes L3, L5 for
quantization by the linear quantizers 52, 53, the wvalues
mentioned heremabove, that 1s, .3=1.5=2,593/379, are used.

The values of constants Ap3‘Y, Ap5™®, Ap3™®, Ap5'®,
Ap3®, Ap5° to be added by the adders 41, 42, 43, 44, 45,
46 vary depending upon the coordinates of which one of the
global signal candidate points 56, 57, 58, 59 of FIG. 6 the
outputs of the global signal value candidate (p3‘?, p5®)
calculation circuit 40 represent. For example, if (p3'?, p5'?),
(p3™, p5P), (P32, p5®), (P3®, p5*) are such as illus-
trated 1n FIG. 6, then the constants to be added by the adders
41, 42, 43, 44, 45, 46 arc 17, 48, -48, 17, -31, 65,
respectively.

The selection circuit 51 holds values which can be taken
by the local quantization values illustrated in FIG. 16(b) and
successively compares them with input vectors (sq3'?, sq5
D), (sq3'?, sq51), (sq3'?, 5q5'*), (sq3'?, sq5*) to find out
values which can be taken actually. Then, the values deter-
mined that they can be taken are outputted as the local
quantization values (sq3, sq5). Further, the corresponding
values of (p3'?, p5'”) are outputted as the global signals (p3,
p5S).

Another detailed example of the global signal and local
quantization value calculation circuit 1s shown i FIG. 7.
Referring to FIG. 7, the circuit shown imcludes a global
signal value candidate (p3*, p5"”) calculation circuit 70,
linear quantizers 71, 72, an index calculation circuit 73, a
fifth numeric table 74, and adders 75, 76, 77, 78. For the
clobal signal value candidate (p3'?, p5'?) calculation circuit
70, any of the circuits shown in FIGS. 12(a) to 12(d) may be
used. For the values of the step sizes L3, L5 for quantization
by the linear quantizers 71, 72, the values mentioned
hereinabove, that 1s, .3=1.5=2,593/379, are used. The linear
quantizers 71, 72 linearly quantize (p3'?, p5®) and simul-
taneously calculate the quantization residuals (r3'?, r5?)
represented by the expression (29).

The mndex calculation circuit 73 calculates an index for
the fifth numeric table from the quantization residuals (r3‘?,
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r59). When (p3*?, p5®) calculated by the global signal
value candidate (p3'?, p5'?) calculation circuit 70 are coef-
ficients of the global signal candidate point 56 of FIG. 6 and
the values of (p3'7, p5'7), (P3®, p5*), (P3*, p5*) are
coordinates of the global signal candidate points 57, 58, 59
as seen 1n FIG. 6, respectively, 1f the range which can be
taken by the local quantization values 1s such as shown in
FIG. 16(b), the relationship among the global signal candi-
date points varies in such a manner as seen in FIGS. 19(a)
and 19(b). Consequently, depending upon at which position
of FIG. 20 the values of the quantization residuals (r3‘?,
r5?) are present, the relationship between the local quanti-
zation value candidate (sq3"?, sq5%) and the quantization
values (Xg3, Xg5) varies in such a manner as seen in FIG.
21. The index calculation circuit 73 discriminates in which
one of the regions of FIG. 20 the quantization residuals
(13, 15®) are included, and outputs an index I (1=1=16).

The fifth numeric table 74 prepares tables (refer to FIG.
8(c)) to be used to determine the global signal differences
(Ap3, Ap5) and the local quantization values (sq3, sq5) from
the local quantization value candidate (sq3'?, sq5?) corre-
sponding to global signal candidate points (p3?, p5'?) for
the 16 different cases shown in FIG. 21. Then, the fifth
numeric table 74 selects a table to be used 1n accordance
with the mndex I inputted thereto and determines the local
quantization values (sq3, sq5) and the global signal differ-
ences (Ap3, ApS) using the selected table.

The global signal value candidate (p3‘?, p5?) calculation
circuit 70 includes, as seen from FIGS. 12(a) to 12(d),
multipliers 100, 101, transformers 102, 105, and a fraction
part rounding up unit or units and/or a fraction part discard-
ing unit or units. As described hereinabove, such four
different circuits as shown in FIGS. 12(a) to 12(d) are
possible depending upon the combination of a fraction part
rounding up unit or units and/or a fraction part discarding
unit or units. Here, for L3, L5, g and h, the values mentioned
hereinabove are used. In particular, L.3=1.5=2,593/379,
o=48 and h=17.

While, as the values of a2, a6 of the transformer 167 1n the
system shown 1n FIG. 31, various values may be used, where
(a2, a6)=(12, 5) are used, the transform coefficients obtained
exhibit values near to transform coeflicients of the original
discrete cosine transform.

In quantization of the transformer according to the matrix
of the expression (25), the quantization periods are set to
(14, 10) and the dequantization periods are set to (10, 7), or
the quantization periods are set to (10, 14) and the dequan-
tization periods are set to (7, 10). While the quantization
periods may be any values only if they are equal to a fixed
number of times the absolute value 2 of the determinant, the
specific values mentioned above are used by the following
reasons. One reason 1s that the number of transform points
and the number of quantization points in a basic region are
both 70 and equal to each other and redundancies present in
a result of transform can be removed completely by quan-
tization. The other reason 1s that the values after quantization
are approximately 10/14 times and 7/10 times those prior to
the quantization, respectively, and portions enlarged to 2%/~
times by transform of the matrix of the expression (25) can
be cancelled almost completely. Consequently, results
obtained by the transformers 160, 161, 162, 163, 164, 1635,
166 of FIG. 31 are near to results obtained by the trans-
formers 180, 181, 182, 183, 184, 185, 186 of FIG. 24,
respectively.

In transform with the matrix of the expression (26), a2 and
ab are set to a2=12 and 16=5, and the quantization periods
are set to (169, 169) and the dequantization periods are set
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to (13, 13). By this setting, portions enlarged to 13 times
with the matrix of the expression (26) can be Just cancelled
because they are reduced to Y13 time by reversible quanti-
zation. Consequently, a result obtained by the transformer
167 of FIG. 31 1s near to a result obtained by the transformer

187 of FIG. 24.

In dequantization of the dequantizers 170 to 176 in the
system shown 1 FIG. 32, tables which describe relation-
ships reverse to those of the quanfization correspondence
tables used by the transtormers 160 to 168 of FIG. 31 are
used. Further, in dequantization of the transformer 177, a
table which describes a relationship reverse to that of the
quantization correspondence table used by the transformer
167 of FIG. 31 1s used. An 1nverse transform circuit can be
constructed using such tables as described above.

Of the eight transform coefficients calculated In such a
manner as described above, only Xqg3 and Xqg5 1llustrated in
FIG. 31 are different from those of the conventional
example. A result of an mvestigation for differences between
the values of Xg3 and Xqg5 illustrated in FIG. 31 and
transform coeflicients Xqg3 and Xg5 of the original eight-
clement discrete cosine transform conducted based on an
actual picture 1s given 1n Table 5 below.

TABLE 5
Present Conventional
invention procedure
Square mean of Xq3 — X3 2.773 4.29
Square mean of Xg5 - X5 1.03 4.54

Table 5 was obtained by performing, for the brightness
values of a plurality of actual pictures, eight-element revers-
ible discrete cosine transform and the original eight-element
discrete cosine transform only 1n a horizontal direction and
calculating square means of the differences between coel-
ficients obtained by the transforms. From Table 5, it can be
confirmed that the eight-element reversible discrete cosine
transform of the present 1nvention can obtain values nearer
to transform coellicients of the original eight-element dis-
crete cosine transform than the eight-clement reversible
discrete cosine transform of the procedure of the conven-
tional example described hereinabove.

Further, while, 1n the eight-element reversible discrete
cosine transform of the conventional example, quantization
in which a table 1s used 1s performed as global quantization
of the transform coefficients (X3, X5) in reversible quanti-
zation of a 4x4 matrix transform, 1n the present invention,
linear quantization can be used for such quantization.
Consequently, a table for use for global quantization of
transform coefficients (X3, X5), which is conventionally
required, need not be used. Further, where the values of a2,
a6 of the expression (26) are set to 12, 5, also the reversible
quantization with the matrix can be replaced with linear
quantization, and a quanftization correspondence table 1is
unnecessary. Consequently, the coding unit can be further
simplified.

Subsequently, an embodiment of the present invention
which employs a JPEG compatibility table for compensation
for a difference 1n dynamic range 1s described.

FIG. 33 shows a system construction of the embodiment

of the present invention. Referring to FIG. 33, the system
shown 1ncludes a reversible discrete cosine transformer
(LDCT) 301, a variable length coder (VLC) 302 and a JPEG
compatibility quantization table 303.

The reversible discrete cosine transformer 301 performs
reversible discrete cosine transform of a picture for each
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block and outputs transform coeflicients. The variable length
coder 302 variable length codes the output of the reversible
discrete cosine transformer 301 and values of the JPEG
compatibility quantization table 303 and outputs a result of
the variable length coding.

Subsequently, a procedure of calculation of values of the
JPEG compatibility quantization table 303 1s described.

A quantization table for use with ordinary picture coding
1s a table which 1s used to vary the quantization step size for
cach discrete cosine transform coeflicient and 1s adopted by
the JPEG which 1s the international standards for still picture
coding. Each of values of the table determines the quanti-
zation step size for a transform coeflicient at the position. In
particular, where the value at the 1th row and jth column
(i=0, . .., 7,3=0, ..., 7) of the quantization table is
represented by W(, j), in the JPEG (extended system), the
relationship between a quantization value Xq(i, j) and a
dequantization value X(i, j) of the (i, j) component (where (3,

1=(0, 0)) of a transform coefficient is given by the following
expressions (35), (36):

X, WG, s (35)
)= 16
X(i, J) = Sign(y) X [|yl] (36)

where s 1s a parameter called quantization scale and does not
rely upon 1, j, and Sign(y) assumes a value given by the
following expression (37):

1 (v>0) (37)
Sign(y)=4 0 (y=0)
-1 (y<0)

As can be seen from the expressions (35), (36) given
above, the values of transform coefficients other than Xq(O0,
0) are multiplied by approximately W(i, j)s/16 times by the
dequantization.

In this manner, by the decoder, quantized transform
coefficient values Xq(i, j) are expanded or contracted by
dequantization before inverse discrete cosine transform 1is
performed. Then, the magnification can be set freely for each
transform coeflicient using the quantization table.
Accordingly, when to decode a transform coefficient of the
reversible discrete cosine transform by the original inverse
discrete cosine transform, if the dynamic range of transform
coellicients of the reversible discrete cosine transform is
corrected using quantization table values W(i, j) before the
transform coeflicients are 1nverse discrete cosine trans-
formed by a decoder, then the quality of the decoded picture
can be 1mproved.

As described above, transform coeflicients of the revers-
ible discrete cosine transform and transform coefficients of
the original discrete cosine transform have a difference 1n
dynamic range. This arises from the fact that the rate of
extension by linear transform with an integer matrix and the
rate of contraction by reversible quantization in which a
table 1s used do not completely coincide with each other.

In the reversible discrete cosine transform, since the base
of the transform 1s extended when an original discrete cosine
fransform 1s approximated with an integer matrix linear
transform, also a result obtained exhibits an extension.

To the contrary, 1n the reversible quantization, a value
after quantization exhibits a contraction 1n dynamic range
comparing with that prior to the quantization.

The dynamic range difference does not appear if the
extension amount 1s just cancelled by the compression.
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Generally, however, since the rates of the extension and the
contraction do not completely coincide with each other,
transform coetlicients of the reversible discrete cosine trans-
form have a dynamic range difference from transform coef-
ficients of the original discrete cosine transform. This dif-
ference takes place 1 2x2 and 4x4 partial transforms
illustrated 1 FIG. 22.

While the original eight-clement discrete cosine trans-
form can be decomposed as seen 1n FIG. 24, the difference
by the partial transtorms particularly arises from dynamic
range differences between transform results obtained by the
mutually corresponding transformers shown in FIGS. 22 and
24, that 1s, dynamic range differences between transform
results obtained by the transtormer 160 and the transformer
180, the transformer 161 and the transformer 181, the
transformer 162 and the transformer 182, the transformer
163 and the transformer 183, the transformer 164 and the
transformer 184, the transformer 165 and the transformer
185, the transformer 166 and the transformer 186, the
transformer 167 and the transformer 187, and the trans-
former 168 and the transformer 188.

Thus, the difference in dynamic range of transform coef-
ficients obtained finally 1s an accumulation of differences
which take place 1n partial transforms through which the
transform coeflicients are obtained.

Subsequently, a detailed procedure of calculating a dif-
ference 1n dynamic range and determining quantization table
values based on the difference 1s described.

First, a dynamic range of the reversible discrete cosine
transform when a 2x2 matrix transform 1s to be performed
1s calculated. The coordinates of a transform point obtained
by transform of an integer vector with the 2x2 matrix are
presented by (Y1, Y2) and the magnitude of the row vector
of the transform matrix 1s represented by L. In this instance,
the values of Y1, Y2 are equal to L times those of the original
discrete cosine transtorm. This 1s because, while each partial
transform of the original discrete cosine transform illustrated
in FIG. 24 does not present a difference 1n magnitude of
vector before and after the transform, the reversible discrete
cosine transform changes the magnitude of the transform
result (Y1, Y2) to L times the magnitude of the vector before
the transform.

On the other hand, 1n reversible quantization after linear
transform, where the quantization periods are represented by
(N1, N2) and the dequantization periods are represented by
(M1, M2), the values of Y1, Y2 are contracted approxi-
mately to M1/N1 times and M2/N2 times, respectively.
Accordingly, quantization values of Y1 and Y2 obtained
after the reversible quanftization are as large as approxi-
mately M1L/N1 times and M2L/N2 times those of the
original discrete cosine transform.

Subsequently, the 4x4 matrix transform given by the
expression (12) given hereinabove is described.

In this mstance, where the magnitude of the row vector 1s
represented by L, (X1, X7, X3, X5) obtained by the trans-
form of the expression (12) are approximately L times those
of the original discrete cosine transtorm.

On the other hand, 1n reversible quantization, according to
the system described hereinabove with reference to FIG.
1(a), transform coefficients (X1, X7) are linearly quantized
with step sizes ki, k77, respectively, while transform coetfi-
cients (X3, X5) are linearly quantized, at global signal parts
thereof, with step sizes L3, L5, respectively.

Accordingly, by this quantization, X1, X7 are contracted
to 1/kl time, 1/k7 time, respectively, and X3, X5 are
contracted to 1/LL.3 time, 1/L.5 time, respectively. Therefore,
quantization values of (X1, X7, X3, X5) obtained after
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quantization are approximately L/k1, L/k7, L/L3, L/L5
times those of the original discrete cosine transform. It 1s to
be noted that, where the system of the conventional example
described above 1s used for the 4x4 reversible quantization,
the description above stands as it 1s 1f 1.3, L5 are set, where
the quantization periods and the dequantization periods of
the reversible quantization with a matrix of the following

expression (38):
h —g
[g h]

are represented by (N1¥, N2©), (M1®, M2%), so as to
satisfy the following expression (39):

(33)

( NP (39)
Ls = 2)
H’I3 Ml
.{
N5
Ls = n
\ s MZ

where m3, m5 are dynamic ranges of local quantization
values of X3, X5, respectively.

Based on the dynamic ranges of the transform results of
the 2x2 and 4x4 transforms calculated 1n this manner,
dynamic ranges of transform coeflicients obtained finally are
calculated. Here, the dynamic range 1s calculated assuming
that a same quantization correspondence table 1s used to
cifect quantization in transform with the same matrix.

The quantization periods 1n reversible quantization

regarding the matrices of FIG. 22 given by the following
expressions (40) and (41):

(40)

(41)

are represented by (N12, N2® (N1, N2, and the
dequantization periods are represented by (M1, M2®¥),
(M1, M2, respectively.

In this instance, where the dynamic ranges of transform
coefficients Xqi (i=0, , 7) of eight-element reversible
discrete cosine transform are represented by (1), if those of
the original discrete cosine transform are represented by “17,

then the values of (i) are given by the following expres-
sions (42) to (49):

71/2 M}G} 3 (42)
BO) = | —
N]
) = [ZUZM (0) 2[21;2 M(D} (43)
N N
71/2 Mlﬂ} 71/2 M(D} L‘”M{“} (44)
p2) =
Ny N N
2 1
H1/2 Mlﬂ} 2172 M(C'} L“}Mél} (45)
Bo) =
N N N§D
71/2 Mzﬂ} (46)
o= [222
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-continued

REYICAVES (47)
B(T) = (=)
[ v N
[21;2 Mém L (48)
B(3) = ()
N3 L3
H1/2 Méﬂ} 13 (49)
BS) = [ (=]
N Ls

where L", L are represented by the following expressions
(50), (51) and represent the magnitudes of the row vectors
of the transform matrices of the expressions (41), (12),
respectively.

L(1)=(£122+::152) 1/2

(50)

SR

Further, for transform coeflicients of the 8x8 reversible
discrete cosine transform, where the dynamic ranges of the
(1, J) components Xq(i, j) of the transform coefficients are
represented by (4, j), if the dynamic ranges of the original
8x8 discrete cosine transform are represented by “1”, then
B(1, 1) can be represented, using (i) of the expressions (42)
to (49), by the following expression (52):

G N=POBY) (52)

If the the values of P(i) in a horizontal direction and a
vertical direction are different from each other, then where
(1) in the horizontal direction and the vertical direction are
represented by h(1), fv(1), respectively, (1, J) are presented
by the following expression (53):

BE D=P.(DBA) (53)

Subsequently, a procedure of determining quantization
table values W(i, j) from the dynamic ranges (i, j) of
transform coetlicients calculated 1n this manner 1s described.

As described above, the dynamic range of a quantization
value Xq(i, j) is changed, upon decoding, to W(i, j)s/16
times by dequantization. Consequently, 1n order to correct
the dynamic range, the quantization table value W(i, j)

should be determined so as to satisty the following expres-
sion (54):

Wi, o1
16 B, )

(54)

Taking 1t into consideration that the quantization table
value W(i, j) 1s an integer, W(i, j) is determined in accor-
dance with the following expression (55):

(33)

Wi i d( 16 ]
[, j)=rn
S W
where rnd(x) 1s a function which gives back the nearest
integer of x. If the value of the expression (55) is outside the
range of values which can be taken 1n the quantization table,
then another value which 1s nearest to the value within the
range 1s determined as a quantization table value.

The JPEG compatibility quantization table 303 of FIG. 33

stores quantization values determined in advance in this
manner.
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FIG. 34 1s a block diagram of a system of an embodiment
of the present invention which employs an MPEG compat-
ibility quantization matrix for compensation for a difference
in dynamic range. Referring to FIG. 34, the system shown
includes a reversible discrete cosine transformer (LDCT)
301, a motion estimation circuit 304, a predictor 305, an
adder 306, a variable length coder (VLC) 307, and an MPEG
compatibility quantization matrix 308. The reversible dis-
crete cosine transformer 301 here 1s similar to that of the
system shown 1n FIG. 33.

The motion estimation circuit 304 has a storage apparatus
(not shown) for storing a picture coded in the past, and
performs motion estimation between the picture stored 1n the
storage apparatus and a current coding object picture and
outputs a motion vector.

The predictor 305 performs, based on the motion vector
determined by the motion estimation circuit 304, motion
compensation for the reference picture for motion estimation
to produce a predictive picture, and outputs the predictive
picture.

The adder 306 subtracts the predictive picture outputted
from the predictor 305 from an 1input picture which makes an
object of coding to produce a predictive error picture.

The variable length coder 307 performs variable length
coding for transform coeflicients outputted from the revers-
ible discrete cosine transtormer 301, motion vectors output-
ted from the motion estimation circuit 304 and the values of
the MPEG compatibility quantization matrix 308 and out-
puts a result of the variable length coding.

Subsequently, operation of the system shown 1n FIG. 34
1s described.

First, the motion estimation circuit 304 performs motion
estimation between a coding object picture and an already
coded picture to calculate a motion vector for each macro
block. Then, based on the thus calculated motion vectors, the
predictor 305 produces a predictive picture from the already
coded picture. The predictive picture 1s subtracted from the
coding object picture by the adder 306 to obtain a predictive
error picture. However, the predictive error picture has, for
intra-blocks thereof, not predictive errors but original signal
values.

For the predictive error picture, reversible discrete cosine
transform 1s performed for the individual blocks to calculate
transform coetlicients by the reversible discrete cosine trans-
former 301. The transform coeflicients, the motion vectors
and values of the predetermined MPEG compatibility quan-
tization matrix 308 are coded with variable length codes by
the variable length coder 307.

Subsequently, the quantization matrix values are
described.

A quanfization matrix 1s a matrix to be used to vary the
quantization step size for each discrete cosine transform
coellicient and 1s adopted 1n the MPEG which is the inter-
national standards for moving picture coding. The quanti-
zation matrix 1s fundamentally similar to a quantization table
used 1n the JPEG, and each component of the matrix
determines the quantization step size of a transform coefli-
cient which 1s at the position.

Where the (1, ) components of the quantization matrix are
represented by W(i, j) 1=0, . . ., 7,1=0, . . . 7), in regard to
the transform coeflicients other than DC components of
intra-blocks, the relationships between quantization values
Xq(1, j) and dequantization values X(i, j) of the (i, j)
components are given by the following expressions (56),

(57):
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X, D+ ROWGL s (56)
= 0
X(i, J) = Sign(y) X [|yl] (57)

where s 15 the parameter called quantization scale and does
not rely upon 1, j, Sign(y) is a value represented by the
expression (37) given hereinabove, and Kk is a value repre-
sented by the following expression (58):

( 0 (intra-block) (58)

 S1gn( X, (4, j)  (non-intra-block)

As can be seen from the expressions (56), (57), by the
dequantization, the value of a transform coelfficient is
changed approximately to W(i, j)s/16 times. Taking notice of
this fact, an MPEG compatibility quantization matrix 1is
determined by the same procedure as that for determination
of a JPEG compatibility quantization table. In particular,

from the dynamic range {3(i, j) of each transform coefficient
determined by the expression (52) given hereinabove, the
quantization matrix value W(i, j) is determined in accor-
dance with the expression (55) given hereinabove.

FIG. 35 1s a block diagram showing a construction of a
system of an embodiment of the present invention wherein
a JPEG compatibility quantization table or an MPEG com-
patibility quantization matrix 1s sequentially produced while
a picture signal 1s inputted. Referring to FIG. 35, the system
shown includes a reversible discrete cosine transformer

(LDCT) 301, a variable length coder (VLC) 302, a discrete
cosine transformer (DCT) 309, and a JPEG/MPEG compat-

ibility quantization table/matrix production apparatus 310.
The reversible discrete cosine transformer 301 and the
variable length coder 302 here are similar to those described
hereinabove with reference to FIG. 33.

The discrete cosine transformer (DCT) 309 performs
discrete cosine transform for a picture for individual blocks
and outputs transform coeflicients. The JPEG/MPEG com-
patibility quanfization table/matrix production apparatus
310 produces a quantization table/matrix based on transtorm
coellicient values outputted from the reversible discrete
cosine transformer 301 and the discrete cosine transformer
309 and outputs values of the quantization table/matrix.

Subsequently, operation of the system shown 1n FIG. 35
1s described.

The system shown 1n FIG. 35 operates 1in a stmilar manner
as 1 the system described hereinabove with reference to
FIG. 33 until reversible discrete cosine transform 1s per-
formed for a picture signal by the reversible discrete cosine
transtformer 301. In the system shown in FIG. 35, discrete
cosine transform 1s performed simultaneously for each block
in the picture signal by the discrete cosine transformer 309.

Then, from the values of the reversible discrete cosine
transform coeflicients and the discrete cosine transform
coellicients, quantization table/matrix values are calculated
by the JPEG/MPEG compatibility quantization table/matrix
production apparatus 310.

Each quantization table/matrix value 1s decided so as to
minimize the difference between a dequantization value of a
reversible discrete cosine transform coelfficient obtained on
the decoder side and a transform coefficient of the original
discrete cosine transform. More particularly, within a period
(for example, in a picture) within which a quantization
table/matrix i1s to be calculated, such a quantization table/
matrix value that minimizes the difference 1n average value
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between them is calculated for each (1, j) component. Then,
the reversible discrete cosine transform coeflicients, motion
vector values and quantization table/matrix values are coded
with variable length codes.

FIG. 36 1s a block diagram showing a construction of a
system of an embodiment of the present invention which
produces a JPEG compatibility table or an MPEG compat-
ibility matrix with which also dequantization values are
obtained. Referring to FIG. 36, the system shown includes
a reversible discrete cosine transtformer 301, a motion esti-
mation circuit 304, a predictor 305, adders 306, 311, 312, a
discrete cosine transformer 309, an inverse discrete cosine
transformer (IDCT) 313, another predictor 314, and a JPEG/
MPEG quantization table/matrix production apparatus 315.
Here, the reversible discrete cosine transformer 301, adder
306, predictor 305, motion estimation circuit 304 and vari-
able length coder 307 are similar to those of the system
described hereinabove with reference to FIG. 34. Further,
the discrete cosine transtormer 309 1s similar to that of the
system described heremnabove with reference to FIG. 35.

The JPEG/MPEG quantization table/matrix production
apparatus 315 has a basu:ally similar construction to that of
the system shown in FIG. 35, but not only outputs a
quantization table/matrix value but also simultaneously out-
puts a dequantization value when a reversible discrete cosine
transform coeflicient 1s dequantized using the quantization
table/matrix value.

The 1nverse discrete cosine transtormer 313 performs
inverse discrete cosine transform for each block and outputs
a predictive error reproduction picture as a result of the
inverse discrete cosine transtorm.

The adder 312 adds the predictive error reproduction
picture to a second predictive picture, which will be here-
inafter described, to produce a reproduction picture.

The predictor 314 holds the reproduction picture output-
ted from the adder 312 and produces a second predictive
picture based on motion vectors obtained from the motion
estimation circuit 304 from an already decoded picture.

The adder 311 subtracts the second predictive picture
from a coding object picture to produce a second predictive
error picture.

Subsequently, operation of the system shown in FIG. 36
1s described.

Operation of the system 1s same as that of the system
shown 1n FIG. 34 1n that motion vectors are calculated by the
motion estimation circuit 304 and a predictive picture 1s
produced by the predictor 305, whereafter a predictive error
picture 1s produced by the adder 306 and reversible discrete
cosine transform 1s performed for the picture by the revers-
ible discrete cosine transformer 301.

Further, the JPEG/MPEG quantization table/matrix pro-
duction apparatus 315 calculates quantization matrix values
in a basically same manner as i1n the system described
hereinabove with reference to FIG. 35. However, the JPEG/
MPEG quantization table/matrix production apparatus 315
in the system shown 1n FIG. 36 calculates not only quanti-
zation matrix values but also dequantization values when the
quantization matrix values are used.

For the dequantization values, original inverse discrete
cosine transform 1s performed by the inverse discrete cosine
transformer 313. Consequently, a predictive error reproduc-
fion picture estimated to be obtained on the decoding side
when decoding 1s performed using ordinary inverse discrete
cosine transform 1s determined. Then, a second predictive
picture 1s added to the predictive error reproduction picture
to produce a reproduction picture by the adder 312. This
reproduction picture corresponds to a reproduction picture
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estimated to be obtained on the decoding side when decod-
ing 1s performed using ordinary inverse discrete cosine
transform.

The predictor 314 performs motion estimation using the
motion vectors obtained by the motion estimation circuit
304 to produce a second predictive picture from a formerly
decoded reproduction picture. The second predictive picture
1s subtracted from a coding object picture to obtain a second
predictive error picture by the adder 311.

For the second predictive error picture, discrete cosine
transform 1s performed by the discrete cosine transformer
309. Consequently, discrete cosine transform coeflicients of
a predictive error picture to be obtamned on the decoder side
are obtained. Therefore, the quantization table/matrix should
be determined so that Values obtained by dequantlzatlon of
the reversible discrete cosine transform coefficients may be
near to them.

Thus, the discrete cosine transform coefficients are used
as an 1nput to the JPEG/MPEG quanftization table/matrix
production apparatus 3135.

FIG. 37 1s a block diagram showing an example of a
construction of the JPEG/MPEG compatibility quantization
table/matrix production apparatus.

Referring to FIG. 37, a dequantizer (I1Q) 316 dequantizes
reversible discrete cosine transform coefficients 1n accor-
dance with a dequantization method of the MPEG or the
JPEG and outputs the dequantized reversible discrete cosine
transform coefficients. An MSE (Mean Square Error) cal-
culation circuit 317 for each coefhicient calculates, for each
transform coeflicient, a square mean ol the differences
between the discrete cosine transform coeflicient and
dequantization values outputted from the dequantizer 316.

A quantization table/matrix modification apparatus 318
provides a quantization table/matrix value to the dequantizer
316 and checks the resulting output of the MSE calculation
circuit 317 for each coetlicient.

Then, the quantization table/matrix modification appara-
tus 318 determines that quantization table/matrix value
which minimizes the value of the output of the MSE
calculation circuit 317. This determination 1s performed for
cach transform coefficient.

Finally, a value of the quantization table/matrix which
minimizes the output of the MSE calculation circuit 317 for
cach coeflicient 1s outputted.

Subsequently, operation of the circuit shown in FIG. 37 1s
described.

An (i, j) component of a transform coefficient of the
reversible discrete cosine transform is represented by Xq(i,

1), the dequantization value of the (i, j) component is

represented by X(i, j), and an (i, J) component of discrete
cosine transform coefficient is represented by XT(i, j). The
reversible discrete cosine transform coefficient Xq(i, j) is
dequantized by the dequantizer 316 using a quantization
table/matrix value W(i, j) inputted from the quantization
table/matrix modification apparatus 318. This dequantiza-
tion 1s performed, 1 the JPEG, 1 accordance with the
expressions (35), (36) given hereinabove, but in the MPEG,
in accordance with the expressions (56), (57) given herein-
above. As a result, a dequantization value X(i, j) is obtained.

The MSE calculation circuit 317 for each coefficient
calculates the following expression (59) from the dequanti-
zation value X(i, j) and the discrete cosine transform coef-
ficient XT(i, j) to calculate, for each (i, j), a square mean
value mse(i, j) of e(1, j) and outputs the square mean value
mse(l, ).

e(i, )=X(, ))-XT(i, J)

This mean value is taken for the same (i, j) of blocks
included in a period (or picture) in which a quantization

(59)
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matrix 1s calculated. The square mean value mse(i, j) 1s
inputted to the quantization table/matrix modification appa-

ratus 318.

The quantization table/matrix modification apparatus 318
holds the value of W(i, j) which minimizes this square mean
value mse(i, j) and the lowest value of such values. Then,
when the square mean value mse(i, j) calculated for the
value of a certain quantization table/matrix value W(i, j) is
lower than the lowest value of the square mean values mse(i,
1) calculated already, the quantization table/matrix modifi-
cation apparatus 318 updates the lowest value and stores the
lowest value and the value of the square mean value mse(i,
1) by which the lowest value is provided.

The processing just described 1s performed for all candi-
date values of the quantization table/matrix to calculate the
value of the quantization table/matrix value W(i, j) which
minimizes the square mean value mse(i, j).

The processing described above is performed for each (i,
1). Finally, the quantization table/matrix modification appa-
ratus 318 outputs the value of the quantization table/matrix
value W(i, j) which minimizes the square mean value mse(i,
1)-

In the system shown in FIG. 37, differences between
original discrete cosine transform coefficients XT(1, j) and
dequantization values X(i, j) are compared for each
coellicient, and a quantization table/matrix which minimizes
a square mean value of the differences i1s determined.
Therefore, the differences can be minimized generally
including not only differences which arise from a difference
in dynamic range but also differences arising from any other
factor.

Accordingly, compared with an alternative case wherein
a fixed quantization table/matrix 1s used as in the system
shown 1n FIG. 34 or 35, the picture quality when a picture
coded using the reversible discrete cosine transform 1is
decoded using conventional inverse discrete cosine trans-
form 1s 1mproved.

FIG. 38 1s a block diagram of another example of a
construction of the JPEG/MPEG compatibility quantization
table/matrix production apparatus.

Referring to FIG. 38, the apparatus shown calculates a
quasi-optimum quantization table/matrix value by approxi-
mate calculation. Here, for the JPEG, a dequantization value
of the expression (36) given hereinabove is approximated
with the following expression (60), but for the MPEG, the
expression (57) given hereinabove 1s approximated with
another expression (61) given below:

X, PW L, J)s (60)

X(i, J) = e

—0.5351gn( X, (i, )

2Xg(E )+ KW, js
32

(61)
X, j) =~

— 0.5 Sign(X,(i, j))

Here, the reason why £0.5 1s added 1n accordance with the
sign of Xq(i, ) is that, as can be seen from the expressions
(36), (57) given hereinabove, when a value is finally con-
verted 1nto an integer 1n dequantization of the JPEG or the
MPEG, this conversion into an integer 1s performed not by
rounding off the fraction part, but by discarding or rounding
up the fraction part.

This 1s diagrammatically 1llustrated in FIG. 42. Referring,
to FIG. 42, a stepwise graph f(y) illustrates the expressions
(36), (57) given hereinabove and illustrates the relationship
between values before and after conversion into an integer.
The stepwise graph f(y) is approximated with a function
indicated by a straight line 1n FIG. 42 and given by the
following expression (62):
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g(y)=y-0.55ign(y) (62)

A dequantization value X(i, j) obtained by the approxi-
mation is equivalent to that of the expression (60) or (61)
ogrven above.

By this approximation, e(i, j) of the expression (49) given
hereinabove becomes a linear function of the quantization
table/matrix value W(i, j). Therefore, the square mean value
mse(i, j) of e(i, j) becomes a quadratic function of the
quantization table/matrix value W(i, j). Consequently, a
quantization table/matrix value W(i, j) which minimizes the
square mean value mse(1, j) can be determined analytically.

Taking it into consideration that the quantization table
matrix value W(i, j) is an integer, it is calculated, for the
JPEG, in accordance with the following expression (63), and
for the MPEG, in accordance with another expression (64)
orven below:

(o KXol s “‘ (63)

Z = {X,(i, H+0.5 Sign(X, (G, /)
X, (i, j)sy2

SN

Z 3% 12X,0, )+ EH X0, ))+0.5 Sign( X, (i, )}

k Z {3% 2X.(, )+ A:}}2 J

where rnd(x) 1s a function which gives back the nearest
integer of x, and X signifies that a sum 1s calculated for the
same (1, j) within a period (or picture) within which a
quantization table/matrix 1s to be calculated. It 1s to be noted
that, if the value of the expression (63) or (64) given above
1s outside a range of values which can be taken by the
quantization table/matrix value, that integer value which 1s
nearest to the value within the range 1s determined as a
quantization table/matrix value.

FIG. 38 shows the JPEG/MPEG compatibility quantiza-
tion table/matrix calculation circuit.

Referring to FIG. 38, an X'(1, j) calculation circuit 319
calculates X'(1, j) obtained in the process of dequantization
of a reversible discrete cosine transform coefficient Xq(i, j).
This X'(1, j) corresponds to a value obtained by dividing a
value before conversion into an mteger in dequantization by
a quantization table/matrix value. In particular, this X'(i, j) is
given, for the JPEG, by the expression (35) given
hereinabove, but for the MPEG, by the following expression

(65):

Wi, j) = md

4

Yy (64
W, /) =rmd

Xg(i, j)s (63)

X', J) = v

For the MPEG, from the expression (56), X'(i, J) 1s given
by the following expression (66):
2X, (i, j) + ks (66)

X', )= 7

An X'T(1, j) calculation circuit 320 determines, where
Xq(i, j) 1s in the positive, a value obtained by adding 0.5 to
XT(, j), but where Xq(i, j) 1s in the negative, a value
obtained by subtracting 0.5 from XT(i, j), but otherwise
where Xq(1, 1) 1s zero, XT(1, j) itself, as X'T(1, j).

A quantization table/matrix calculation circuit 321 calcu-
lates the value of the following expression (67) from the
output X'(1, j) of the X'(1, j) calculation circuit 319 and the
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output X"I'(1, j) of the X'I(i, j) calculation circuit 320 and
outputs a resulting value as the quantization table/matrix

value W(, j).

() X' X7 ) (67)

rind

where rnd(x) is a function which gives back the nearest
integer of x. The value obtained with the expression (67) is
equal to a quantization table/matrix value obtained with the
expression (63) or (64) given hereinabove. It is to be noted

that a dequantizer (IQ) 322 of FIG. 38 is similar to that
shown 1n FIG. 37.

Subsequently, operation of the apparatus shown in FIG.
38 1s described.

A reversible discrete cosine transform coefficient Xq(i, 1)
which 1s one of inputs to the apparatus 1s transformed 1nto
X'(1, 1) by the X'(1, 7) calculation circuit 319. Meanwhile, a
discrete cosine transform coefficient XT(3, j) is transformed
into X'T(1, j) based on the sign of the reversible discrete
cosine transform coefficient Xq(i, j) by the X"I(1, j) calcu-
lation circuit 320.

Then, the quantization table/matrix calculation circuit 321
calculates a quantization table/matrix value W(i, j) given by
the expression (67) above from the values X'(1, j) and X"T(1,
1). This calculation 1s performed for each (i, j). Further, if a
value obtained by the calculation i1s outside the range of
values which can be taken by the quantization table/matrix
value, then an integer which i1s nearest in the range 1s
outputted as a quantization table/matrix value as described
hereinabove.

Then, the dequantizer 322 dequantizes the reversible
discrete cosine transform coefficient Xq(i, j) using the value
of the quantization table/matrix value W(i, j) and outputs a
resulting dequantization value.

The apparatus shown 1n FIG. 38 1s characterized 1n that a
result near to that of the apparatus of FIG. 37 can be obtained
by direct calculation. In the apparatus of FIG. 37, (3, j) 1s
calculated for each quantization table/matrix value to cal-
culate an optimum quantization table/matrix value.
Therefore, a considerably large amount of processing 1is
required. In contrast, with the apparatus of FIG. 38, the
amount of calculation can be reduced by approximating
some of the expressions for dequantization to directly cal-
culate a quantization table/matrix value.

FIG. 39 1s a block diagram showing a further example of
the JPEG/MPEG compatibility quantization table/matrix
production apparatus. Referring to FIG. 39, the apparatus
shown 1s basically a combination of the apparatus shown 1n
FIGS. 37 and 38.

A first JPEG/MPEG compatibility quantization table/
matrix production apparatus 323 i1s similar to that of the
apparatus shown 1 FIG. 38 and calculates and outputs a
quantization table/matrix value from a reversible discrete
cosine transform coeflicient and a discrete cosine transform
coellicient.

A second JPEG/MPEG compatibility quantization table/
matrix production apparatus 324 1s basically similar to that
of the apparatus shown 1n FIG. 37 and calculates and outputs
a quantization table/matrix value from a reversible discrete
cosine transform coefficient and a discrete cosine transform
coellicient. However, the second JPEG/MPEG compatibility
quantization table/matrix production apparatus 324 first lim-
its candidates based on the quantization table/matrix values
calculated by the first JPEG/MPEG compatibility quantiza-
fion table/matrix production apparatus 323 and then calcu-
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lates a quantization table/matrix. Simultaneously, the second
JPEG/MPEG compatibility quantization table/matrix pro-
duction apparatus 324 calculates dequantization values of
reversible discrete cosine transform coeflicients.

The apparatus shown 1n FIG. 39 1s characterized 1n that it
first limits candidates based on quanfization table/matrix
values calculated by the apparatus described heremabove
with reference to FIG. 38 and then calculates a quantization
table/matrix in a similar manner as in the apparatus
described hereinabove with reference to FIG. 37.

Consequently, the present apparatus can obtain a result
almost same as that of the apparatus of FIG. 37 by a smaller

amount of calculation than that by the apparatus of FIG. 37.
FIGS. 40 and 41 are block diagrams showing a detailed

example of a construction of a system for coding a picture
signal. More particularly, FIG. 40 shows an eight-clement
reversible discrete cosine transtorm circuit for a horizontal
direction while FIG. 41 shows an eight-clement reversible
discrete cosine transform circuit for a vertical direction. It 1s
to be noted that the system 1s shown separately in FIGS. 40
and 41 for convenience of illustration.

Referring first to FIG. 40, transtormers 200 to 213 serve
as circuits which linearly transform inputs thereto with the
matrix of the expression (40) given hereinabove and then
reversibly quantize the linearly transformed values. Here,
the reversible quantization by the transformers 200 to 209 1s
performed with the quantization periods of (N1, N2) and the
dequantization periods of (M1, M2).

Meanwhile, 1n the reversible quantization of the trans-
formers 210 to 213, the quantization periods are (N'1, N'2)
and the dequantization periods are (M'l, M'2). In order to
distinguish them, 1n FIG. 40, the reversible quantization by
the transformers 200 to 209 1s represented by Q, and the
reversible quantization by the transformers 210 to 213 is
represented by Q'

Subsequently, operation of the circuit shown 1n FIG. 40 1s
described. The input signals are represented by x(i, j) (1=0,

., 7,1=0, ..., 7), and a result obtained by performing
cight-clement reversible discrete cosine transtform for the
input signals in the horizontal direction i1s represented by
Xh(1, j) while a result of eight-element reversible discrete
cosine transform for the result Xh(i, j) in the wvertical
direction is represented by Xq(i, j).

The transformer 200 transforms the input signals (x(1, 0),
x(1, 7)) and outputs a result of the transform as (u0, u4). The
transformer 201 transforms the input signals (x(1, 1), x(1, 6))
and outputs a result of the transform as (u2, u6). The
transformer 202 transforms the input signals (x(1, 3), x(1, 4))
and outputs a result of the transform as (ul, u5). The
transformer 203 transforms the input signals (x(1, 2), X(1, 5))
and outputs a result of the transform as (u3, u7).

The transformer 210 transforms (u0, ul) and outputs a
result of the transform as (v0, v1). The transformer 211
transforms (u2, u3) and outputs a result of the transform as
(v2, v3).

The transformer 212 transforms (v0, v2) and outputs a
result of the transform as (Xh(i, 0), Xh(i, 4)). The trans-
former 214 transforms (v1, v3) with the matrix of the
expression (41) given hereinabove and then reversibly quan-
fizes a result of the transform, and outputs a result of the
reversible quantization as (Xh(i, 2), Xh(i, 6)).

The transformer 2185 linearly transforms (u4, u5, u6, u7)
with the 4x4 matrix given by the expression (12) above and
then reversibly quantizes a result of the linear transtorm, and
outputs a result of the reversible quantization as (Xh(i, 1),
Xh(i, 7), Xh(1, 3), Xh(i, 5)).

The eight-element reversible discrete cosine transform
circuit for a horizontal direction operates in such a manner
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as described above. Xh(i, j) which are a result of eight-
clement reversible discrete cosine transform 1n a horizontal
direction are obtained by performing transform for all of
1=0, . . . , 7 by the circuit.

Subsequently, the circuit shown in FIG. 41 1s described.

A transformer 204 transforms input signals (Xh(0, j),
Xh(7, 7)) and outputs a result of the transform as (u'0, u'4).
Another transformer 2085 transforms input signals (Xh(1, j),
Xh(6, 7)) and outputs a result of the transform as (u'2, u'6).
A further transformer 206 transforms input signals (Xh(3, j),
Xh(4, 7)) and outputs a result of the transform as (u'l, u'5).
A still further transformer 207 transforms input signals
(Xh(2, 1), Xh(5, 1)) and outputs a result of the transform as
(u'3, u'7).

A yet further transformer 208 transforms (u'0, u'l) and
outputs a result of the transform as (V'0, v'1). A yet further
transformer 209 transforms (u'2, u'3) and outputs a result of
the transform as (v'2, v'3).

A yet further transformer 213 transforms (v'0, v'2) and
outputs a result of the transform as (Xq(0, 1), Xq(4, u)). A yet
further transformer 216 transforms (v'l, v'3) with the matrix
of the expression (41) given hereinabove and then reversibly
quantizes a result of the transform, and outputs a result of the
reversible quantization as (Xq(2, 1), Xq(6, 1)).

Avyet further transformer 217 linearly transforms (u'4, u's,
u'6, u'7) with the 4x4 matrix given by the expression (12)
hereinabove and then reversibly quantizes a result of the
linear transform, and outputs a result of the reversible
quantization as (Xq(1, 1), Xq(7, 1), (Xq(3, 1), Xq(5, j)). The
circuit which performs eight-element reversible discrete
cosine fransform 1n a vertical direction operates in such a
manner as described above. Transform coefficients Xq(i, j)
of the 8x8 reversible discrete cosine transform can be
obtained by performing transtorm for all 1=0, . . . , 7 by the
circuit just described.

Subsequently, the dynamic range (0, 0) of a DC com-
ponent Xq(0, 0) of transform coefficients obtained by the
cight-element reversible discrete cosine transform circuit for
the horizontal and vertical directions described above with
reference to FIGS. 40 and 41 is described. The value of 3(0,
0) when the dynamic range of the DC component of the
original discrete cosine transform 1s represented by 1 1is
given by the following expression (68):

(63)

3 N3
Qule] [zule]

[le M| ]3
Ny N3

poo|

If this (0, 0) 1s 1, then there is no difference in dynamic
range of the DC component between the reversible discrete
cosine transform and the original discrete cosine transform.
In order to make (3(0, 0)=1, it is only required that the values

of N1, N'1, M1, M'l satisfy the relationship given by the
following expression (69):

(69)

This requirement 1s satisfied, for example, by setting N'1,
M'1 so that they may satisfy an expression (71) given below,

when N1, N2, M1, M2 satisty the following expression (70):

N N
2

70
My M, = (/0)
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-continued
(71)

Ni =N
Ml = M,

In the expression (70) above, M1M2 on the left side
corresponds to the number of quantization points in a basic
region, and the N1N2/2 on the right side corresponds to the
number of transform points i1n the basic region.
Consequently, this requirement 1s satisfied when the trans-
form points and the quantization points correspond 1n a
one-by-one correspondence to each other.

In order to realize the expression (71) given above, a
simple countermeasure 1s to reverse the inputs to reversible
quantization. In particular, where the transformers 200 to
209 shown 1n FIG. 40 have such a construction as shown 1
FIG. 45(a), the transformers 210 to 213 have such a con-
struction as shown in FIG. 45(b). In this instance, there 1s an
advantage that no new quantization correspondence table 1s
required.

Since the values of the quantization periods and the
dequantization periods can be selected so that (0, 0)=1 may
be satisfied, the dynamic range difference 1n DC component
between the 8x8 reversible discrete cosine transform and the

original 8x8& discrete cosine transform can be compensated
for completely.

As can be seen from the foregoing description, what 1s
required to completely compensate for the dynamic range
difference in DC component 1s that the quantization periods
and the dequantization periods satisty the requirement of the
expression (69) given hereinabove.

Consequently, this does not rely upon in which three ones
of the six stages of reversible quantization contributing to
calculation of the DC component Xq(0, 0) of the 8x8
reversible discrete cosine transform and based on the expres-
sion (40) given hereinabove the quantization periods are set
to N'1, N2 and the dequantization M'l, M'2. Accordingly,
the circuit which completely compensates for the dynamic
range difference 1n DC component may have some other
form than the speciiic circuit shown 1 FIG. 40, and the total
number of available circuits 1s (C;=20.

By completely compensating for the dynamic range dif-
ference 1n DC component 1n this manner, the DC component
of the reversible discrete cosine transform considerably
approaches that of the original discrete cosine transform.
Consequently, the picture quality when a picture coded using,
the reversible discrete cosine transform 1s decoded by the
conventional inverse discrete cosine transform i1s 1improved
remarkably.

The embodiments of the present invention described
above are described m more detail below together with
particular numeric values.

First, the 8x&8 reversible discrete cosine transform is
described. The 8x8 reversible discrete cosine transform can
be realized by performing ecight-element discrete cosine
transform 1n a horizontal direction and a vertical direction
for two-dimensional signals blocked mto 8x8 blocks. In the
cight-element reversible discrete cosine transform, the val-
ues of the individual constants are set in the following
manner using the system shown in FIG. 31.

First, the values of a2, a6, al, a3, a5, a7 are set to 12, 5,
5, 4, 3, 1, respectively. Then, the quantization periods of
reversible quantization of a matrix of the following expres-

sion (72):
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(72)

are set to (N12, N2(®2=(10, 14), and the dequantization
periods are set to (M1”), M2")=(7, 10). Further, for the
reversible quantization of a matrix of the following expres-

sion (73):

(73)

tg

[::12 ] (12 5 ]
as —a,) \5 -12

the quantization periods are set to (N1, N2t)=(139, 139),
and the dequantization periods are set to (M1, M21M)=(13,
13).

%11 the 4x4 reversible quantization, unless otherwise
speciflied, the linear quantization step sizes k1, k7 of the
transform coefficients X1, X7 are both set to 7, and the
quantization step sizes L3, L5 when global signals are
linearly quantized are both set to 2,593/37/79.

Then, local quantization 1s defined by allocating local
quantization values illustrated in FIG. 43(b) to representa-
tive elements (s3, s5) in a region shown in FIG. 43(a).

On the other hand, while the systems shown 1n FIGS. 33
and 34 use fixed quantization table/matrix values, the values
are calculated 1n the following manner.

First, the dynamic ranges 3(i, j) of transform coefficients
of the 8x8 reversible discrete cosine transform are calculated
in accordance with the expressions (42) to (49) and (52)

orven hereinabove. A of the calculation 1s illustrated 1n Table

0.
TABLE 6
i
0 1 2 3 4 5 6 7
1 0 0941 1.000 0.970 1.023 0.960 1.023 0.970 1.000
1 1.000 1.062 1.031 1.087 1.020 1.087 1.031 1.062
2 0970 1.031 1.000 1.054 0.990 1.054 1.000 1.031
3 1.023 1.087 1.054 1.112 1.044 1.112 1.054 1.087
4 0960 1.020 0.990 1.044 0.980 1.044 0.990 1.020
5 1.023 1.087 1.054 1.112 1.044 1.112 1.054 1.087
6 0970 1.031 1.000 1.054 0.990 1.054 1.000 1.031
7 1.000 1.062 1.031 1.087 1.020 1.087 1.031 1.062

Subsequently, a quantization table/matrix 1s calculated in
accordance with the expression (55) given hereinabove.
Here, the quantization scale 1s set to s=1. The table/matrix
obtained as a result 1s given by the following expression

(74):

(17 16 16 16 17 16 16 163 (74)
16 15 16 15 16 15 16 15
16 16 16 15 16 15 16 16
16 15 15 14 15 14 15 15
17 16 16 15 16 15 16 16
16 15 15 14 15 14 15 15
16 16 16 15 16 15 16 16
16 15 16 15 16 15 16 15

o,

Subsequently, an example where the values of the quan-
fization step sizes k1, k7 of X1, X7 in the 4x4 dequantization
1s described. To vary the values of k1, k7 1s possible only by
using a quantization table/matrix. Since no quantization
table/matrix 1s used in coding by conventional reversible
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discrete cosine transform, 1t 1s necessary to make the
dynamic range of transform coeflicients approach that of
transform coethicients of the original discrete cosine trans-
form. This 1s because, 1f the dynamic ranges are different
from each other, then this has a significant influence on the
compatibility. Therefore, there 1s little degree of freedom 1n
selection of each parameter value, and the values of the
quantization step sizes k1, k7 of X1, X7 must be 7.

In confrast, in the present example, since a quantization
table/matrix 1s used, a degree of freedom 1s produced 1n
determination of the values.

Here, as an example, a case wheremn kl=k7=9 1s
described. In this mstance, if 1.3 and L5 are set to LL.3=2,
593/541 and L5=2,593/519, respectively, and such local
quantization values as seen in FIG. 44 are allocated to the
representative elements (s3, s5) in the region of FIG. 43(a),
then redundancies which remain after quantization can be
reduced compared with those 1n an alternative case wherein
k1=k7=7. As a result, the coding efficiency 1s improved.

If a quantization table/matrix 1s calculated similarly as in
the case wherein kl1=k7=7, then i1t becomes such as given by
the following expression (75). Where the quantization table/
matrix 15 used, sufficient compatibility can be maintained
even for the case wherem k1=k7=9.

(17 21 16 11 17 11 16 217 (73)
21 25 20 13 20 14 20 25
16 20 16 11 16 11 16 20
11 13 11 7 11 7 11 13
17 20 16 11 16 11 16 20
11 14 11 7 11 8 11 14
16 20 16 11 16 11 16 20
21 25 20 13 20 14 20 25

Subsequently, 1n another example of the present
invention, such a quantization table/matrix that minimizes
the square mean of e(i, j) given by the expression (59)
hereinabove 1s calculated. This mean 1s taken for each period
in which a quantization table/matrix 1s calculated. Here, a
quantization table/matrix 1s calculated 1n units of a frame.

For example, where kl=k7=7, if a quantization table/
matrix 15 calculated for brightness values of the first frame
of a picture “Flower garden”, then 1t 1s represented by the
following expression (76). If this expression is compared
with the quantization table/matrix of the expression (74)
orven hereimnabove, then more than half ones of the values
coincide with those of the quantization table/matrix of the
expression (74), but some of the values are different a little.
This arises from the fact that the differences between trans-
form coeflicients of the reversible discrete cosine transform
and transform coeflicients of the original discrete cosine
transform are totally minimized including differences which
arise from some displacement 1n dynamic range.

Consequently, the compatibility with the conventional
discrete cosine transform i1s improved comparing with an
alternative case wherein the quantization table/matrix of the
expression (74) given hereinabove is used.
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(17 16 17 15 17 16 17 87 (76)
16 15 16 14 16 14 16 8
17 16 16 15 16 15 16 &8
16 15 15 14 16 14 16 8§
17 16 16 15 16 16 16 ©
16 15 15 14 15 14 16 11
17 16 16 15 16 16 16 13
16 15 16 15 16 15 16 15

Another detailed example 1s described. First, a quantiza-
fion table/matrix 1s calculated in accordance with the expres-
sion (63) or (64) given hereinabove. Here, such quantization
table/matrix 1s calculated for each frame. If k1 and k7 are set
to k1=k7="7 and a quantization table/matrix 1s calculated for
brightness values of the first frame of the picture “Flower
cgarden”, then the quantization table/matrix 1s given by the
following expression (77):

(17 16 17 15 17 16 17 10° (77)
16 15 16 14 16 15 16 10
17 16 16 15 17 15 17 10
16 15 15 14 16 15 16 10
17 16 16 15 17 16 17 11
16 15 15 14 15 14 15 12
17 16 16 15 17 16 17 14
16 15 16 15 16 15 16 14,

As can be seen from the expression (77) above, although
the values given are approximate values, more than half of
them coincide with the corresponding values of the expres-
sion (76) given above, and also the remaining values are
different only within the range of +2.

A further detailed example 1s described. First, a quanti-
zation table/matrix value 1s calculated, and values around
them are determined as candidates. Then, from within the
candidates, a quantization table/matrix value which mini-
mizes the square mean of e(i, j) of the expression (59) is
detected. As can be seen from comparison between the
expressions (76) and (77), results obtained with the system
of FIG. 37 and the system of FIG. 38 are not much different
from each other, and therefore, values obtained with the
system of FIG. 38 and values obtained by adding +1 to those
values are determined as the candidate values for the quan-
fization table/matrix.

Further, also here, a quantization table/matrix 1s calcu-
lated for each one frame. Similarly as in the systems of
FIGS. 37 and 38, the quantization matrix determined for
brightness values of the first frame of the picture “Flower
carden” with the quantization step sizes kl, k7 set to
k1=k7=7 1s such as given by the following expression (78):

(17 16 17 15 17 16 17 9° (78)
16 15 16 14 16 14 16 9
17 16 16 15 16 15 16 ©
16 15 15 14 16 14 16 9
17 16 16 15 16 16 16 10
16 15 15 14 15 14 16 11
17 16 16 15 16 16 16 13
16 15 16 15 16 15 16 15,

From this, 1t can be seen that a quantization matrix almost
same as the expression (76) can be obtained. It is to be noted
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that the calculation amount 1s reduced remarkably from that
of the system of FIG. 37 as a result of the reduction 1n search
range.

Subsequently, a detailed example wherein the quantiza-
tion periods and the dequantization periods are reversed in
the systems shown 1n FIGS. 40 and 41 1s described. In the
present example, for three stages from among six stages
contributing to the process of calculation of a DC compo-
nent 1n the 8x& reversible discrete cosine transform, the
quantization periods are set to (N1, N2) and the dequanti-
zation periods are set to (M1, M2), but for the remaining
three stages, the quantization periods are set to (N'1, N'2)
and the dequantization periods are set to (M'l, M'2).

Then, when those values satisfy the expression (69) given
hereinabove, the dynamic range difference in DC compo-
nent 1s compensated for completely.

This requirement 1s satisfied by setting N'1, N'2, M'l, M'2
so as to satisfy the expression (71) for N1, N2, M1, M2
which satisfy the expression (70) as described hereinabove.
Here, as the values which satisfy the expression (70), the
following expression (79) is used:

(N1, N2, M1, M2)=(14, 10, 10, 7) (79)

As the values which satisfy the expression (70), those
given by the following expression (80) are available:

(N1, N2, M1, M2)=(26, 18, 18, 13)

(N1, N2, M1, M2)=(34, 24, 24, 17) (80)

Also, multiples of the values of the expressions (79) and
(80) and values obtained by replacing N1 and N2, M1 and
M2 with each other may be available. However, the values
of the expression (79) are preferable in that the magnitude of
the quantization correspondence table 1s comparatively
small. While 20 different circuits are available depending
upon at which stages from among the six stages contributing
to calculation of a DC component the quantization periods
and the dequantization periods are reversed, the arrangement
of FIG. 40 1s employed 1n the present example.

A result of confirmation of effects of the present detailed
example 1s described below.

A distribution of differences between DC components of
the 8x8 reversible discrete cosine transform and DC com-
ponents of the original 8x8 discrete cosine transform for
brightness values of the first frame of the picture “Flower
cgarden” 1s 1llustrated 1n FIG. 46. FIG. 46 further illustrates
a result regarding the conventional 8x8 reversible discrete
cosine transform which does not compensate for the differ-
ence 1n dynamic range.

From FIG. 46, it can be secen that the system shown 1n
FIGS. 40 and 41 exhibits a remarkable reduction in differ-
ence 1n DC component. While the square mean value of the
differences by the conventional example 1s 664.94, that of
the system described above exhibits a reduction to 0.96.

Subsequently, results of tests regarding the compatibility
which were conducted using the apparatus shown in FIGS.
34 to 41 are described. Errors of a decoded picture where the
reversible discrete cosine transform was used for coding and
the conventional discrete cosine transform was used for
decoding were examined. For the picture, 150 frames of the
picture “Flower garden” (720x480, 4:2:2 format) were used.
The coding was performed basically in accordance with the
algorithm of the MPEG-2 while the algorithm was modified
such that a portion thereof for discrete cosine transform was
replaced with the reversible discrete cosine transform
described above.

Further, the transform coeflicients obtained by the revers-
ible discrete cosine transform were not quantized any more,
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and the quantization step size was set to 1. In this 1nstance,
the result does not satisly the specifications of the MPEG-2
in terms of the amount of generated codes.

For decoding, an ordinary algorithm of the MPEG-2
which employs the conventional discrete cosine transform
was used. It 1s to be noted that the distance between core
pictures (I or P pictures) was set to M=3, and the number of
frames in a picture group (GOP) was set to N=15.

Mean square errors of a decoded picture obtained by the
decoding described above from an original picture and
averaged over 150 frames are listed 1n Table 7. Here, results

of 1nvestigations conducted for the conventional system, the
systems of FIGS. 34, 37, 38, 39 and 40 and 41 according to

the present invention and combination systems of the sys-
tems of FIGS. 34, 37, 38 and 39 and the system of FIGS. 40

and 41 are listed.

TABLE 7

Color
difference
signal (V)

Color
difference
signal (U)

Brightness

Coding System signal (Y)

5

10

15

20

Conventional
[nventive (FIG. 34)
[nventive (FIG. 37)
[nventive (FIG. 38)
[nventive (FIG. 39)
[nventive

(FIGS 40, 41)
[nventive

12.97
11.71
11.45
11.47
11.45

3.91

3.41

3.57
3.34
3.31
3.34
3.32
2.07

2.00

2.70
2.62
2.57
2.58
2.57
1.94

1.92

25

(FIGS. 34 & 40, 41)
[nventive
(FIGS. 37 & 40, 41)
[nventive
(FIGS. 38 & 40, 41)
[nventive

(FIGS. 39 & 40, 41)

3.30 1.97 1.88

3.31 1.99 1.89

3.30 1.97 1.88

First, comparison between those systems which are com-
bination systems with the system of FIGS. 40 and 41 and
those systems which are not combination systems proves
that employment of the system of FIGS. 40 and 41 improves
the decoded picture quality remarkably.

Next, comparison between the conventional system and
the systems of FIGS. 34, 37, 38 and 39 reveals that the

systems of FIGS. 34, 37, 38 and 39 exhibit remarkable
improvement 1 decoded picture quality comparing with the
conventional system.

Further, comparison between the system of FIG. 34 and
the systems of FIGS. 37, 38 and 39 reveals that, comparing
with the system of FIG. 34 which employs a fixed quanti-
zation matrix, the systems of FIGS. 37, 38 and 39 exhibat
some 1mprovement.

Further, comparison among the systems of FIGS. 37, 38
and 39 proves that the system of FIG. 37 which requires the
largest amount of calculation but detects an optimum quan-
fization matrix exhibits the highest decoded picture quality.
Also with the system of FIG. 38 which calculates a quan-
fization matrix by approximate calculation, a considerably
ogood result 1s obtained, and with the system of FIG. 39 1n
which the systems of FIGS. 37 and 38 are combined to
reduce the amount of calculation, a result as good as that of
the system of FIG. 37 1s obtained.

The foregoing similarly applies also to the combinations
of the systems of FIGS. 34, 37, 38 and 39 with the system
of FIGS. 40 and 41.

Having now fully described the invention, 1t will be
apparent to one of ordinary skill 1n the art that many changes
and modifications can be made thereto without departing
from the spirit and scope of the invention as set forth herein.
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What 1s claimed 1s:

1. A reversible transformer which reversibly transforms
an integer four-element vector (u,, us, Ug, U-) of an input
signal into quantization values (X _,, X _;, X 3, X _s), said
reversible transformer mcluding:

g1’

means for linearly transforming the integer four-element
vector (u,, us, U, U,) With a matrix

a) dy (3 Qs
d7 —d; —ds 4j
d3 —ds —d7 —d
(s (i3 — ] (7

to obtain transform coefficients (X, X, X3, X5);

means for linearly quantizing the transform coefficients
X,, X, with step sizes of k,, k, to obtain quantization

Values X,1» X and quantization residuals r;, 1,

respectively;

means for determining representative elements (S5, Ss)
from a first numeric table using two of the transform
coeflicients;

means for subtracting the representative elements (S5, Ss)
from transform coefficients (X, X;) to calculate global

signals (ps, Ps);

means for linearly quantizing components of the global
signals (ps, ps) with step sizes of L., L< to obtain global
quantization values p_s, p,s, respectively,

means for determining local quantization values (s 3, S_s)
from the quantization residuals (r;, r;) based on a
second numeric table; and

means for adding the local quantization values (s s, S_5)
to the global quantization values (p_s, p,s) to obtain
quantization values (X 3, X _s).

2. A reversible transformer as claimed 1n claim 1, wherein
the global quantization value p_; 1s quantized independently
of the transform coefficient X., and the global quantization
value p_s 1s quantized independently of the transtorm coef-
ficient X;.

3. Areversible transformer as claimed 1n claim 1, wherein
L3 and L5 are relational numbers whose numerators are
quantization periods of the global quantization.

4. A reversible transformer as claimed 1n claim 1, wherein
.3 and L5 are chosen by maximizing the step sizes within
a range where there 1s no overlapped allocation of quanti-
zation points.

5. Areversible transformer as claimed i claim 1, wherein
the two transform coefficients comprise (X, X,) or (X5, X5).

6. A reversible transform coding system which produces
eight quantization values X ¢, X _;, X _», X_3, X 4, X 55 X 65
X 7 from eight mput signals X, X;, X5, X3, X4, X5, X¢, X7, sa1d
reversible transform coding system including;:

means for transforming the signals (x,, X-), (X;, X), (X3,
X,), (X5, X5) with a matrix

]

and performing reversible quantization on results of
transformation to obtain quantization values (u,, u,),
(us, Ug), (uy, us), (us, uy);

means for transforming the quantization values (u,, u,),
(u,, us) with a matrix



6,167,161
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and performing reversible quantization on results of
transformation to obtain quantization values (v, v,),
(V2 V3);

means for transforming the quantization values (v,, v,)
with a matrix

and performing reversible quantization on results of
transformation to obtain the quantization values (X,

means for transforming the quantization values (v,, v)
with a matrix

tr  Ug
e —d2

and performing reversible quantization on results of
transformation to obtain the quantization values (X,
X,6); and

means for transforming the quantization values (u,, us, u,
u,) to obtain the quantization values (X _;, X _;, X s,
X s), including;:
means for linearly transforming the quantization values

(u,, us, Ug, U,) with a matrix

qgl> “ > g7

to obtain transform coefficients (X, X, X5, X5);

means for linearly quantizing the transform coefficients
X, , X, with step sizes ol k,, k-, to obtain quantization
values .qu, X, and quantization residuals ry, r-,
respectively;

means for determining representative elements (ss, Ss)
from a {irst numeric table using two of the transform
coeflicients;
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means for subtracting the representative elements (s;,
ss) from transform coefficients (X5, X5) to calculate
global signals (ps, ps);

means for linearly quantizing components of the global
signals (ps, ps) with step sizes of L5, L5 to obtain
global quantization values p_;, p_s, respectively;

means for determining local quantization values (s g,
ss) from the quantization residuals (r,, r;) based on
a second numeric table; and

means for adding the local quantization values (s 3, s _s)
to the global quantization values (p_3, p,s) to obtain
quantization values (X _;, X_s).

7. A reversible transform coding system as claimed 1n
claim 6, wherein a,, a,, a, a, are 5, 4, 3, 1, respectively, and
a., a, are 12, 5, respectively.

8. A reversible transform coding system as claimed 1n
claim 6, wherein the matrix

tdy  dg
g —U2

1s set such that a,, a, are 12, 5, respectively, and the

reversible quantization 1s linear quantization with a step size
of 13.

9. A reversible transform coding system as claimed in
claim 6, wherein the global quantization value p_; 1s quan-
tized independently of the transform coeflicient X, and the
global quantization value p_s 1s quantized independently of
the transform coeflicient X..

10. A reversible transform coding system as claimed in
claim 6, wherein L3 and L5 are relational numbers whose

numerators are quantization periods of the global quantiza-
tion.

11. A reversible transform coding system as claimed in
claim 6, wherein L3 and L5 1re chosen by maximizing the
step sizes within a range where there 1s no overlapped
allocation of quantization points.

12. A reversible transform coding system as claimed in

claim 6, wherein the two transform coeflicients comprise
(X;, X;) or (X5, Xs5).
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