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WHERE, SINCE k = 3, ANDm =2

| x(it) () t_ [xk(H) cF(H) Xk (i)
- | ) e [P ]

IN WHICH x (i) IS THE 1M COMPLEX SAMPLE IN THE SYNC-WORD. IN OUR EXAMPLE
oINCE 1 =0, k = 3 AND m = 2, BASED ON THE SYNC WORDS IN FIG. 3 WE GET

xg= - 0.707-30.707 |, AND X8T= 0.707+70.707 ] 0.707"‘j0.707 50

0.707-)0.707 1.0 { 7

L
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FIG. 8

/—_—"'_/\——_—\
. .
1 hg (5)1 2%2(hg (5) -hg (3)) ]
L
Af = >l 1 - WHERE n IS

[fig (5)12
=0

THE OVERSAMPLING FACTOR, d IS THE DISTANCE BETWEEN THE TWO
PORTIONS OF THE SYNC-WORD CHOSEN FOR TWO SETS OF ESTIMATES
IN NUMBER OF SAMPLES, AND T IS THE SYMBOL TIME. ALSO, Z
DENOTES THE ANGLE OF THE OPERAND AND | .| DENOTES THE MAGNITUDE
OF THE COMPLEX NUMBER OPERAND, hq (0), AND hy (1) ARE THE TWO
CHANNEL IMPULSE RESPONSE ESTIMATE COMPONENTS AT OFFSET ZERD,
AND SIMILARLY hq(0), AND hq (1) ARE THE SAME FOR THE ESTIMATES
AT OFFSET a.
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FREQUENCY OFFSET ESTIMATION FOR
WIRELESS SYSTEMS BASED ON CHANNEL
IMPULSE RESPONSE

CROSS-REFERENCE TO RELATED
PROVISIONAL APPLICATION

This application claims the benefit of the Jul. 25, 1996,
filing date of Provisional Application Ser. No. 60/026 455
entitled “Frequency Offset Estimation for Wireless Systems
Based on Channel Impulse Response.”

BACKGROUND OF THE INVENTION

The present invention relates to communications
equipment, and, more particularly, to wireless transmission.

Generally speaking, a communications system comprises
a transmitter, a receiver, and a communications channel. The
transmitter encodes mnformation for transmission and trans-
mits a signal (the “transmitted signal”) over the communi-
cations channel to the receiver. Typically, the communica-
tions channel distorts the transmitted signal to a degree such
that the signal at the receiver (the “received signal”) is
different from the transmitted signal. As such, one of the
functions of the receiver 1s to process the received signal to
mitigate the effects of channel-induced distortion.

One type of channel-induced distortion i1s known as
“frequency oifset.” While a contributor to frequency olffset 1s
any mismatch between the transmitter and receiver local
oscillators, or clocks, frequency oit

set 1S more apparent 1n a
mobile communications channel because of Doppler effects.
The latter are caused by the fact that the transmitter and
receiver are not stationary with respect to each other. In the
context of a communications system 1n which the encoded
information 1s transmitted via “transmitted signal points,” or
“symbols,” a frequency oflset rotates the symbols 1n the
signal space. As a result, at the receiver, each received signal
point 1s olfset from its expected position 1n the signal space.

One method for compensating for frequency offset 1n a
receiver makes use of the well-known “slicing operation,” in
which the receiver compares values of each received signal
point to the known symbol values and selects the closest
symbol as an estimate of the transmitted symbol. For
example, consider a mobile communications system in
which transmission occurs between a transmitter and a
receiver for a relatively long period of time, referred to
herein as a “confinuous transmission” system. In such a
fransmission system, 1t 1s known 1n the art to design the
receiver to spend some initial time period at the start of
reception 1n which the receiver adapts to any frequency
oiffset. During this initial time period, the receiver assumes
that any difference 1n values between a received signal point
and the closest symbol 1s due to a frequency oifset. The
receiver then computes an average frequency oflset estimate
over this initial time period and uses this estimate to rotate
the received signal point 1n the opposite direction. Since the
transmission period 1s long, and there is continuous trans-
mission from the same transmitter (or source) to the same
receiver (or destination), this initial time period to acquire

the frequency off

set estimate mcurs negligible overhead.

In contrast, 1n a “bursty transmission” system the effect of
frequency offset on receiver design 1s more severe. In a
bursty transmission system, such as, €.g., a mobile time-
division-multiple-access (TDMA) system, transmission
between a transmitter and a corresponding receiver occurs in
TDMA bursts of relatively short duration. In addition, the
receiver 1s typically receiving, in an interleaved fashion,
TDMA bursts from different transmitters, where each
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TDMA burst suifers from a different amount of frequency
offset. As such, the receiver must, somehow, quickly esti-
mate for each TDMA burst the respective frequency offset.

In combating the effect of frequency offset in a TDMA-
type bursty transmission system, those in the art have
applied an approach similar to the above-mentioned acqui-
sition method used 1n a continuous transmission system. In
particular, each TDMA burst, or frame, uses a predefined
“synchronization word” (sync-word) as illustrated in FIG. 1.
The receiver compares the received sync-word to the pre-
defined sync-word to generate a single estimate, or sample,
of the corresponding frequency offset (described further

below).

Unfortunately, 1n a mobile communications channel
reflections of the transmitted signal also occur. As a result,
the receiver picks up not only the transmitted signal but
additional ghosts of the transmitted signal, or what 1s
referred to as “delay spread.” Although the above-mentioned
approaches are useful in combating the effects of frequency
oifset by 1tself, they are limited in their ability to effectively

estimate frequency offset 1n the presence of significant delay
spread.

SUMMARY OF THE INVENTION

We have realized a technique for estimating frequency
offset 1n the presence of significant delay spread. In
particular, and 1n accordance with the inventive concept, a
frequency offset estimate 1s formed from a plurality of m-tap
estimates, or samples, of a received signal, where m=2.

In a receiver embodying the mnventive concept, a received
sync-word 1s fed into two filters, where each filter further
comprises a matching filter and a sidelobe reduction filter.
Each matching filter 1s matched to a particular subset of k
samples of the known sync-word, €.g., k=3, and generates an
m-tap estimate, where, €.g., m=2. The output signal of each
matching filter 1s applied to a respective sidelobe filter,
which reduces sidelobes resulting from the imperfections
which are imnherent 1n the transmitted sync-word. As a result,
from each received sync-word, each filter forms a channel
impulse response estimate of the communications channel at
more than one symbol time. Each channel impulse response
estimate comprises the amplitude as well as the phase of the
channel 1mpulse response. Since the channel impulse
response does not change drastically from one symbol time
to one or a few symbol times later, the next channel impulse
response estimate comprises the same amplitude 1informa-
tion but a different phase information. This difference in
phases between the two channel impulse response estimates,
aside from noise and other anomalies, 1s mainly due to the
frequency offset. As a result, an estimate of frequency oflset

1s casily derived from this phase difference.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 1s an 1illustrative diagram of a prior art TDMA
frame format that includes a synchronization word;

FIG. 2 1s an 1illustrative block diagram of a portion of a
prior art receiver for use 1In generating a frequency oifset
estimate;

FIG. 3 1s an illustrative predefined sync-word;

FIG. 4 1s an 1illustrative block diagram of a portion of a
receiver 1 accordance with the principles of the invention;

FIG. 5 15 a block diagram of a portion of an finite impulse
response filter providing an m-tap estimate;

FIG. 6 1llustrates equations for use 1n design of a sidelobe
suppression filter;
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FIG. 7 1s a block diagram of element 250 of FIG. 4; and

FIG. 8 1illustrates an equation for use in design of a
frequency offset estimator 250.

DETAILED DESCRIPTION

Before describing the inventive concept, reference should
be made to FIG. 2, which shows an 1llustrative prior art
approach to estimating frequency oflset. It 1s assumed
receiver S00 1s part of a TDMA mobile communications
systems that conforms to industry standard TIA 1S-136 as
known 1n the art and the received signal represents a stream
of TDMA frames. Each TDMA frame comprises a plurality
of bursts, or slots. An 1llustrative format of a TDMA burst 1s
illustrated in FIG. 1. As noted earlier, each TDMA burst
includes a sync-word that 1s used for, among other things, to
compensate for frequency offset. (It should be noted that
TIA IS-136 defines a set of sync-words from which one 1s
selected during negotiation of a particular TDMA connec-
tion. For the purposes of describing the inventive concept,
only one sync-word is shown).

Although not described in detail herein, receiver 500
includes circuitry (not shown), e.g., a demodulator, hilbert
filter, etc., for recovering from the received signal a low-
frequency, or baseband, form of the received signal for
application to analog-to-digital (A/D) converter S05. The
latter samples this signal at, e¢.g., twice the symbol rate of
1/T, and converts this signal into the digital domain 1n the
form of digital samples 511. It should be realized that the
latter represent both 1in-phase and quadrature components as
known 1n the art. This stream of digital samples 1s applied to
matching filters 520-1 and 520-2, which, as known 1n the art,
correlate a portion of the received sync-word with a respec-
five portion of the predefined sync-word. Control system
510, via controls 506, routes the proper samples to each of
the two aforementioned {ilters, €.g., enables the appropriate
filter at the appropriate time. An 1illustrative predefined
sync-word 50 1s shown in FIG. 3, which shows illustrative
in-phase and quadrature coordinates for 14 symbols, X,
through X,;. Each symbol 1s taken from a signal space
constellation (not shown) that 1s known a priori to both the
transmitter and receiver as defined 1n TIA IS-136. Continu-
ing with this example, matching filter 520-1 compares the
first three symbols of the received sync-word to the first
three symbols of the predefined sync-word, while matching
filter 520-2 compares the last three symbols of the received
sync word to the last three symbols of the predefined
sync-word. Each matching filter 520-1 and 520-2 provides
an output signal 521-1 and 521-2, respectively. The latter 1s
a pair of samples, 1.€., a complex number representative of
the amount of correlation of the respective portions of the
received sync-word with the respective portions of the
predefined sync-word. Each of these output signals 521-1
and 521-2 are also known as single tap estimates. As known
in the art, frequency ofiset estimator 550 compares the two
phases of output signals 521-1 and 521-2 to generate an
estimate of frequency offset 551, which 1s applied to element
570. The latter uses this estimate of frequency oflset 551 to
compensate for frequency oflset by, e.g., rotating the
received symbols 1n the opposite direction. Element 570
represents other receiver functions for recovering informa-
tion signal 571, e.g., a slicer, Viterbi decoder, efc.

There are other prior art technmiques for recovering a
frequency offset estimate. For example, the receiver can
perform comparisons to the entire pre-defined sync-word
and different rotated versions of the sync-word. In this case,
the receiver comprises a number of matching filters, one
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matching filter comparing the received sync-word to the
entire predefined sync-word and the remaining matching
filters comparing the received sync-word to each of the
predefined rotated versions of the sync-word. The matching
filter that shows the highest degree of correlation with the
received sync-word identifies the approximate amount of
frequency offset 1n the received signal.

Turning now to the 1nventive concept, reference should be
made to FIG. 4, which 1s an illustrative high-level block
diagram of a portion of a receiver 200 embodying the
principles of the invention. Again, 1t 1s assumed that receiver
200 1s part of a TDMA mobile communications systems that
conforms to industry standard TIA IS-136 as known 1n the
art and the received signal represents a stream of TDMA
frames. Each TDMA frame comprises a plurality of bursts,
or slots. An illustrative format of a TDMA burst 1s 1llustrated
in FIG. 1. As noted earlier, each TDMA burst includes a
sync-word that 1s used for, among other things, to compen-
sate for frequency offset. (It should be noted that TIAIS-136
defines a set of sync-words from which one 1s selected
during negotiation of a particular TDMA connection. For the
purposes ol describing the imventive concept, only one
sync-word 1s shown).

Although not described i1n detail heremn, receiver 200
includes circuitry (not shown), ¢.g., a demodulator, hilbert
filter, etc., for recovering from the received signal a low-
frequency, or baseband, form of the received signal for
application to analog-to-digital (A/D) converter 205. The
latter samples this signal at, ¢.g., twice the symbol rate of
1/1, and converts this signal 1nto the digital domain 1n the
form of digital samples 206. It should be realized that the
latter represent both 1n-phase and quadrature components as
known 1n the art.

This stream of digital samples 1s applied to matching
filters 220-1 and 220-n. Control system 210 routes the
proper samples to each of these aforementioned filters, e.g.,
enables the appropriate filter at the appropriate time. An
illustrative predefined sync-word 50 1s shown 1n FIG. 3.
Although FIG. 4 1illustrates the inventive concept in the
context of using a set of n filters, 1n the description that
follows, 1t will be assumed that n=2. As such, the description
will only focus on filters 220-1 and 220-2. Extension of the
inventive concept to other integral values of n 1s straight
forward and will not be described.

Each output signal of the possible output signals of the
matching filter 1s matched to a particular subset of k of the
symbols of the predefined sync-word, also referred to herein
as a k-symbol subset. In this example, 1t 1s assumed that k=3,
and m=2. (As noted above, industry standard TIA IS-136
defines a plurality of sync-words for use on different TDMA
connections.) In this example, the sync-word shown in FIG.
3 1s assumed to be valid for this i1llustrative TDMA burst. As
such, the first two 3-symbol subsets comprise the following
symbol positions: 0, 1, 2, and 1, 2, 3; and the second two
3-symbol subsets are 10, 11, 12, and 11, 12, 13. When other
sync-words are used, the k-symbol subsets of the sync-word
may change. Although any k-symbol subsets may be used,
preferably, selection of the k-symbol subsets are determined
experimentally and 1s a function of the sync-word pattern,
desired accuracy of the filtering process (e.g., fine or coarse),
and receiver complexity constraints. Since the k-symbol
subsets are predefined, controller 510 determines the proper
k-symbol subset to use 1n each matching filter as a function
of the negotiated sync-word.

Referring briefly back to FIG. 2, each matching filter of
prior art receiver SO0 generates only one complex number,
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1.€., a single tap estimate, as a basis for estimating frequency
offset. However, we have realized that the use of a single tap
estimate 1s not effective 1n the presence of reflections or
cghosts. That 1s, delay spread 1n the received signal nega-
fively effects the performance of prior art frequency olffset
estimation techniques which use a single tap estimate.
Generally speaking, in delay spread, signal peaks are
smeared due to reflections, and multiple signal peaks exist.
As such, use of a single tap estimate as a basis for estimating,
frequency off:

set does not yield a reliable estimate in the
presence of significant delay spread. Therefore, and in
accordance with the inventive concept, the channel impulse
response 1s estimated at more than one sample time. That 1s,
cach channel 1impulse response estimate 1s m samples long
(m=Z2), customarily known as an m-tap estimate of the
channel. As known 1n the art, m-tap estimates are routinely
calculated to determine overall channel impulse response

but have never been used as a basis for estimating {requency
oilset.

In this example, as noted above, filter 220-1 1s matched to
the first three symbols, while filter 220-2 1s matched to the
last three symbols and m=2. However, the value of m can be
adjusted as a function of how finely one would like to
estimate the Ifrequency oflset. For example, for a fine
estimate, several samples of the channel impulse response
may be formed at fractional symbol times, while for a
coarser estimate, one or two samples at one or two symbol
fimes, respectively. In this example, the latter approach is
described and each of these matched filters generate a two
tap estimate. An 1llustrative portion of an finite 1mpulse
response (FIR) filter is shown in FIG. § for generating a two
tap estimate. The structure of an FIR filter 1s well-known and
will not be described. The values of the set of coetficients
c{0=1=3) are a function of the corresponding 3-symbol
subset.

Each tap estimate comprises two values representing a
complex number. Since the channel does not change dras-
fically from one symbol time to one or a few symbol times
later, the next tap estimate will also contain the same
amplitude information but a different phase information for
the channel 1mpulse response.

The output samples from each matching filter are applied
to a corresponding sidelobe reduction filter. As used herein,
the term “filter bank” refers to a matching filter and the
corresponding sidelobe reduction filter. Each sidelobe reduc-
tion filter reduces the sidelobes resulting from the 1mper-
fections of the sync-word 1n the matching filters and thereby
provides better channel estimates. The sidelobe reduction
transfer functions are dependent upon the k-symbol subset
as illustrated by the equations in FIG. 6. Equation (A) is a
general equation 1n matrix form of the transfer equation of
cach sidelobe reduction filter. The remaining equations are
illustrations of the matrix form of X* for the illustrative
values of k=3 and m=2. The two columns correspond to
m=2, and the three rows correspond to k=3.

It should be noted that adding a sidelobe filter 1s not
optimum 1n terms of noise performance since the sidelobe
filter enhances noise. As such, as shown in FIG. 4, the
sidelobe filter 1s not used 1n the information bit recovery path
of the receiver. However, as far as channel estimation 1s
concerned, we have experimentally determined that the use
of a sidelobe filter gives better results and 1s computationally
equivalent to the original matching filter.

The output signal of each filter bank 1s a sidelobe-reduced
m tap estimate of the channel at a different time instance.
This set of output signals 231-1 to 231-n 1s fed to frequency
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offset estimator circuit 250, which finds the amount of phase
rotation from one estimate to the other and averages them to
arrive at a final estimate of the phase rotation which 1n turn
corresponds to an estimate of the frequency oflset in the
system.

An 1llustrative block diagram of frequency offset estima-
tor 250 1s shown 1n FIG. 7. The set of output signals 231-1
to 231-n 1s applied to two-out-of-N selector 305, which
selects two of the best 1instances for channel estimation, e.g.,
based upon magnitude of the applied estimates. Obviously,
two-out-of-N selector 305 1s shown for completeness 1n the
context of using n filter banks and 1s not needed 1n the
context of this description, where n=2. (Also, in the context
of n filter banks, more than two channel estimates can be
chosen, 1.€., a j-out-of-N selector may be used where
2=1=N. However, this comes at the cost of more processing
time for the gam of more averaging power since the different
frequency offsets can be averaged to yield a better estimate. )

In any event, signals 306-1 and 306-2, which in this
example correspond to signals 231-1 and 231-2,
respectively, are applied to demultiplexing circuitry 310 and
315. Each of the latter simply routes the signal representing
the respective m tap channel estimates to respective ele-
ments for calculation of angle and magnitude. Since each tap
estimate 1s a complex number, the angle and magnitude for
cach tap estimate 1s determined by elements 320-1 to 320-m
and 330-1 to 330-m. (Again, in this specific example, m=2).

As shown 1n FIG. 7, adder 340 determines the phase
difference between the first tap estimates of the two
k-symbol subsets. Similarly, adder 345 determines the phase
difference between the second tap estimates of the two
k-symbol subsets. (In the more general case of a channel
estimate comprising m-tap estimates, phase differences are
determined between respective tap estimates of a channel
estimate. For example, 1f m=3, then an additional adder
would be used 1in element 250 to generate a phase difference
between the respective second tap estimates.) The output
signals of adders 340 and 345, along with the magnitudes of
cach tap estimate are apphed to elements 350 and 360,
which average the m phase differences based on magnitudes
as 1llustrated 1n the equation shown 1n FIG. 8.

As 1llustrated 1 this equation, the angle difference of each
tap estimate are weighted by the magnitudes to arrive at a
welghted angle difference. Since by definition, the time
clapsed between the two k-symbol tap estimates 1s known,
¢.g., from the carrier frequency, the weighted angle ditfer-
ence 1s readily converted to a frequency offset by element
360 as represented by n/(2miT), where nZ1 denotes the

number of samples per symbol.

L |

In the absence of frequency oflset the angle difference
should be zero. Conversely, the larger the absolute value of
this angle difference, the larger the frequency oflset. It
should be noted that 1n this approach most of the computa-
tions are based on symbols that are already known, thus the
corresponding computations can be done off line, resulting
in minimal overhead 1n real time processing which 1s very
desirable.

This frequency oifset estimate 251 1s applied to element
270. The latter uses this estimate of frequency oflset 251 to
compensate for frequency ollset by, e.g., rotating the
received symbols in the opposite direction. Element 270
represents other receiver functions for recovering informa-
tion signal 271, e.g., a slicer, Viterbi decoder, etc.

As described above, an estimate of the channel impulse
response 1s formed at two symbol times. Each channel
estimate contains 1n itself the amplitude as well as the phase
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of the channel impulse response. Since the channel does not
change drastically from one symbol time to one or a few
symbol times later, the next channel estimate will contain the
same amplitude information but a different phase 1nforma-
fion for the channel impulse response. This difference 1n
phases between the two channel estimates, aside from noise
and other anomalies, 1s mainly due to the frequency oflset.
In other words, by having at least two estimates of the
channel 1impulse response we can get the phase difference
between the two estimates, from which the estimate of the
frequency offset 1s easily derived.

Although not needed for the mventive concept, for com-
pleteness the following 1s a more detailed presentation of the
model and analysis. To avoid contusion, 1t should be noted
that 1n the following analysis some parameters are
re-defined. For example, m, as described below 1s an integer
and does not represent the number of tap estimates as used
above.

1. The Model and Analysis

We model the system by taking complex (to represent
both the in-phase and the quadrate-phase) Tm samples,
where T 1s the symbol period, so we have m complex m
samples per transmitted symbol. Let the channel be suffi-
ciently represented by 1 such samples, so the vector

ﬁ=(h(0), h(1), . . . h(l1-1))’, represents the complex channel
impulse response. The known transmitted symbols (i.e., the
samples corresponding to the SYNC-word) at sample times

can be similarly represented by TE=(X(O), x(1), x(N-1),
where we assume that the sequence of x(1), for 0=i1<N, is a
known pattern and the transmitted samples x(i), for 1<0, or
1= N, are unknown data samples. At the receiver we have the
transmitted samples convolved with the channel impulse
response plus additive noise. In order to estimate the channel
impulse response we have to excite 1t with known samples,
and since the channel impulse response 1s 1 samples long we
will concentrate our observation at the receiver to the
received samples corresponding to x(I-1) to x(N-1) of the
known transmitted pattern. To arrive at our estimate we can
take as many received contiguous samples beyond the one
corresponding to x(1-1) but not beyond the received sample
corresponding to x(N-1) since transmitted samples beyond
that point are random and not known to us, resulting in
different accuracies. Without loss of generality let us take M,
1 =M=N-1, received samples corresponding to x(k) where
I-1=k=N-M-1, namely r(k), to x(k+M-1), namely r(k+
M-1).

At the receiver the received vector R A =(1(k), r(k+1), . .
., ((k+M-1))’, is

—

R, =W X, +H+W (1)

where \T/=(W(O),w(1), ... ,w(M-1))’, is the vector of M
independent samples of AWGN of power N,

x(k) xtk—1) Lxtk=1T+1) ]
xtk+1) x(k) LLxtk =1+ 2)
Xy =
xtk+ M-l xtk+M-=-2) ..xtk+M-=1)
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3

in which all elements are known and complex, and

10 0
20AFT
0 & m .0
P, =
20(M—1D)A FT
0 0 ¢

which accounts for the unknown frequency offset Af
introduced at the receiver. Note again that we are
assuming that the channel does not change during the

transmission of the N-1 known samples, so that H
does not change, however, 1s unknown, and the only
change 1n channel characteristics 1s due to W, namely
from the frequency offset.

Now let us take another set of M configuous samples at
the receiver corresponding to transmitted known samples
x(k+1) to x(k+1+M-1), where k=1=M<N, resulting in the

received vector R A =(r(k+), rk+i+1), . . r(k++M-1)),
which similar to (1) is

R, =UX, H+W

where,
x(k + i) xtk—-—14+1 Lxtk—=I+14+0) ]
xtk+1+1i) xtk+ 1) Lxtk—=14+24+0)
X}t?_i —

xtk+M—-I+i) xtk+M-2+10) ..xtk+M-1[+1i)

—=>
in which, as in X /%, all elements are complex and known,
also

— ;
simply because the sample elements in X ,,** suffer i times
more frequency oflset rotation by the time they get to the

recelver than the ones mm X Mk.

Now, note that in (1) both H, and W, are unknown and
must be estimated. This cannot be easily done unless W, can
be approximated by an MxM 1dentity matrix, in other words,
we assume that the rotation of samples due to frequency
offset at the receiver 1s negligible over M contiguous
samples, which 1s a reasonable assumption to make in
practice, as simulation results also show, specially when M
1s very small. Because of this reason we will choose M to be
relatively small in practice and in the case of M=1, this point
is moot. Under this assumption, (1) reduces to

R, =X, +O+W

(3)
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and (2) reduces to

ki — L 2mAft —

2 (4)
RM — XM‘HHEJ i W

From (3) we can get an estimate of H with offset k,
namely H, by

= (X4 x4 ) XETR, ®

where T denotes the Hermitaian transpose of a matrix.
Note that in (5) the terms in the bracket are known a
prior1 and can be calculated off-line and stored 1n the
receiver. It can be implemented as cascades of two FIR

filters operating on the received samples. Substituting
(3) in (5) we get

f, = [(x5 x5) x5 W (6)

Taking the expected value of both sides of (6) we see that

E{ﬁk}—ﬁ which shows that (5) is an unbiased estimate.

Also note from (6) that the AWGN has been colored by this

linear process and we can suffer from noise enhancement.
The amount of noise enhancement clearly depends on the
term in the bracket on the right hand side of (6), and can be
detrimental in cases where X,, "X, is singular. However,
since all the elements 1n the bracket are known a prior1 we
can choose the offset k and k+1 1 such a way that they will
result 1n the least amount of noise enhancements among all
oifset choices possible.

From (6) we see that H is Gaussian random process, since
it 1s a linear combination of a nonrandom, even though

—
unknown, process H, and a linear operation on a zero mean

ﬁ S - -
Guassian random process W. So, H 1s a Guassian random

—
process with mean H and covariance matrix

E{(f—]’ _ H‘)z} —
E{([(x5 x4 ) X5 TW)([(x4 xb ) % W)} = No(xif )

The signal to noise ration at the output of the estimator,
SNR _, 18

iy (7)

where |.|| denotes the 1, norm of a vector in the numerator

and of a matrix in the denominator.

It can be easily shown that, except 1 some peculiar
circumstances, often the higher M 1s the higher SNR  will
be. But recall from previous arcuments that the higher M 1s
the less realistic our approximation of W, to an MxM
identity matrix will be. So, there 1s an optimum M for a
gven clrcumstance.

Similar to the estimate in (5) derived from (3), we can get
an estimate of
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10

or equivalently H, ., from (4) to be

k41

—}.IE("'I

A EH:&fT [(X};“W Xﬁ;i)_l Xﬁﬁﬁ]RM

3
Heyj=Hed m ®

This is the exact same set up as in (5) and can be realized
similarly.

Now (5) and (8) give two estimates of the channel impulse
response 1 samples away from each other, thus besides the
effect of noise, the two estimates ditfer only 1n phase which
directly corresponds to the amount of frequency offset, as 1s
obvious from (5) and (8). So, it can be easily seen from (5)
and (8) that each element of the channel vector is going to
orve an estimate of the frequency offset. These estimates,
there are 1 of them, can be weighted by the magnitude of
their corresponding element and then averaged to give a
final estimate. The estimate of the frequency oit

set then, 1s
m oo e = i) = ()
QJTITZ - ,

hi ()

()

1
J=0

in which Z denotes the angle or phase of the operand, and
h.(j) is the j* element of the vector H,.

Note that 1if we have the choice of the transmitted symbols
we can choose a SYNC-word smart enough to give us less
noise enhancement so the penalty we pay due to noise
enhancement 1s minimized. However, 1n cases where we
have no such control, such as cases 1n which SYNC-words
are dictated by standards, our task mainly gets concentrated
on which off

sets k and k+1 to choose and what M should be.
The choice of 11s usually dictated to us by the resolution of
the estimate we like and the characteristics of the channel we
transmit over. For example 1n the mobile environment of
[S-136 standard 1t 1s assumed that delay spreads of more
than one symbol time do not occur frequently enough to be
considerable. This 1s the situation we have considered in our
simulation and lab results.

2. Design Guidelines

In this section we discuss some of the performance 1ssues,
and based on them give design guidelines for choosing the
known SYNC-word pattern 1f the option exists, and guide-
lines for finding a suitable M. As shown 1n (7) the signal to
noise ratio at the output of the estimator 1s SNR

but from theorems on norms of matrices we get

SO I
- _ M
Noll(xa7 xig )| e

So, the higher the norm of the matrix X,, "X,/ is the
higher the signal to noise ratio may be. But by expansion of
both sides it 1s easy to show that
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A —1
KX = 3 XX
=0

therefore,

[ X3 i | < Z x|

and consequently,

K -
SNR, < — Z [ x|

This says that the larger M 1s the higher the signal to noise
ration has the potential to be. So, on the one hand we would
like to take M as large as possible. But as mentioned earlier,
the larger M 1s, the approximation of W, to an 1dentity matrix
falls apart quicker. Since all elements of the matrix X,,~ are
known before hand, specifically in the cases where the
known pattern word 1s forced by standards, one can spend
however long 1t takes and try various values of M to find the
best choice, and then hard code 1t 1n the receiver. The choice
of 1, however, 1s usually forced upon us by the nature of the
channel, and what 1s besides the frequency offset that we are
ogolng to estimate by this method. For example, in the case
of the IS-136 standard, if we only want to estimate the
frequency ofifset, since we do not have to worry about delay
spreads of more than one symbol long, 1.¢., 41 us, we have
chosen 1to be 2, so we estimate the channel we only two taps
of one symbol apart, and we got satisfactory results, as will
be shown later in this paper. If on the other hand we are
interested 1n using the channel estimate as an 1nitial estimate
in an adaptive equalizer with j taps each T4 apart, then |1

should equal j, and the elements of H should be T apart.

Each system has 1ts own peculiarities, and one can care-
fully take this fact into account for his/her own advantage 1n
the design process. For example, 1n the following section we
will consider a special case 1n the mobile environment.
2.1 A Special Case 1n the Mobile Environment

Consider a mobile environment in which delay spread 1s
no longer than one Symbol time long as an example. The
[S-136 environment 1s one example that falls under this
category. We are trying to estimate the frequency oflset
present 1n a burst. Since 1n a mobile environment at most we
only get two 1nstances of a burst, then 1in order to minimize
the processing requirements, which 1s a very important

issue, we take 1 to be 2 (because there are no more than two

instances of the burst), with the two elements of H one
symbol apart (because the delay spread is not more than one
symbol long). In this case a closer examination of the 2x2
matrix X,, "X, reveals that

e+ M —1 e+ M —1 ] (10)
2, Wl ) in—
bt ook 1=k 1=k
Xy Xy =
MM k+M -1 k+M =2
2, =l ),
| 1=k i=k—1

Now, since the x;’s are one symbol apart and in mobile
environment we have a PSK-like schemes, then each of the

10

12

diagonal terms adds up to M times the energy of a symbol,
and are equal. In the off diagonal terms (note that one is the
complex con]ugate of the other), each term is the phase
difference 1n going from one symbol to the next, and there
arec M of them. If the off diagonal terms add up to zero, then
we have diagonalized the X, "X * matrix and the process
of estimation will be much simpler, and more importantly,
without any noise enhancement. In this situation we have
X,/ X, F=Mpl, where p is the symbol energy and I is the
1dent1ty matrix. Note that in this case the extra linear
processing of the received vector by (X,,"X,,)™" is not
necessary, since 1t just changes the gain and does not

- . . . . é
Increase any information value for estimating H. So the

. . . A —
estimation process simply reduces to H=X, TR=Mp
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H+X,,/ \TK}, simply a matched filter (matched to the trans-
mitted symbols not the channel), and the signal to noise ratio
1S

| H||
Ny

which 1s the best one can achieve.
[f we expand the top off diagonal term (the bottom one is
simply the complex conjugate of this) in (10) we get

k+M—1

Z X; Xy = i cos(t; —0;_1) + fi sin(®; — ;1)
=1 i=1

1=k

(11)

where 0, is the phase of the i”* symbol, and M>1. The goal

1s to make the right hand side equal zero. From the rela-
tionship above we see that if we take

g

then we get the off diagonal terms to be zero.
But, this 1n general requires some constellation symbols

that may not be standard. Even though during the SYNC
pattern generation we can choose whatever points we like,
this may be prohibitive specially in cases that we have to
adhere to a standard. For example, 1n case of M=3, we need
transmitted symbols that are 120 degrees apart. Even 1f we
change our transmission constellation during the SYNC-
word, the implementation will become more mvolved. The
case of M=2 and M=4, however, 1s more practical. For
instance when M=4, we need symbols that are 0, 90, 180,
and 270 degrees apart, which 1s a typical QPSK constella-
tion. Recalling our previous argument, in practice we do not
want M to be large due to the approximation of W, to an
1dentity matrix.

In case M 1s 2 or even, there 1s an easy way to achieve the
diagonalization, as described 1n the following section.
2.2 Diagonalization Algorithm When M 1s Even

If M 1s even, we can take 0. ,=0._,, in other words, take
every other symbol to be the same, known as a dotting
pattern in practice. This will result 1n the second summation
on the right hand side of (11) to be zero, and the first sum
to be Mcos (0,-0,). If we take 0,-0,=+%2 then the first sum
will be zero too, and the off diagonal term will be zero.

This stmply means

Take any two symbols from the constellation that are 90

degrees apart.

Transmit every other one ending on the symbol you
started with.
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In most practical cases this can be easily achieved, such
as 1n QPSK and 8-PSK. But unfortunately, this 1s not useful
for @4 shifted-QPSK, as 1 IS-136, since 1n this scheme
consecutive symbols must be an odd multiple of 45 degrees
apart.

If M=2, a closer look at (11) reveals that the off diagonal
terms can be made zero if 0,-0,=(0,-0,+7) mod (2m).

So the algorithm simply 1s

Choose a transition from one arbitrary symbol to a second
arbitrary symbol, within the bounds of the modulation
scheme.

Find the phase change 1 this transition.

Take the third symbol to be 180 degrees plus the previous

phase change module 2 away from the second symbol.

This 1s very useful especially in the case of IS-136, as the
aforementioned schemes for diagonalization would have
failed IS-136. But 1n this scheme, 1f, for instance, we take the
first phase change, going from one symbol to the next, to be
45 to -45 degrees, the next phase change needs to be —135
or 135 degrees, respectively, to achieve the diagonalization
ogoal. Fortunately this happens 1 two places 1n SYNCI
pattern of IS-136, namely, at offsets 1 and 8. The SYNC
patterns 1n IS-136 are given as phase changes, so the 1nitial
symbol 1s arbitrary, and are shown below for easier refer-
ence.

The foregoing merely 1illustrates the principles of the
invention and 1t will thus be appreciated that those skilled 1n
the art will be able to devise numerous alternative arrange-
ments which, although not explicitly described herein,
embody the principles of the mvention and are within its
spirit and scope.

For example, although the invention is 1llustrated herein
as being implemented with discrete functional building
blocks, e.g., a matching filter, etc., the functions of any one
or more of those building blocks can be carried out using one
or more appropriate programmed processors, €.g., a digital
signal processor. Similarly, although shown separately as a
cascaded matching filter and sidelobe suppression filter,
these filters can be combined into one filter. Also, the
inventive concept 1s not limited to the applications of TIA
[S-136.

What 1s claimed:

1. A method for use in a receiver for estimating a
frequency offset, the method comprising the steps of:

receiving a signal representing information in a time-
division-multiplexed-access format that includes data
representing a synchronization word comprising X

symbols;

forming a plurality of m-tap estimates of different por-
tions of the received synchronization word, each por-
tion comprising at least k symbols, where m=2 and
k<x; and

determining the frequency offset estimate as a function of
phase differences between the plurality of m-tap esti-
mates.

2. The method of claim 1 wherein the forming step match
filters each of the k-symbol portions of the received syn-
chronization word with a corresponding k-symbol portion of
a pre-stored version of the synchronization word for pro-
viding the plurality of m-tap estimates.

3. The method of claim 2 wherein the match filtering
correlates each k-symbol portion of the received version
with a corresponding k-symbol portion of the pre-stored
version for providing the plurality of m-tap estimates.

4. The method of claim 1 wherein the determining step
includes the steps of:
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selecting j of the plurality of m-tap estimates; and

determining the frequency offset estimate as a function of
phase differences between the j-selected m-tap esti-
mates.
5. The method of claim 4 wherein the selecting step
selects the m-tap estimates having the 1 largest magnitudes.
6. The method of claim 5 wherein the determining step
includes the step of weighting the phase differences between
the j-selected m-tap estimates as a function of the magni-
tudes of the j-selected m-tap estimates as a precondition to
determining the frequency offset estimate.
7. The method of claim 1 wherein the forming step
includes the steps of:

match filtering each portion to provide an interim plurality
of m-tap estimates; and

filtering each of the mterim plurality of m-tap estimates to
reduce sidelobes to provide the plurality of m-tap
estimates.
8. A method for use 1n a receiver, the method comprising
the steps of:

forming a plurality of m-tap estimates of a received
signal, where m=2; and

determining a frequency oflset estimate, for use 1n recov-
ering information from the received signal, as a func-
tion of phase differences between the plurality of m-tap
estimates

wherein the received signal includes a received version of
a predefined pattern of symbols comprising 1 symbols,
and the forming step match {filters n portions of the
received version for providing the plurality of m-tap
estimates, where nZj.

9. The method of claim 8 wherein each portion comprises
k symbols of the predefined pattern, where k<.

10. The method of claim 9 wherein the match filtering
correlates each k-symbol portion of the received version
with a corresponding k-symbol portion of the predefined
version for providing the plurality of m-tap estimates.

11. The method of claim 10 wherein the received signal 1s
representative of a time-division-multiplexing-access signal
and the predefined pattern of symbols 1s a synchronization
word.

12. A method for use 1n a receiver, the method comprising
the steps of:

forming a plurality of m-tap estimates of a received
signal, where m=2; and

determining a frequency olflset estimate, for use 1 recov-
ering information from the received signal, as a func-
tion of phase differences between the plurality of m-tap
estimates

wherein the determining step includes the steps of:
selecting j of the plurality of m-tap estimates; and

determining the frequency oflset estimate as a function of
phase differences between the j-selected m-tap esti-
mates.
13. The method of claim 12 wherein the selecting step
selects the m-tap estimates having the largest magnitudes.
14. The method of claim 12 wherein the determining step
includes the step of weighting the phase differences between
the j-selected m-tap estimates as a function of the magni-
tudes of the j-selected m-tap estimates as a precondition to
determining the frequency oflset estimate.
15. A method for use 1n a receiver, the method comprising
the steps of:

forming a plurality of m-tap estimates of a received
signal, where m=2; and
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determining a frequency oflset estimate, for use 1n recov-
ering information from the received signal, as a func-
tion of phase differences between the plurality of m-tap
estimates

wherein the received signal includes a received version of
a predelined pattern of symbols comprising | symbols,
and wherein the forming step includes the steps of:

match filtering n portions of the received version for
providing an interim plurality of m-tap estimates,
where nZj; and filtering the interim plurality of m-tap
estimates to reduce sidelobes to provide the plurality of
m-tap estimates.

16. The method of claim 15 wherein the received signal
1s representative of a time-division-multiplexing-access sig-
nal and the predefined pattern of symbols 1s a synchroniza-
fion word.

17. Apparatus for estimating a frequency offset 1 a
received signal, the received signal representing information
in a time-division-multiplexed-access format that includes
data representing a synchronization word comprising X
symbols;

N banks of {filters for filtering N different portions of the
received synchronization signal to provide N m-tap
estimates, where m=2; and

a frequency offset estimator responsive to the N m-tap

estimates for generating the estimated frequency olffset.

18. The apparatus of claim 17 wherein each portion
comprises at least k symbols of the synchronization word,
where k<x.

19. The apparatus of claim 18 wherein each filter bank
correlates at least one k-symbol portion of the received
synchronization word with a corresponding k-symbol por-
fion of a pre-stored synchronization word for providing its
m-tap estimate.

20. The apparatus of claim 18 wherein the frequency
offset estimator comprises:

a selector for selecting 1 of the N m-tap estimates; and

means for determining the frequency oflset estimate as a
function of phase differences between the j-selected
m-tap estimates.

21. The apparatus of claim 20 wherein the selector selects

the m-tap estimates having the j largest magnitudes.

22. The apparatus of claim 20 wherein the means for
determining further includes a means for weighting the
phase differences between the j-selected m-tap estimates as
a Tunction of the magnitudes of the j-selected m-tap esti-
mates 1n order to determine the frequency oifset estimate.

23. The apparatus of claim 17 wherein each filter bank
further comprises:

a match filter for matching its portion of the synchroni-
zation word with a corresponding pre-stored portion of
the synchronmization work for providing an interim
m-tap estimate; and

a sidelobe reduction filter for reducing sidelobes present
in the mterim m-tap estimate to provide the correspond-
ing m-tap estimate of the filter bank.

24. Apparatus for estimating a frequency offset in a

received signal, the apparatus comprising:
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a plurality of filters, each filter forming an m-tap estimate
of different portion of the received signal: where m=2,;
and a frequency offset estimator responsive to the
plurality of m-tap estimates for generating the esti-
mated frequency ofl set wherein the received signal
includes a received version of a predefined pattern of
symbols comprising 1 symbols, and each filter match
filter n portions of the received version for providing

the plurality of m-tap estimates, where nZj.
25. The apparatus of claim 24 wherein each portion

comprises k symbols of the predefined pattern, where k<j.
26. The apparatus of claim 25 wherein the match filtering

correlates each k-symbol portion of the received version
with a corresponding k-symbol portion of the predefined

version for providing the plurality of m-tap estimates.

27. The apparatus of claim 26 wherein the received signal
1s representative of a time-division-multiplexing-access sig-
nal and the predefined pattern of symbols 1s a synchroniza-
tion word.

28. Apparatus for estimating a frequency offset 1n a

received signal, the apparatus comprising:

a plurality of filters, each filter forming an m-tap estimate
of different portion of the received signal: where m=2;
and a frequency offset estimator responsive to the
plurality of m-tap estimates for generating the esti-
mated frequency off set wherein the frequency offset
estimator comprises: a selector for selecting 1 of plu-
rality of m-tap estimates; and

means for determining the frequency offset estimate as a
function of phase differences between the j-selected m tap
estimates.

29. The apparatus of claim 28 wherein the selector selects
the m-tap estimates having the j largest magnitudes.

30. The apparatus of claim 28 wherein the means for
determining further includes a means for weighting the
phase differences between the j-selected m-tap estimates as
a function of the magnitudes of the j-selected m-tap esti-
mates as a precondition to determining the frequency oflset
estimate.

31. Apparatus for estimating a frequency oflset in a

received signal, the apparatus comprising:

a plurality of filters, each filter forming an m-tap estimate
of different portion of the received signal: where m=2;
and a frequency offset estimator responsive to the
plurality of m-tap estimates for generating the esti-
mated frequency off set wherein the received signal
includes a received version of a predefined pattern of
symbols comprising 1 symbols, and each filter further
comprising:

a match filter for matching a portion of the received
version for providing an interim m-tap estimate; and

a sidelobe reduction filter for reducing sidelobes present
in ecach interim m-tap estimate to provide the corre-
sponding m-tap estimate of the plurality of m-tap.

32. The apparatus of claim 31 wherein the received signal

1s representative of a time-division-multiplexing-access sig-
nal and the predefined pattern of symbols 1s a synchroniza-
tion word.
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