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1

METHOD AND APPARATUS FOR
DECODING TRELLIS CODE DATA

FIELD OF THE INVENTION

The present mvention relates to a TCM decoder for
decoding signals encoded by a ftrellis-coded modulation
(TCM) and, more particularly, to a method and an apparatus
capable of decoding trellis code data 1n both 8 state Gaussian
channel mode and 16 state partial response channel mode 1n
a forward error correction decoder for HDTV.

DESCRIPTION OF THE PRIOR ART

Recently, there has been increasing interest 1n some types
of combined modulation and coding schemes, called trellis-
coded modulation(TCM), that achieve coding gain without
any bandwidth expansion m a bandwidth-limited channel.
The TCM 1ncludes a finite-state encoder and a non-binary
modulator. Therefore, as compared with a conventional
modulation, the TCM can achieve net coding gains of 3 to
6 dB, relative to uncoded case, 1n the presence of an additive

white Gaussian noise(AWGN).

In a concatenated coding technique 1mplementing a con-
catenated coding by connecting two different coders, €.g., an
inner and an outer coders, so as to advance data reliability,
a well known convolutional encoder or a TCM encoder 1s
used as the mner coder and data encoded by the inner coder
are decoded by a trellis decoder employing a Viterb1 algo-
rithm. A Reed-Solomon coder can be used as the outer coder.
The outer coder corrects errors which have not been cor-
rected at the inner coder to thereby minimize the rate of
errors. This concatenated coding technique achieves more
advanced implementation with less complex hardware than
a coding technique having one coding method.

At a recerving end, the TCM data are decoded through the
use of the trellis decoder. The trellis decoder 1s a maximum
likelihood decoder that provides a forward error correction.
Trellis decoding 1s used 1n decoding a sequence of encoded
symbols, such as a bit stream. The bit stream can represent
encoded 1nformation i1n telecommunication transmission
through various media with each set of bits representing a
symbol 1nstant. In the decoding process, the trellis decoder
works back through a sequence of possible bit sequences at
cach symbol instant to determine which bit sequence could
most likely have been transmitted. The possible transitions
from a bit at one symbol 1nstant, or state, to a bit at a next,
subsequent, symbol instant or state are limited. Each pos-
sible transition from one state to a next state can be shown
oraphically and defined as a branch. A sequence of inter-
connected branches defines a path. Each state can transit
only to a limited number of next states upon receiving a next
bit 1n the bit stream. Thus, some paths survive during the
decoding process and the other paths do not. By eliminating
those transition paths that are not permissible, computational
cfficiency can be improved in determining those paths most
likely to survive. The trellis decoder typically defines and
calculates a branch metric associated with each branch and
employs this branch metric to determine which paths will
survive and which paths will not.

A branch metric 1s calculated at each symbol instant for
cach possible branch. Each path has an associated metric, an
accumulated value, that 1s updated at each symbol 1nstant.
For each possible transition, the accumulated value for the
next state 1s obtained by selecting the smallest of the sums
of the branch metrics for different possible transitions and
the path metrics from the previous states.

While several paths may survive at the transition from one
symbol 1nstant to a next symbol instant, there 1s only one
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path accumulated with a minimum value. A sequence of
symbol 1nstants 1s referred to as a trace-back. The number of
symbol instants tracing back through the trellis that extends
a path with the minimum accumulated value defines the
length, or decoding depth D, of a trace-back. The individual
state 1n the trellis associated with the minimum accumulated
value 1n a trace-back 1s translated into most likely bits that
could have been transmitted in that symbol instant. The bits
are referred to as a decoded symbol.

Referring to FIG. 1, there 1s shown a schematic block
diagram of a conventional trellis decoder including a branch
metric calculation unit(BMU) 11, an add-compare-select
unit(ACS) 12, a path metric network(PMN) 13, and a

survivor memory unit(SMU) 14.

The branch metric calculation unit 11 receives a sequence
of transmitted symbols and calculates branch metrics, 1.e.,
distances between branches associated with each state and
the transmitted symbol. The branch metrics are provided to
the add-compare-select unit 12. The add-compare-select unit
12 chooses a path having a minimum path metric among
paths corresponding to each state. Specifically, the add-
compare-select unit 12 adds the branch metrics provided
from the branch metric calculation unit 11 to corresponding
previous path metrics from the path metric network 13; and
compares candidate path metrics, 1.¢., the sums of the branch
metrics and the corresponding previous path metrics with
onc another to thereby choose a new path metric having a
smallest value. The selected path metric 1s provided to the
path metric network 13 as a new path metric for each state
and 1nformation for tracing back on the selected path 1s
coupled to the survivor memory unit 14. The survivor
memory unit 14 stores the information from the add-
compare-select unit 12 as the length of a survivor path, 1.e.,
a decoding depth 1n order to decode the transmitted symbols
and outputs decoded data by tracing back to the survivor
path based on a trace-back algorithm.

One example of trellis decoders having the above struc-
ture 1s a decoder used 1n a GA HDTYV receiving system
proposed by a Grand Alliance(GA). The GA HDTYV trans-
mission system encodes data 1n an 8-level vestigial sideband
modulation (VSB) mode and transmits the coded data on a
frame-by-frame basis.

Referring to FIG. 2 representing a data frame structure
used 1 the GA HDTV transmission system, a frame consists
of two fields and each field 1s divided into 313 segments.
Each segment 1includes a segment synchronization signal of
4 symbols and 828 (data+forward error correction symbol

(FEC))’s and a first segment of each field is allotted to a field
synchronization signal.

In order to produce a transmission signal, a randomized
signal 1s coded by using Reed-Solomon coding; interleaved;
and trellis-coded. The trellis coded signal 1s incorporated
with the segment synchronization and the field synchroni-
zation signals and the incorporated signal 1s combined with
a pilot signal. The combined signal 1s modulated through the
VSB and transmitted by a carrier.

Referring to FIG. 3, there 1s provided a convolutional
trellis coding block for 8-level VSB mode, which includes a
pre-coder 30, a trellis encoder 32, and an 8-level symbol
mapper 34.

A higher input bit X1 1s exclusive-ORed with a 12 symbol
delayed previous bit at the pre-coder 30 and, then, the
exclusive-ORed signal 1s outputted as a middle output bat
Y1. The middle output bit Y1 1s directly inputted to the
8-level symbol mapper 34 as an mput bit Z2 without being
coded at the trellis encoder 32. A lower mput bit X0 is
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convolutionally encoded 1n a coding rate of 1/2 at the trellis
encoder 32 so that two output bits Z1 and Z0 are generated
and, then, the convolutionally encoded bits Z1 and Z0 are
provided as mput bits to the 8-level symbol mapper 34. The
input bits Z2, Z1 and Z0 provided from the trellis encoder
32 of a coding rate 2/3 are converted to 8-level symbols(R:
-7, =5, -3, -1, 1, 3, 5, 7) at the 8-level symbol mapper 34
so that an 8-level VSB modulation signal can be transmitted.

In the meantime, the trellis coding has a strong charac-
teristic against the AWGN but a weak characteristic against
a group error and, therefore, input symbols may be sequen-
fially inputted to 12 trellis coding blocks which are con-
nected 1n parallel so that the mput symbols may be 12
symbol intra-segment interleaved as can be shown 1n FIG. 4.

Referring to FIG. 4, a trellis code mterleaver comprises an
input switch 40, 12 trellis encoders E1 to E12 and an output
switch 42, wherein the mput switch 40 converts interleaved
data transmitted on a packet-by-packet basis to a symbol-
by-symbol basis, each symbol having two bats, 1.€., X1 and
X0; each trellis encoder containing the pre-coder 30 and the
trellis encoder 32 as shown 1n FIG. 3 sequentially receives
the 1nterleaved symbols connected to each of the 12 outputs
of the 1nput switch 40; and the output switch 42 sequentially
transiers the outputs of the trellis encoders El to E12 to the
8-level symbol mapper 34. It 1s noted that the mput switch
40 and the output switch 42 are synchronized with each
other.

In FIG. 5, there 1s provided a block diagram of a trellis
code deinterleaver 1n a GA HDTV receiving system. Since
TCM codes have been interleaved by a unit of 12 symbols
at the trellis code interleaver, the trellis code deinterleaver
must mvolve 12 number of trellis decoders D1 to D12
connected in parallel 1n order to deinterleave transmitted
data. Accordingly, each of the trellis decoders deinterleaves
to decode every 12th symbol sequentially inputted.

The TCM decoding path has two different paths depend-
ing on whether an NTSC 1interference rejection filter 1s used
or not as shown in FIG. 6. Referring to FIG. 6, in case the
NTSC interference rejection filter 1s not used, an optimal
response trellis decoder 65 which performs 8-state mode
decoding for a real channel with the AWGN 1s only utilized
in order to restore mput symbols. On the other hand, 1n the
event the NTSC interference rejection filter 61 1s used, the
output signals of the filter 61 1s changed from 8 to 15 levels
according to the transfer function of the filter and, therefore,
a partial response trellis decoder 63 which performs 16 state
mode decoding should be utilized.

As can be seen above, the conventional trellis decoder
contains either only the 8-state mode optimal trellis decoder
65 or both the 8-state mode optimal trellis decoder 65 and
the 16-state mode partial response trellis decoder 63,
depending on whether the NTSC 1nterference rejection filter
61 1s used or not. Therefore, there 1s a problem that an area
occupied by a number of trellis decoders increases.

SUMMARY OF THE INVENTION

It 1s, therefore, a primary object of the present invention
to provide an apparatus capable of decoding trellis code data
in both 8 state mode and 16 state mode 1n a smallest arca
with complexity of only 16 state mode.

In accordance with the present invention, there 1s pro-
vided a method for decoding a trellis encoded stream d, by
the use of either an 8 state maximum likelithood response
decoding mode, 1n short, an 8 state mode, through a Gaus-
sian channel or a 16 state partial response decoding mode,
in short, a 16 state mode, through a partial response channel,
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wherein the trellis encoded stream d, 1s obtained by an M
symbol 1ntra-segment interleaving technique using M num-
ber of trellis encoders and an 1ndex k for identifying a trellis
encoded stream generated from a kth trellis encoder among
total M trellis encoders 1s equal to or greater than 1 and equal
to or smaller than M, M being a positive integer representing
the number of the trellis encoders, the method comprising
the steps of:

(a) 1n response to a mode selection signal FENA, passing
off the trellis encoded stream for the 8 state mode and
removing the influence of a segment synchronization
signal from the trellis encoded stream for the 16 state
mode;

(b) calculating all branch metrics with different values in
parallel for either the 8 or the 16 state mode determined

based on the FENA;

(c) selecting a predetermined number of branch metrics
required for each state among all the branch metrics of
cither the 8 or the 16 state mode determined based on
the FENA, thereby finding the predetermined number
of candidate path metrics and determining a survivor
metric and a determination vector thereof, wherein the
survivor metric represents a candidate path metric with
a maximum likelithood among all the candidate path
metrics;

(d) providing the survivor metric for said each state
determined in step (c) as a previous path metric for a
previous state;

(¢) tracing back for a decoding depth of the 8 or the 16
statc mode 1n response to the FENA based on the
determination vector of said each state determined in
step (c¢), thereby finding a decoded symbol; and

(f) intra-segment deinterleaving the decoded symbol and
converting the intra-segment deinterleaved decoded
symbol 1n the unit of a predetermined size of packet.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects and features of the present
invention will become apparent from the following descrip-
tion of preferred embodiments given 1in conjunction with the
accompanying drawings, in which:

FIG. 1 shows a block diagram of a conventional trellis
decoder applied with a Viterb1 algorithm;

FIG. 2 presents a data frame 1n a transmission system of
Grand Alliance high definition television (GA HDTV);

FIG. 3 provides a block diagram of an 8-level vestigial
sideband modulation (VSB) trellis coding block in a GA
HDTYV transmission system;

FIG. 4 depicts a block diagram of a trellis code interleaver
for carrying out an intra-segment interleaving;

FIG. § represents a block diagram of a trellis code
deinterleaver 1n a GA HDTYV receiving system;

FIG. 6 1llustrates a block diagram of a trellis decoder with
and without a NTSC 1interference rejection filter;

FIG. 7 describes a block diagram of a trellis decoder 1n
accordance with the present invention;

FIG. 8 portrays a timing diagram of input signals inputted
into the trellis decoder shown 1n FIG. 7;

FIG. 9 delineates a timing diagram of output signals fed
from the trellis decoder shown 1n FIG. 7,

FIG. 10 pictures a detailed circuit of a control unit shown
m FIG. 7;

FIG. 11 shows a detailed circuit of a segment synchroni-
zation rejection filter shown 1n FIG. 7;
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FIG. 12 presents a detailed circuit of a branch metric unit
(BMU) shown in FIG. 7;

FIG. 13 provides a block diagram of an add-compare-
select (ACS) shown in FIG. 7;

FIG. 14 depicts a exemplary circuit for the ACS shown 1n
FIG. 13;

FIGS. 15A to 15P represent detailed circuits of processing
clements shown 1n FIG. 14, respectively;

FIG. 16 illustrates a block diagram of a path metric
network (PMN) shown in FIG. 7;

FIG. 17 describes a block diagram of a survivor memory
unit (SMU) shown in FIG. 7;

FIG. 18 portrays a data delay processor shown 1n FIG. 17;

FIG. 19 delineates a detailed circuit of a 12-symbol delay
register module shown in FIG. 18;

FIG. 20 pictures a timing diagram of several control

signals for illustrating an operation of the delay register
shown 1n FIG. 18;

FIG. 21 shows a state diagram of input signals, saved data
and output signals of each 12-symbol delay register for
illustrating an operation of the 12-symbol delay register

shown 1n FIG. 19;
FIG. 22 presents a traceback processor shown in FIG. 18.

FIGS. 23A and 23B provide detailed circuits of the
processing elements 1n the first operation module shown in
FIG. 21; and

FIGS. 24A and 24B depict detailed circuit of the process-
ing elements 1n the second operation module shown 1n FIG.

21.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

An embodiment of the present invention is illustrated to
design a trellis decoder, which may decodes trellis code data
encoded according to a transmission specification of the

Grand Alliance high definition television (GA HDTV).

Referring to Table 1, there 1s 1llustrated coded streams in
the unit of a segment, wherein each coded stream 1s provided

through a trellis code interleaver, shown 1n FIG. 4, employed
in GA HDTV.

TABLE 1
segment group 1 group 2 . group 69
#1 dl,d2...d12 dl,d2...d12 ... dl,d2...d12
#2 d5,d6...d4 d5,d6...d4 ... d5,d6...d4
#3 d9,d10...d8 d9, d10 . . . d8 ... d9,d10...d8

2 2 2

In Table 1, since each group 1s carried out by a 12 symbol
intra-segment interleaving, it 1s classified 1n the unit of 12
symbols and an i1ndex attached to each data 1s identical to
that of a corresponding trellis encoder shown 1n FIG. 4. That
is, d1 is data fed from a first trellis encoder(E1), d2 is data
fed from a second trellis encoder(E2) and so on. The data
stream fed from each trellis encoder 1s periodically repeated
with a period of 3 segments. For example, the first segment
#1 starts with the data d1 fed from the first trellis encoder
(E1) and includes d2, d3, d4, . . . and d12 in sequence; the
second segment #2 starts with the data d5 fed from the 5th
trellis encoder(ES) and includes d6, d7, dS§, . . . and d4 in
sequence; and the third segment #3 starts with the data d9
fed from the 9th trellis encoder(E9) and includes d9, d10,
dll, . . . and d8 1n sequence. The above sequence results
from a switching operation of the interleaver during the
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receipt of 4 symbols of segment synchronization signal.
Therefore, the data stream di with an index 1 shown 1n Table
1 should be applied to a trellis decoder D1 with the same
index 1. That 1s, d1 1s available to a first trellis decoder(D1),

d2 is available to a second trellis decoder(D2) and so on.

Since a conventional GA HDTYV receiver employs 12
trellis decoders as shown 1 FIG. 1 to perform 12 symbol
intra-segment deinterleaving and decoding at the same time,
only one decoder operates every 12th symbol and the
remaining 11 decoders do not operate at all. That 1s, the
whole 12 trellis decoders used 1n the receiver do not operate
simultaneously for every data input so that 1t will be possible
to use only one trellis decoder by performing a time-division
multiplexing technique 1n the unit of 12 symbols. Although
12 trellis decoders may be simply designed by duplicating
the same decoding unit, a much larger space will be needed.
Meanwhile, one trellis decoder by the time-division multi-
plexing technique has a little complex design but requires a
smaller space.

The trellis decoder 1n the present invention 1s designed to
include only one trellis decoder by employing the time-
division multiplexing technique so as to be used in two
mode, 1.€., 8 and 16 state mode according to the character-
istics of channels. The specification for a trellis coded
modulation(TCM) decoder in the present embodiment is
defined as follows:

TABLE 2

16 state mode TCM & state mode TCM

decoding depth 15 10

branch metric 9 bits 8 bits
path metric 10 bats 9 bits
state 4 bits 3 bits

Alarger bit number and a higher decoding depth are required
in order to design the 16 state mode TCM as shown 1n Table
2. This means that much more registers are needed in the
path metric network (PMN) and the survivor memory unit
(SMU). The trellis decoder 1n accordance with the present
invention does not include both the 8 state mode and the 16
state mode separately, but 1s designed basically with the
specification of the 16 state mode which can also be used 1n
the 8 state mode.

Referring to FIG. 7, there 1s a block diagram of a trellis
decoder 1n accordance with the present invention, which
comprises a segment synchronization rejection filter 1, a
branch metric calculation unit (BMU) 2, an add-compare-
select unit(ACS) 3, a path metric network(PMN) 4, a
survivor memory unit (SMU) §, a deinterleaving and output
processing unit (DOUT) 6 and a control unit 7.

As 1llustrated above, the trellis decoder basically com-
prises the BMU 2, the ACS 3 and the SMU 3. Further, the
PMN 4 is required for providing previous path metrics in
order to calculate new path metrics for each new state. Since
input symbols 1n the 16 state mode should pass through an
NTSC interference rejection {ilter, the segment synchroni-
zation rejection filter 1 precedes the BMU 2 in order to
remove the influence of the segment synchronization sig-
nals. In order to carry out an intra-segment deinterleaving
process 1n the unit of byte on decoded data, which 1s

provided from the SMU 8§ in the unit of symbol (2-bits), the
DOUT 6 follows the SMU 3. The control unit 7 1s added 1n
order to generate control signals needed to control the
respective elements.

If trellis code data received corresponds to the 8 state
mode, the segment synchronization rejection filter 1 passes
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the trellis code data based on a mode selection signal
(FENA) and, otherwise, i.c., if the trellis code data corre-
sponds to the 16 state mode, the segment synchronization
rejection filter 1 removes the influence of the segment
synchronization signal to generate a to-be-decoded symbol.
The BMU 2 receives the to-be-decoded symbol from the
segment synchronization rejection filter 1 and calculates all
branch metrics which can be generated for each of two
modes based on the FENA as follows: 7 branch metrics BM1
to BM7 are generated 1n the 8 state mode, while 15 branch
metrics BM1 to BM1 are calculated in the 16 state mode.
The ACS 3 receives the FENA and all the branch metrics
from the BMU 2; selects several branch metrics BM, ; to
BM. , required for each state S(t), which can be generated
in each of two state modes; accumulates the branch metrics
for each state and previous path metrics PM, , to PM, ,, ted
from the PMN 4, for the previous states associated with the
selected branch metrics to determine new candidate path
metrics; and provides a most likely path metric as a survivor
metric SM. for each state with a determination vector DV,
for the survivor metric. The PMN 4 temporally stores the
survivor metric SM. for each state from the ACS 3 and
provides the stored survivor metric SM. to the ACS 3 as a
previous path metric PM. for a next state. The SMU §
receives the determination vector DV =(X1, X0) for each
state from the ACS 3 based on the FENA; and tracing back
a previous state for each of the two modes as far as a
decoding depth based on the determination vectors DV ,’s by
a traceback algorithm to generate a decoded symbol
(decoded_ out) with 2 bits. The DOUT 6 carries out an
intra-segment deinterleaving process for the decoded sym-
bol fed from the SMU 5 based on the FENA and, then,
converts the 2 bit decoded symbol 1nto the unit of packet,
1.€., 8 bits 1n order to be adapted to a next umnit.

Referring to FIG. 8, a timing diagram of input signals 1nto
the TCM decoder and the function of the mput signals will
be described as follows:

1. CLK: a clock signal in which an ascending edge
represents an enable state;

2. CLEAR: a clear signal to reset the system;

3. SYSENA: a system enable signal to make the entire
system enable;

4. DSUCC: a demodulation success signal to indicate that
VSB modulation signals at the front end of the TCM
decoder are successtully decoded, wherein, if the VSB
modulation signals are successtully decoded, the TCM
decoder may be operated while the DSUCC remains
ilﬂ;

5. DSYN: a signal to represent whether a segment syn-
chronization signal 1s received or not, wherein the
segment synchronization signal with 4 symbols may be
received while the DSYN remains ‘1°;

6. FSYN: a signal to show whether a field synchronization
signal 1s received or not, wherein the field synchroni-

zation signal with 828 symbols 1s received while the
FSYN remains ‘1°;

7. FENA: a signal to indicate whether or not the NTSC
interference rejection filter 1s used according to the
channel characteristics, wherein a FENA signal value
‘1’ represents the TCM decoder 1s operated 1n the 16
state mode, while a FENA signal value ‘0’ represents
the TCM decoder 1s operated 1n the 8 state mode; and

8. DATA_IN: an imput of the trellis encoded data,

wherein the trellis encoded data 1s received in the unit
of symbol each clock.

Referring to FIG. 9, there 1s 1llustrated a timing diagram
of output signals fed from the TCM decoder shown 1n FIG.
7 and the function of the output signals will be described as
follows:
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1. SFLAG: a signal to indicate whether the segment
synchronization signal 1s provided or not, wherein the
segment synchronization signal with 4 symbols may be
generated while the SFLAG remains “1°;

2. FLAG: a signal to show whether valid decoded data 1s

generated or not, wherein the valid decoded data 1s
provided while the FLLAG remains ‘1°.

3. DATA_OUT: an output of the decoded data from the
TCM decoder, wherein the decoded data 1s provided 1n
the unit of packet with 8 bits at every 4th clock.

While the field synchronmization signal i1s received, the
trellis decoded data must not be outputted and the FLAG
signal remains ‘0’. Since both the FLLAG signal and the
SFLAG signal at the first clock of 4 clocks, during which the
secgment synchronization signal 1s outputted, remain “1°,
output data provided during the first clock must not be valid.

While, input data 1n the encoding process 1s transmitted 1n
the unit of frame as described above, wherein each frame
consists of 2 fields and each field consists of 313 segments.
The first segment (segment #1) is for the field segment
synchronization signal and the remaining 312 segments are
for valid data. Each segment has 208 packets, 1.e., 832
symbols (=208x4 symbols) so that each packet has 8 bits and
the first packet, 1.e., the first 4 symbols of each segment 1s
for the segment synchronization signal. All data 1s received
in the unit of packet so that one packet 1s received at every
4th clock.

Also, decoded data at every 4th clock may be provided 1n
the decoding process. The decoded data has a size of a
packet, 1.e., 4 symbols and, only when the synchronization
signals such as the segment synchronization signal and the
field synchronization signal are received in the TCM
decoder, no decoded data can be provided. If the FLAG
remains ‘1°, 4 symbols, each symbol having 2 bits, are
packaged to be outputted 1n the unit of a packet.

Referring to FIG. 10, there 1s illustrated a detailed circuit

of the control unit 7 shown 1n FIG. 7, wherein the control
unit 7 mcludes a PENA generator 70, a SENA generator 71,

an OUTENA generator 72, a BEENA generator 73, a logic
AND gate 74, an 832 counter 75, a 313 counter 76, a 96
counter 77, a 48 counter 78, a 12 counter 79 and a 2 counter
80.

The PENA generator 70 generates a PMN enable signal
(PENA) that enables the PMN 4. The SENA generator 71
generates a SMU enable signal(SENA) that enables the
SMU 5. The OUTENA generator 72 generates a DOUT
enable signal(OUTENA) that enables the DOUT 6. The
BEENA generator 73 generates a BEENA signal required to
generate the FLLAG signal, which 1s an indication signal to
indicate that valid decoded data 1s outputted. The BEENA
signal remains ‘0” until the first output from the TCM 1s
provided and turns to be ‘1’ after the first output.

The logic AND gate 74 generates a START UP signal by
processing an AND operation on DSYN(segment synchro-

nization signal), DSCUU(demodulation success signal),
CLEAR, SYSENA(system enable signal), wherein the

START UP signal tells whether the TCM decoder can ':)e
operated or not. When the START UP signal turns to be “1°
the BEENA generator 73, the 832 counter 75, the 313
counter 76, the 96 counter 77, the 48 counter 78, the 12
counter 79 and the 2 counter 80 start to operate.

Since each segment has 832 symbols, the 832 counter 75
generates a ¢c832 counting signal for identifying segments by
counting the number of symbols and the ¢832 counting
signal 1s provided to the SENA generator 71, the OUTENA
oenerator 72, the BEENA generator 73, the 313 counter 76,
the 96 counter 77, the 48 counter 78, the 12 counter 79 and
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the 2 counter 80 within the control unit 7 and 1s also
provided to the segment synchronization rejection filter 1,
the PMN 4, the SMU 5 and the DOUT 6 for their respective
controls.

Since each field has 313 segments, the 313 counter 76
generates a ¢313 counting signal for identifying fields by
counting the number of segments and the ¢313 counting

signal 1s provided to the PENA generator 70, the SENA
generator 71, the OUTENA generator 72, the BEENA
ogenerator 73, the 96 counter 77, the 48 counter 78, the 12
counter 79 and the 2 counter 80 within the control unit 7 and
1s also provided to the DOUT 6.

The 96 counter 77, the 48 counter 78, the 12 counter 79
and the 2 counter 80 are used in order that the DOUT 6
carries out an 1Intra-segment deinterleaving for decoded
symbols and converts the size of the intra-segment deinter-
leaved data so as to control the output timing of the decoded
data.

If the first output 1s provided from the DOUT 6, the 96
counter for data output starts to count the byte number of
data so that 1t may output one byte of data at every 4th clock
and, if necessary, stops to count during the output of the
segment synchronization signal. According to the 48 counter
78, the 12 counter 79 and the 2 counter 80 for data input,
cach input data 1s assigned to an 8-bit register within one of
two register groups of the DOUT 6, each register group
having 12 number of 8-bit registers.

That 1s, as soon as first 2 bit data from the SMU 5§ 1s
provided to the DOUT 6 to be stored therein, the 48 counter
78 starts to count, but 1s controlled 1n such a way that 1t does
not count during 4 clocks while the segment synchronization
signal being received. If a register group 1s filled up with 48
symbol data, 1t 1s controlled for the 2 counter 80 to start to
count.

The 2 counter 80 selects one of two register groups
alternatively, wherein one of the two register groups pro-
vides the data stored therein while the other register group
receives another mput data so that the receiving and pro-
viding the data can be carried out continuously by two
register groups.

The 12 counter 79 determines which 8-bit register among;
12 8-bit registers of the selected register group receives the
input data; as soon as first data from the SMU 35 1s provided
to the DOUT 6 to be stored therein, the 12 counter 79 starts
to count, but 1s controlled in such a way that 1t does not count
during 4 clocks while the segment synchronization signal
being received. Data received in the unit of symbol at each
clock 1s shifted to be stored 1n a next 8-bit register at each
clock and 1n turn 1s stored 1n the same 8-bit register at every
12th clock.

Referring to FIG. 11, there 1s a detailed circuit for the
segment synchronization rejection filter 1 shown in FIG. 7.
In the 16 state mode, the segment synchronization rejection
filter 1 eliminates the influence of the segment synchroni-
zation signal 1n input data DATA__IN so that only valid data,
1.e., FILTER__OUT can be provided to the next unit, 1.e., the
BMU 2. While, 1n the 8 state mode, the segment synchro-
nization rejection filter 1 receives input data simply for
providing to the next BMU 2.

As described above, 1f transmitted data shown 1in FIG. §
passes through the NTSC interference rejection filter, a
current 1put signal 1s subtracted from a previous signal
delayed by as long as 12 symbols so that the 8 level symbol
may be converted mnto a 15 level symbol. Table 3 represents
the memory states of 12 symbol delay memories in a
conventional NTSC interference rejection filter, mput sig-
nals and output signals. The input signals shown 1n Table 3
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represent signals from the trellis encoders based on the
second segment #2 shown 1n Table 1 and, therefore, corre-
spond to the output of the NTSC interference rejection filter
after the receipt of the 4 symbols of the segment synchro-
nization signals S1 to S4.

TABLE 3

output signal

clock 1nput 12 symbol delay memory (=input signal -
CLK signal mil m2 ml12 ml2)
1 S1  d1244y  dll, dl,_yy S1-dlg g,
282 Sl d1zgy, d2_yy S2-d2(_y,
3 S3 S2 S1 d3_yy S3-d3¢_y,
4  S4  S3 S2 dd(_yy S#-ddq_y,
5 d5,  S4 S3 d5 1y dSaydS sy
6 dopy By >4 d6¢-1) d0(1)-db-1
7 dlg  dbg S d74-1y A7y d7¢ay
8 Ay dly  dbg 81y A8ydS-y
0 By By dg Ba-1y PPy
10 dly Py A8 Al0¢-1y d0ayd1Ua-y
11 dllyy  dl0g dIg dllg gy ddlgydlle g,
12 C:Z(T) C:l(T) C:O(T) C:z(t—lj C:Q(t)-CZZ(T_:L)
13 c_-‘_l(t) c-_Z_Z(T) ;-2_1(1) 1 ;-i_(T)—Si_
15 (:_-3(,[) (:_-2(,[) c.:_.’_l(t) S3 (:_-3(0—83
16 d4 (:_-3(,[) ;.2(1) 4 (:_-4(1)—84
17 dSqery  dégy d3 A5y dS¢e1y-dSe

As shown 1n Table 3, the NTSC interference rejection
filter first receives 4 symbols of the segment synchronization
signal and confinues to receive trellis data, 1.e., 12 symbol
intra-segment 1nterleaved data from 12 trellis encoders so
that a difference signal between a current signal and a
corresponding 12 symbol delayed previous signal 1s pro-
vided as an output signal. The difference signal corresponds
to a difference between two data generated i1n the same
encoder. The difference signals during CLLK13 to CLK16,
however, do not represent trellis coded data but are influ-
enced by the segment synchronization signal.

In order to process 12 symbol intra-segment interleaved

data by using only one decoder, therefore, the segment
synchronization signal must be eliminated from the output
signal during 4 clocks after the instance delayed by as long
as 12 symbols clocks from the receipt of the segment
synchronization signal.

To overcome the above drawback, the segment synchro-
nization rejection filter 1 shown in FIG. 11 includes a 12
delay flip-flop 82 for delaying input data DATA__IN, an
adder 84 and a multiplexor MUX 86. The 12 delay flip-flop
82 cnabled by the SYSENA and synchronized by the CLK
receives the mput data DATA__IN 1n sequence and shifts 1t
by as much as 12 symbols so that the DATA__IN delayed by
as much as 12 symbols 1s provided to the adder 84 as delayed
data. The adder 84 adds the DATA__IN to the delayed data
of the 12 delay flip-flop 82 to provide the adding result to the
MUX 86 as an adder output. The MUX 86 receives the
DATA__IN at an 1mnput end ‘0’ and the adder output of the
adder 84 at another mmput end ‘1’ and generates as a
FILTER__OUT either the DATA__IN or the adder output
based on the combination of the FENA and the c¢832
counting signal. Either the 16 state mode or the 8 state mode
1s determined based on the FENA, while a section at which
the segment synchronization signal must be eliminated in
the 16 state mode 1s determined based on the ¢832 counting
signal for identifying each segment by counting the number
of symbols (1 segment=832 symbols). That is, based on the
combination of the FENA and the ¢832 counting signal, the
MUX 86 sclects the mnput end ‘1° within only 4 clocks after
the 1nstance delayed by as much as 12 clocks from the first
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receipt of the segment synchronization signal S1 while 1t
selects the other mput end ‘0” during the remaining time.
The Table 4 demonstrates the elimination of the segment
synchronization signal by the use of the segment synchro-
nization rejection filter 1 according to the above operation.

TABLE 4
12 symbol delay adder
clock Hip-flop output
CLK DATA_ IN ml .ml2 (DATA__IN + m12)
1 Sl-dl(T_lj dZ_Z(T_lj- Al gy Sl-dl(T_l) X
d:_Q(T_E) dl (t—2)
2 SZ-dZ(T_U Si_-dl(,[_l) CZ(T_D SZ-dZ(T_D X
d2_2)
3 SS-d3 (t-1) SZ-dZ(T_D ] 3(1_1)- SS-d3 (t—1) X
d3_2)
4 S4-d4(,[_1) SS-d3(T_1) c4(,[_1) S4-d4(,[_1) X
d4_2)
5 dS(T)-dS (T—l) S4-d4(1_1) ] 5(1_1)- dS(T)-dS (T—Q)

6 d6(1)_d6(1—1) dS(T)_dS(T—]_) . x s dG(T)'dG(T_Q)

ol I o IV i Y
[ N
ol
[

—

12

Referring back to FIG. 7, the BMU 2 receives the
FILTER__OUT from the segment synchronization rejection
filter 1; calculates branch metrics BM’s; and provides them
to the ACS 3. If a branch from a previous state to a current
state 1s built up through an accurate path, a branch metric ‘0’

MUX output

(FILTER__OUT)

Baydd -1

d6¢1)~d6r-1y

d7¢_2
d8_2)
9 dg(-[)_dg(-l—_l) dS(T)_dS(T— 1) A § 9(-[_1)_ dg(-t)_dg(-t_z) dg(-t)_dg(-t_l)
d9¢_2)
1 U CEU(t)- dg(T)-dg(T_ 1) C e I U(t—l)_ CEU(T)- CEU(T)-
d10¢1y | Oy d10¢ 2y d10¢_1y
1 dHqy A0y le-y- ey Ay
C_-~-1(t—1) C_-~-U(t—1) L2y Cl (t—2) C_-~-1(t—1)
12 dl2ey dllqy A2y A2y
d12¢1y SERYTED 2-2y  H2¢ d12¢_1y
13 C-:_(T)-Sj_ C:Z(T)- -dl(T 1) C-:_(T)-dj_ (t-1) C':-(T)_dl(’[—l)
| e | | o
14 A2 dlp->1 32021y 2 A2y A2 A2
:5 C3(T)-S3 C 2(1)-82 . 83-(:_.3(1_1) C 3(’[)_ 3(’[—1) (:_.3(1)-(:_.3(1_1)
:6 C4(T)-S4 C3(0'S3 .. 4- .4(1_1) d 4(0- 4(‘[—1) (:_.4(1)-(:_.4(1_1)
By S

As shown 1n Table 4, the adder output from the adder 84
cequals a sum of a current input data DATA__IN, 1.e., the
output signal of the N'TSC rejection filter and a 12 symbol
delayed previous signal through the 12 symbol delay flip-
flop. Since the segment synchronization signal Si 1n the
DATA__IN 1s, therefore, oifset by the S1 1n the 12 symbol
delayed previous signal during the time interval from
CLK13 to CLK16, the adder output of the adder 84 naturally
corresponds to a difference between two trellis coded data
encoded at the same trellis encoder. As a result, the segment
synchronization signal(Si) generated within the time interval
from CLK13 to CLLK16 1s eliminated by the use of the adder
84 and the eliminated result, 1.e., the adder output selected
by the MUX 86 1s provided to the BMU 2. Any output of the
MUX 86 will do within 4 clocks CLK1 to CLK4 from the
initial instant of a segment, because the TCM decoder does
not operate during 4 clocks CLK1 to CLKA4.

As described above, the segment synchronization rejec-
tion filter 1 1n the 8 state mode provides the iput data
DATA__IN directly. In the meantime, the segment synchro-
nization filter 1 in 16 the state mode selects the adder output
of the adder 84 during the 4 clocks while the segment
synchronization signal(Si) being included in the DATA__IN,
but selects the DATA_IN directly during the remaining,
clocks except the above 4 clocks.
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1s generated. Any noise may be included in a real signal
transmitted through a real channel with the additive white
Gaussian noise(AWGN), not an ideal communication envi-
ronment with no noise. The AWGN, therefore, 1s really
added to the trellis encoded data for transmitting and a TCM
decoder of the receiver calculates a difference between the
real data with noise and the reference value of each branch,
wherein the difference 1s hardly equal to ‘0° and approxi-
mates to ‘0°. Each difference corresponds to a branch
metric(BM).

Each transfer between two states 1n each mode and a
corresponding 1nput and output signals will be 1llustrated
and, then, a rule for calculating a branch metric 1n each state
mode will be described.

(1) The 16 State Mode

In Table 5, input bits (X1,X0) are provided to the trellis
coding block shown in FIG. 3; previous output (Z2', Z1',
Z0" and current output (Z2, Z1, Z0) correspond to 8-level
values to be provided to the 8-level symbol mapper 34
shown 1n FIG. 3. Each channel symbol 1s the difference
between a current output(Z) and a previous output(Z') so that
the channel symbol 1s really transmitted.
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TABLE 5
Previous pPrevious input current current
state output bits output channel state
(S3'S2'S1'S0") (Z2'Z1'Z0")  (X1X0) (Z27170) symbol  (S35251S0)
0000 000(-7) 00 000(-7) 0 0000
0001 010(-3) 00 -4
1000 100(+1) 10 -8
1001 110(+5) 10 -12
0100 001(-5) 01 010(-3) +2 0001
0110 011(-1) 01 -2
1100 101(+3) 11 -6
1101 111(+7) 11 -10
0100 001(-5) 00 000(-7) -2 0010
0101 011(-1) 00 -6
1100 101(+3) 10 -10
1101 111(+7) 10 -14
0000 000(-7) 01 010(-3) +4 0011
0001 010(-3) 01 0
1000 100(+1) 11 -4
1001 110(+5) 11 -8
0010 000(-7) 00 001(-5) +2 0100
0011 010(-3) 00 -2
1010 100(+1) 10 -6
1011 110(+5) 10 -10
0110 001(-5) 01 011(-1) +4 0101
0111 011(-1) 01 0
1110 101(+3) 11 -4
1111 111(+7) 11 -8
0110 001(-5) 00 001(-5) 0 0110
0111 011(-1) 00 -4
1110 101(+3) 10 -8
1111 111(+7) 10 -12
0010 000(-7) 01 011(-1) +6 0111
0011 010(-3) 01 +2
1010 100(+1) 1 -2
1011 110(+5) 11 -6
0000 000(-7) 10 100(+1) +8 1000
0001 010(-3) 10 +4
1000 100(+1) 00 0
1001 110(+5) 00 -4
0100 001(-5) 11 110(+5) +10 1001
0110 011(-1) 11 +6
1100 101(+3) 01 +2
1101 111(+7) 01 -2
0100 001(-5) 10 100(+1) +6 1010
0101 011(-1) 10 +2
1100 101(+3) 00 -2
1101 111(+7) 00 -6
0000 000(-7) 11 110(+5) +12 1011
0001 010(-3) 11 +8
1000 100(+1) 01 +4
1001 110(+5) 01 0
0010 000(-7) 10 101(+3) +10 1100
0011 010(-3) 10 +6
1010 100(+1) 00 +2
1011 110(+5) 00 -2
0110 001(-5) 11 111(+7) +12 1101
0111 011(-1) 11 +8
1110 101(+3) 01 +4
1111 111(+7) 10 0
0110 001(-5) 10 101(+3) +8 1110
0111 011(-1) 10 +4
1110 101(+3) 00 0
1111 111(+7) 00 -4
0010 000(-7) 11 111(+7) +14 1111
0011 010(-3) 11 +10
1010 100(+1) 01 +6
1011 110(+5) 01 +2

decoded
symbol

00
00
10
10
01
01
11
11
00
00
10

14

As shown 1n Table 5, if an 8 level modulated signal 1s o0

converted 1nto a 15 level signal by the NTSC rejection filter

so that 16 state trellis diagram for the input signal continues

to be drawn, 4 branches from 4 previous states S' for each

current state S are generated based on the input bits (X1,

X0). 65
In order to calculate branch metrics for each current state

(S3, S2, 51, S0) as shown in Table 5, the input bits (X1, X0)

as well as the current state itself must be used. A higher 1input
bit X1 1s used as information on 4 paths transferred to the
current state. That 1s, the higher input bit X1 of the previous
states 0 to 7 1s ‘0’ and that of the previous states 8 to 15 1s

terent from each other

‘1°. Since the 4 branch metrics are di
by a predetermined value, only the
calculated and, then, the remaining
simply obtained by adding 4, 8 and

first branch metric 18
3 branch metrics are

12 to the first branch
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metric, respectively. The branch metric BM for the first path
of each current state shown 1n Table 5 1n the 16 state mode
1s calculated as follows:

BM=|NTSCoutput+Pout-Cout|
Pout=|[-7+2(S1PS0)+8(S3MX1))|

Cout=|-7+8S3+252+430)|

wherein the NTSC output 1s an output of the NTSC inter-
ference rejection filter; the Pout represents the previous
output Z'; and the Cout represents the current output Z. The
previous and the current outputs are determined based on the
current state (S3, S2, S1, S0) and the higher input bit X1.
Each branch metric 1s an absolute difference between the
NTSCoutput and (Cout-Pout). The remaining 3 branch
metrics of said each current state can be calculated by
increasing only the Pout by 4, 8 and 12, respectively. That
1s, a second previous output Pout2 of the second branch
metric 1s equal to Pout+4; a third previous output Pout3 of
the third branch metric is equal to Pout+8; and a fourth
previous output Pout4 of the fourth branch metric 1s equal to
Pout+12. According to a simple rule illustrated above, 4
branch metrics for 4 paths of each current state can be
calculated as follows:

BM=|NTSCoutput+2(S1S0)+8(S3EX1,)-853-2S2-4S0[ +4, +8,
+12]] Eq. 2

Since a difference Pout—Cout for each branch 1s a constant
as described above, the difference has been preassigned to
every branch so that the branch metric may be calculated by
adding the difference to the NTSCoutput just after the
receipt of the NTSCoutput. Table 6 shows differences Pout—
Cout assigned to 4 branches for each state.

Since the differences Pout—-Cout for all states can be
varied from -14 to +14 as shown 1n Table 6, the branch
metrics after adding the NTSCoutput to the differences can

be roughly changed from -30 to +30 by taking account of
the AWGN.

TABLE 6

current
state first branch

$3S2S1S0  (Poutl-Cout)

third branch
(Pout3-Cout)

fourth branch
(Pout4-Cout)

second branch
(Pout2-Cout)

0000 0 4 3 12
0001 -2 2 6 10
0010 2 0 10 14
0011 -4 0 4 8
0100 -2 2 0 10
0101 -4 0 4 8
0110 0 4 8 12
0111 -6 -2 2 0
1000 -3 -4 0 4
1001 -10 -6 -2 2
1010 -6 -2 2 0
1011 -12 -8 -4 0
1100 -10 -6 -2 2
1101 -12 -8 -4 0
1110 -8 -4 0 4
1111 -14 -10 -6 -2

(2) The 8 State Mode

In Table 7, mput bits (X1,X0) are provided to the trellis
coding block shown in FIG. 3; previous output (Z2', Z1',
Z0" and current output (Z2, Z1, Z0) correspond to 8-level
values to be provided to the 8-level symbol mapper shown
in FIG. 3. Each channel symbol 1s a difference between a
current output(Z) and a previous output(Z') so that the
channel symbol is really transmitted.
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TABLE 7
Previous
state input bits  current output channel decoded current state
(S2'S1'S0) (X1 X0) (Z27170) symbol symbol  (S251S0)

000 00 000 =7 00 000
010 01 010 -3 01

100 10 000 =7 10

110 11 010 -3 11

000 01 010 -3 01 001
010 00 000 —7 00

100 11 010 -3 11

110 10 000 =7 10

001 00 001 -5 00 010
011 01 011 -1 01

101 10 001 -5 10

111 11 011 -1 11

001 01 011 -1 01 011
011 00 001 -5 00

101 11 011 -1 11

111 10 001 -5 10

000 10 100 +1 10 100
010 11 110 +5 11

100 00 100 +1 00

110 01 110 +5 01

000 11 110 +5 11 101
010 10 100 +1 10

100 01 110 +5 01

110 00 100 +1 00

001 10 101 +3 10 110
011 11 111 +7 11

101 00 101 +3 00

111 01 111 +7 01

001 11 111 +7 11 111
011 10 101 +3 10

101 01 111 +7 01

111 00 101 +3 00

As shown 1n Table 7, if an 8 state trellis diagram for an 8
level modulated signal continues to be drawn, a previous
state S'1s associated with 4 current states through 4 branches
based on the input bits (X1, X0). The branch metrics for the
first path of each current state shown 1n Table 7 1n the 8 state
mode 1s calculated as follows:

Branchmetric=|NTSCoutput-Dout|

Dout=—7+2x5S1+8x52 Eq. 3
wherein the NTSCoutput 1s an output signal of the NTSC
interference rejection filter; and the Dout represents a
desired output determined with constant weights on the
higher two bits (52, S1) of the current state (S2, S1, S0).
Each branch metric may be an absolute difference between
the NTSCoutput and the DCout. The remaining 3 branch
metrics can be calculated by moditying only the Dout. That
1s, a second desired output Dout2 of the second branch
metric 1s equal to Dout+4; a third desired output Dout3 of
the third branch metric 1s equal to Dout; and a fourth desired
output Dout4 of the fourth branch metric 1s equal to Dout+4.
According to a simple rule illustrated above, 4 branch
metrics for 4 paths of each current state can be calculated as
follows:

BM=|NTSCoutput+7-2*S1-8* S2[+4] Eq. 4

Since the Dout for each branch 1s a constant as described
above, the Dout has been preassigned to every branch so that
the branch metric may be calculated by adding the Dout to
the NTSCoutput just after the receipt of the NTSCoutput.
Table 8 shows the Dout’s assigned to 4 branches for each
state, respectively.
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TABLE &
current
state first branch  second branch third branch fourth branch
S251S0 (Dout) (Dout2) (Dout3) (Dout4)
000 -7 -3 -7 -3
001 -3 =7 -3 =7
010 -5 -1 -5 -1
011 -1 -5 -1 -5
100 1 5 1 5
101 5 1 5 1
110 3 7 3 7
111 7 3 7 3

Since all the Dout’s for all states can be varied from -7
to +7 as shown 1n Table 8, the branch metrics after adding

the NTSCoutput to the Dout’s can be roughly changed from
-16 to +16 by taking account of AWGN.

The rule for calculating branch metrics for each state in
two separate state modes, 1.¢., the 16 state mode and the 8
state mode, has been described 1n detail. In accordance with
the present 1nvention, the 8 and the 16 state modes 1n the
BMU 2 are not divided in separate layouts but joined 1n one
layout. That 1s, the BMU 1s operated based on the FENA
notitying either the 8 state mode or the 16 state mode. In
order to simplify the calculation and to reduce unnecessary
signals, all branch metrics are not calculated but only branch
metrics with different values are provided to the ACS 3. That
is, total 32(=8x4) branch metrics must be calculated for all
states 1n the 8 state mode, while only 8 different branch
metrics are required for 8 reference levels. Similarly, total
64(=16x4) branch metrics must be calculated for all states in
the 16 state mode, while only 15 different branch metrics are
required for 15 reference levels. It 1s, therefore, ineffective
to calculate all branch metrics for all states independently.

Accordingly, the BMU 2 provides only branch metrics
with different values each other to the ACS 3, and the ACS

3 selects to use only 4 branch metrics required for each state.
Output pins of the BMU 2 1s defined as follows 1n order to

accomplish the above method. Table 9 shows branch metrics
in the 16 state mode while Table 10 illustrates branch

metrics 1n the 8 state mode based on reference levels.

TABLE 9

16 state TCM branch metric

reference level branch metric (BM)

0 BM1 = | input |
—4 BM2 = | input + 4 |
-8 BM3 = | input + 8 |
-12 BM4 = | input + 12 |
+2 BM5 = | input - 2
-2 BM6 = | input + 2
-0 BM7 = | input + 6
-10 BMS8 = [ input + 10
-14 BM9 = | input + 14
+4 BM10 = | mnput — 4
+0 BM11 = | mnput — 6
+8 BM12 = | input — 8
+10 BM13 = | input — 10
+12 BM14 = | mput - 12
+14 BM15 = | input - 14

As shown 1n Tables 9 and 10, each branch metric 1s equal
to an absolute difference between the input signal and a
reference level, wherein the reference level depends on
whether the mput signal 1s in either the 8 state mode or the
16 state mode.
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TABLE 10

& state TCM branch metric

reference level branch metric (BM)

—7 BM1 = | input + 7
-3 BM?2 = | mput + 3
-5 BM3 = | input + 5
-1 BM4 = [ mnput + 1
+1 BM5 = | input - 1
+5 BM6 = | input — 5
+3 BM7 = | input — 3
+7 BMS8 = | mnput — 7

As shown 1n FIG. 12, the BMU 2 1n accordance with the

present invention includes a reference level selection mod-
ule 90, an adding module 92, a branch selection module 94
and an absolute value calculation module 96. The reference
level selection module 92 selects a reference level for each

branch based on the FENA. The adding module 92 calcu-
lates an error between the FILTER__OUT fed from the

segment synchronization rejection filter 1 and the reference
level. The branch selection module 94 selects either the error
fed from the adding module 92 or ‘0’ based on the FENA so
that the selected result 1s provided to the absolute value
calculation module 96. The absolute value calculation mod-
ule 96 obtains an absolute value of the selected result fed

from the branch selection module 94 to provide the absolute
value as a corresponding branch metric(BM).

The reference level selection module 90 contains a plu-
rality of memories m1 to m14 (not shown) and a multiplicity
of multiplexors(MUX) MUX#1 to MUX#7, wherein each
memory stores a reference level based on either the 8 or the
16 state mode and each MUX selects one of reference levels
stored 1n the memories m1 to m14. The memories m1 to m14
for obtaining the 2nd branch metric BM2 to the 8th branch
metric BMS are divided into two groups, wherein one group
of memories m2, m4, . . . m14 for the 8 state mode has 7
reference levels values 3, 5, 1, -1, =5, -3 and -7,
respectively, and the other group of memories m1, m3, . . .
m13 for the 16 state mode has 7 reference levels values 4,
8,12, -2, 2, 6 and 10, respectively. The memories m1 and
m2 are connected to the MUX#1, the m3 and m4 are
connected to the MUX#2, and so on. If the FENA 1s ‘0’, each
of the MUX#1 to the MUX#7 selects a reference level
corresponding to the 8 state mode and, if otherwise, 1.¢., 1f
the FENA1s ‘1°, each MUX corresponds to a reference level
corresponding to the 16 state mode. The MUX#1 1s con-

nected to a second adder ADD#2 of the adding module 92,
the MUX#2 1s connected to a third adder ADD#3 of the
adding module 92, and so on.

The adding module 92 includes memories m15 to m22 for
storing reference levels, respectively, and a plurality of
adders ADD#1 to ADD#15 for receiving the FILTER__ OUT
fed from the segment synchronization rejection filter 1 and
adding the FILTER__OUT to the respective reference level
of the branch metric. The memory m15 stores a first refer-
ence level ¢/’ for calculating the a first branch metric BM1
of the 8 state mode and the remaining memories m16 to m22
store a 9th to a 15th reference levels 14, -4, -6, =8, =10, =12
and -14 for obtaining a 9th to a 15th branch metrics BM9Y
to BM15 of the 16 state mode, respectively. A first adder
ADD#1 adds the FILTER__OUT to the first reference level
7’ of the & state mode. The 2nd to an 8th adders ADD#2 to
ADD#8 add the FILTER__OUT to the selected reference
levels fed from the MUX#1 to a MUX#7 of the reference
level selection module 90, respectively. A 9th to a 15th

adders ADD#9 to ADD#15 add the FILTER OUT to the 9th
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to the 15th reference levels 14, -4, -6, =8, =10, =12 and -14
of the 16 state mode, respectively.

The branch selection module 94 contains a plurality of
multiplexors MUX#8 to MUX#15 to select either the 8 state
mode or the 16 state mode based on the FENA. The 8th
multiplexor MUX#8 seclects either an adding result of the
first adder ADD#1 for the 8 state mode or the FILTER__OUT
for the 16 state mode based on the FENA to provide the
selected result to the absolute value calculation module 96.
The 9th to the 15th multiplexors MUX#9 to MUX#15 select
cither ‘0’ for the 8 state mode or adding results fed from the
Oth to the 15th adders for the 16 state mode based on the
FENA, respectively, to provide the selected result to the
absolute value calculation module 96.

The absolute calculation module 96 contains a plurality of
absolute calculators ABS#1 to ABS#15 connected in
parallel, wherein each absolute calculator calculates an
absolute value of either the selected result of the correspond-
ing multiplexor among the MUX#8 to the MUX#15 or an
adding result of the corresponding adder among the ADD#2
to the ADD#8. That 1s, 8 branch metrics 1n the 8 state mode
are provided in parallel while 15 branch metrics 1n the 16
state mode are provided 1n parallel.

The BMU 2 can generate all sorts of branch metrics which
can be generated by the input data as described above. Since
branch metrics are characterized for each state, the ACS 3
can sclect branch metrics required.

FIG. 13 shows a block diagram of the ACS 3, which
includes a most likely path calculation module 100, an
overtlow control module 110 and an output module 120. The
mostly likely path calculation module 110 receives 4 branch
metrics BM1’s and 4 previous path metrics PM1’s for each
state of the 8 or the 16 state mode based on the FENA;
selects a most likely path metric PM__OUT determined by
a maximum likelihood decoding algorithm; and provides the
PM_ OUT with a determination vector D Vi1 thereof, wherein
the DVi represents input bits (X1, X0) of a branch leading
into the most likely path.

The overflow control module 110 receives the FENA; and
detects if there 1s an overflow state based on a most
significant bit(MSB) of the PM__OUT to generate an over-
flow 1ndicator signal.

The output module 120 modifies the PM__OUT based on
the overtlow 1ndicator signal to provide the modified
PM__OUT as a survivor metric SMi1 to the PMN 4.

FIG. 14 illustrates an exemplary circuit of the ACS 3
shown 1n FIG. 13.

The most likely path calculation module 100 contains 16
processing elements PE#0 to PE#15 connected 1n parallel
with each other, wherein each processing element selects 4
branch metrics BM’s and 4 path metrics PM’s for each state
based on the FENA to generate 4 candidate path metrics; and
selects one path metric with a minimum distance by com-
paring the 4 candidate path metrics from each other. The
selected path metric 1s provided as the PM__OUT. The 1nput
bits (X1, X0) of the most likely path are provided as the
determination vector DV1 thereof.

The overtlow control module 110 generates the overflow
indicator by carrying out an adding operation on all MSB’s

of all PM_OUT’s fed from all the processing elements
PE#0 to PE#15 based on the FENA. For example, in case all

the MSB’s of the PM__ OUT’s are ‘1°, the overflow indicator
may indicate the generation of an overflow.

The output module 120 contains 16 multiplexors MUX(

to MUXI13 arranged in parallel, wherein each multiplexor
provides either the MSB of the PM__ OUT fed from each
processing element or ‘0° based on the overtlow indicator.
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That 1s, 1f there 1s no overflow 1n the PM__ OUT, the MSB
of the PM__OUT 1s provided and, if otherwise, ‘0’ 1is

provided.

Since the PM__OUT can be adjusted against the overflow
of the PM__OUT as described above, the size of the register
can be reduced. The adjusted PM__ OUT 1s determined as a

survivor metric SM., which has either the MSB or ‘0, 1.e.,
the 1-bit output fed from each of the multiplexors MUXO0 to
MUX135 and the remaining 9 bits except the MSB among the
PM__ OUT fed from each of the processing elements PE#0

to PE#15. The SM. 1s provided to the PMN 4 to be used as
a previous path metric PM; in the next step.

A link block shown in FIG. 14 1s for connecting to all the
16 processing elements PE#0 to PE#15 the branch metrics

BM’s from the BMU 2 and the previous path metrics PM.’s
from the PMN 4. Referring to FIGS. 15A to 15P, there are

shown detailed blocks for simply illustrating branch metric
connection lines and path metric connection lines connected

to the 16 processing elements PE#0 to PE#15, respectively.
(1) The 16 State Mode

A determination vector DV, (X1, S'0) for the PM__ OUT
selected 1n the ACS 3 and S'0 1s provided to the SMU 3§,
wherein the bit X1 represents the higher bit of the input bits
(X,, X,) calculated by shifting from the previous state (S5,
S',, §';, §'y) to the current state (S;, S,, S;, Sy) and the bit
S'0 represents the last bit of the previous state (S'5, S'5, S5,
S'5). The bits X1 and S'0 are required in order to decode in
accordance with a traceback algorithm 1n the SMU. That 1s,
the bits X1 and S'0 for each state are stored as far as a
decoding depth and, then, the current state are traced back
based on any state and the bits X1 and S'0 to decode the
original symbol (X1, X0), wherein, since the bit X0 is equal
to the last bit of a state, the bit X0 need not be stored 1if the
state may be known.

(2) The 8 State Mode

Similarly to the 16 state mode, the input bits (X1, X0) for
the PM__OUT selected i the ACS 3 are provided to the
SMU to be stored and the SMU carries out the traceback
algorithm based on the input bits (X1, XO0).

There 1s 1llustrated a method for extracting the determi-
nation vector (X1, S0) for the most likely path determined
in each state hereinafter.

TABLE 11

determination vector

most likely path

16 state (i) (PM__OUT) (DVi = (X1, S0))
0(0000)~7(0111) PM;, + BM;, X1=0,S0 =0
PM, , + BM,, X1=0,S0=1

PM, , + BM, X1=1,S0 =0

PM; , + BM, , X1=1,S0=1

8(1000)~15(111) PM,, + BM;, X1=1,S0 =0
PM;, + BM;, X1=1,S0=1

PM, ; + BM, X1 =0,S0 =0

PM; , + BM, , X1=0,S0=1

Table 11 shows determination vectors in the 16 state
mode, wherein each determination vector corresponds to the
most likely path metric PM__ OUT with a minimum metric
among 4 candidate path metrics 1n the 16 state mode. For the
higher O to 7 states in the 16 state mode, a first candidate
metric PM; ;+BM, ,; corresponds to the determination vector
(X1, S0)=(0, 0); a second candidate metric PM, ,+BM, , to
the determination vector (X1, S0)=(0, 1); a third candidate
metric PM; ;+BM, ;, to the determination vector (X1, S0)=
(1, 0); and a fourth candidate metric PM, ,+BM, , to the
determination vector (X1, S0)=(1, 1).

For the lower 8 to 15 states 1n the 16 state mode, a first
candidate metric PM,; ;+BM, ;corresponds to the determina-
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tion vector (X1, S0)=(1, 0); a second candidate metric
PM, ,+BM, , to the determination vector (X1, S0)=(1, 1); a
third candidate metric PM,; 5;+BM,; ; to the determination
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rule for calculating branch metrics shown 1n Tables 9 and 10
and the rule extracting for determination vectors for candi-
date path metrics shown i1n Tables 11 and 12.

TABLE 13

candidate path metrics in 16 state mode

candidate path candidate path
metric metric
state(i) (ADD; ; = BMu + PMi) state(1) (ADD; ; = BMu + PMi)
0 (=0000) ADD,,; = BM1 + PMO 8 (=1000) ADDg ; = BM12 + PMO
ADD,, = BM2 + PM1 ADDg , = BM10 + PM1
ADD,; ; = BM3 + PMS ADDg ; = BM1 + PMS
ADD, , = BM4 + PMS ADDg , = BM2 + PMS
1 (=0001) ADD, ; = BMS5 + PM4 9 (=1001) ADDg; = BM13 + PM4
ADD, , = BM6 + PM5 ADD,, = BM11 + PM5
ADD, ; = BM7 + PM12 ADDg ; = BMS + PM12
ADD, , = BMS + PM13 ADDg , = BM6 + PM13
2 (=0010) ADD, ; = BM6 + PM4 a (=1010) ADD, ; = BM11 + PM4
ADD, , = BM7 + PM5 ADD, , = BM5 + PM5
ADD, ; = BMS + PM12 ADD, ; = BM6 + PM12
ADD, , = BM9 + PM13 ADD, , = BM7 + PM13
3 (=0011) ADD; ; = BM10 + PMO b (=1011) ADDy, ; = BM14 + PMO
ADD,, = BM1 + PM1 ADD,, , = BM12 + PM1
ADD; ; = BM2 + PMS ADD,, ; = BM10 + PMS
ADD; 4, = BM3 + PM9 ADD,, 4, = BM1 + PM9
4 (=0100) ADD,,; = BM5 + PM2 ¢ (=1100) ADD,, = BM13 + PM2
ADD, , = BM6 + PM3 ADD,. , = BM11 + PM3
ADD, ; = BM7 + PM10 ADD, ; = BM5 + PM10
ADD, , = BMS + PM11 ADD, , = BM6 + PM11
5 (=0101) ADD; , = BM10 + PM6 d (=101) ADD,, = BM14 + PM6
ADDs , = BM1 + PM7 ADD,, = BM12 + PM7
ADDs ; = BM2 + PM14 ADD, ; = BM10 + PM14
ADD;s 4, = BM3 + PM15 ADD, 4, = BM1 + PM15
6 (=0110) ADDg , = BM1 + PM6 e (=11100 ADD, ; = BM12 + PM6
ADDg, = BM2 + PM7 ADD, , = BM10 + PM7
ADDg ; = BM3 + PM14 ADD, ; = BM1 + PM14
ADDg , = BM4 + PM15 ADD, , = BM2 + PM15
7 (=0111) ADD, , = BM11 + PM2 f (=1111) ADD¢, = BM15 + PM2
ADD-, = BM5 + PM3 ADD;, = BM13 + PM3
ADD; ; = BM6 + PM10 ADDg 5 = BM11 + PM10
ADD, , = BM7 + PM11 ADD;, = BMS5 + PM11

vector (X0, S0)=(1, 0); and a fourth candidate metric 40
PM,; ,+BM, , to the determination vector (X1, S0)=(0, 1).

Table 12 shows determination vectors 1n the 8 state mode,
wherein each determination vector corresponds to the most
likely path metric PM__OUT with a minimum metric among

4 candidate path metrics in the 8 state mode. 9

TABLE 12
most likely path determination vector
8 state (1) (PM__OUT) (DV1 = (X1, X0)) 50
0(000), 2(010) PM;, + BM; , X1=0,X0=0
PM;, + BM;, X1=0,X0=1
PM; ; + BM; 5 X1=1,X0=0
PM; , + BM; , X1=1,X0=1
1(001), 3(011) PM;, + BM;, X1=0,X0=1 55
PM; ., + BM;, X1=0,X0=0
PM; ; + BM; 5 X1=1,X0=1
PM; , + BM; , X1=1,X0=0
4(100), 6(110) PM;, + BM; X1=1,X0=0
PM;, + BM;, X1=1,X0=1
PM; ; + BM; 5 X1=0,X0=0
PM, , + BM; , X1=0,X0=1 60
5(101), 7(111) PM;; + BM; ; X1=1,X0=1
PM;, + BM;, X1=1,X0=0
PM; ; + BM; ; X1=0,X0=1
PM; , + BM; 4 X1=0,X0=0

65
Referring to Tables 13 and 14, 1t 1s illustrated a new rule
for calculating candidate path metrics ADD’s based on the

As shown 1n Table 13, each state 1n the 16 state mode has
4 branch metrics BMu’s and also 4 candidate path metrics
ADD, ’s obtamed by adding the 4 branch metrics to 4 path

metrics PM1’s corresponding to the previous state,
respectively, wherein BMu 1s a uth branch metric, an index
u of each branch metric being a positive integer less than or
equal to 15 as shown in Table 9; PMi1 1s a path metric
corresponding to an ith state of the previous step, 1 being
equal to either O or a positive integer less than or equal to 15;
and ADD, ; 1s a jth candidate metric of an ith state, 1 being
a state index and j being an index for 1identifying 4 candidate
path metrics. If jth candidate metric 1s selected as the most
likely path metric PM__OUT, the determination vector can
be extracted according to the rule shown in Table 11.

As shown 1n Table 14, each state 1n the 8 state mode has
4 branch metrics BMu’s and also 4 candidate path meftrics
ADD, ’s obtamed by adding the 4 branch metrics to 4 path
metrics PM1’s corresponding to the previous state,
respectively, wherein BMu 1s a uth branch metric, an index
u of each branch metric being a positive integer less than or
equal to 8 as shown in Table 10; PM1 1s a path metric
corresponding to an ith state of the previous step, 1 being
equal to either O or a positive integer less than or equal to 7;
and ADD, ; 1s a jth candidate metric of an ith state, 1 being
a state index and j being an index for 1identifying 4 candidate
path metrics. If jth candidate metric 1s selected as a most
likely path metric PM__OUT, the determination vector can
be extracted according to the rule shown in Table 12.
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TABLE 14
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candidate path metrics in the 8 state mode

candidate path
metric
(ADD; ; = BMu + PMi)

state(i)

candidate path
metric
(ADD; ; = BMu + PMi)

DD, , = BM5 + PMO
DD, , = BM6 + PM2
DD, 5 = BM5 + PM4
DD, , = BM6 + PM6
DD, , = BM6 + PMO
DDs , = BM5 + PM2
DDs 5 = BM6 + PM4
DDs , = BM5 + PM6
DD, , = BM7 + PM1
DD, , = BMS + PM3
DD, 5 = BM7 + PM5
DD, , = BMS + PM7
DD, , = BM8 + PM1
DD, ., = BM7 + PM3
DD, 5 = BMS + PM5

24

0 (=000) ADD,, = BM1 + PMO 4 (=100) A
ADD,, = BM2 + PM2 A
ADD, , = BM1 + PM4 A
ADD, , = BM2 + PM6 A
1 (=001) ADD, , = BM2 + PMO 5 (=101) A
ADD, , = BM1 + PM2 A
ADD, ; = BM2 + PM4 A
ADD, , = BM1 + PM6 A
2 (=010) ADD, , = BM3 + PM1 6 (=110) A
ADD, , = BM4 + PM3 A
ADD, , = BM3 + PM5 A
ADD, , = BM4 + PM7 A
3 (=011) ADD, , = BM4 + PM1 7 (=111) A
ADD; , = BM3 + PM3 A
ADD; , = BM4 + PM5 A
ADD, , = BM3 + PM7 A

As shown in FIG. 14, each state corresponds to each of 16
processing clements arranged in parallel, wheremn a Oth
processing element PE#0 corresponds to state ‘0°; a first
processing eclement to state ‘1°; and so on. All the 16
processing elements generate most likely path metrics in the
16 state mode, while only the higher 8 processing elements
generate most likely path metrics in the 8 state mode.

Referring to FIGS. 15A to 15P, there are illustrated
detailed circuits for processing elements, respectively. That
1s, FIG. 15A represents a circuit of the Oth processing
element(PE#0); FIG. 15B the first processing element
(PE#1); FIG. 15C the 2nd processing element(PE#2); and so
on.

As described above, the Oth to a 7th processing elements
PE#0 to PE#7 are in charge of all of the states 0(000) to
7(111) of the 8 state mode and the higher states 0(0000) to
7(0111) of 16 state mode, respectively, while an 8th to the
15th processing elements PE#8 to PE#15 are only 1n charge
of the lower states 8(1000) to 15(1111) of the 16 state mode,
respectively. Each processing element PE contains a multi-
plicity of multiplexors(MUX), 4 adders(ADD) and 3
compare-select modules(C&S).

Typically, only the Oth processing element PE#0 shown in
FIG. 15A will be described 1n detail among the processing
clements PE#0 to PE#7 for operating 1n both the 8 state and
the 16 state modes; only the 8th processing element PE#8
shown 1n FIG. 151 will be described 1n detail among the
processing elements PE#8 to PE#15 for operating only 1n the
16 state mode; and the other processing elements will not be

described with similar elements and operation.
Referring to FIG. 15A, the Oth processing element (PE#0)

contains 5 multiplexors MUX1 to MUXS, 4 adders ADD1 to
ADD4 and 3 compare-select modules C&S1 to C&S3. Each
of the multiplexor MUX1 to MUXS selects the branch
metric BMu and the path metric PMa1 for the previous state

in either the & state mode or the 16 state mode based on the
FENA. Each of the adders ADD1 to ADD4 adds the branch
metric BMu to the path metric PM1 so that total 4 candidate
path metrics ADD, ’s are generated. The compare-select
modules C&S1 to C&SS compare the 4 candidate path
metrics ADD; ’s with each other to select a candidate path
metric ADD, . Wlth a minimum distance as the most likely
path metric PM OUT and provide both the PM__ OUT and
the determination vector DV ;=(X1,X0) thereof.

In the 16 state mode, the adders ADD1 to ADD4 receive
the PM’s and the BM’s selected 1in the multiplexors based on
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DD, , = BM7 + PM7

the FENA ‘1°, respectively, and provides 4 candidate path
metrics, respectively. The 1st candidate path metric ADDy, 4
1s equal to a total value BM1+PMO of the 1st branch metric
BM1 and the Oth path metric PMO; the 2nd candidate path
metric ADDg , 1s equal to a total value BM2+PM1 of the 2nd
branch metric BM2 and the 1st path metric PM1; the 3rd

candidate path metric ADD, 5 1s equal to a total value
BM3+PMS of the 3rd branch metric BM3 and the 8th path

metric PMS; and the 4th candidate path metric ADD, , 1s
equal to a total value BM4+PM9 of the 4th branch metric
BM4 and the 9th path metric PM9.

The 1st compare-select module C&S1 receives the 1st and
the 2nd candidate path metrics ADD,, and ADD,, to
compare with each other and provides a smaller candidate
path metric to the 3rd compare-select module C&S3. The
2nd compare-select module C&S2 receives the 3rd and the
4th candidate path metrics ADD, 5 and ADD, , to compare
with each other and provides a smaller candidate path metric
to the 3rd compare-select module C&S3. The 3rd compare-
select module C&S3 compares two candidate path metrics
fed from the C&S1 and the C&S2, respectively; selects a
smaller candidate path metric as the most likely path metric
PM_ OUT; and provides the PM__OUT and the determina-
tion vector DV, thereof, which corresponds to the input bits
(X1, X0).

In the 8 state mode, the adders ADD1 to ADD4 receive the
PM’s and the BM’s selected in the multiplexors based on the
FENA ‘0, respectively, and calculates to provide 4 candi-
date path metrics, respectively. The 1st candidate path
metric ADDy, ; 1s equal to a total value BM1+PMO of the 1st
branch metric BM1 and the Oth path metric PMO; the 2nd
candidate path metric ADDy , to a total value BM2+PM?2 of
the 2nd branch metric BM2 and the 2nd path metric PM2;
the 3rd candidate path metric ADD,,; to a total value
BM1+PM4 of the 1st branch metric BM1 and the 4th path
metric PM4; and the 4th candidate path metric ADD , to a
total value BM2+PM6 of the 2nd branch metric BM2 and
the 6th path metric PM6. The 1st to the 3rd compare-select
modules C&S1 to C&S3 select a minimum path metric of
the 4 candidate path metrics as the PM__OUT; and provides
the PM__OUT and the determination vector DV, therefor to
the SMU 3.

The determination vector DV, for the most likely path
metric PM__OUT can be obtained through the same method
in the 8 and the 16 state modes. That 1s, the 1st candidate
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path metric ADD, ; selected as the PM_OUT 1n the C&S3
corresponds to the determination vector (0,0); the 2nd can-
didate path metric ADD,, , to the determination vector (0,1);
the 3rd candidate path metric ADD,, 5 to the determination
vector (1,0); and the 4th candidate path metric ADD,, , to the
determination vector (1,1).

The 1st, the 3rd, the 4th, the 5th, the 6th and the 7th
processing elements PE#1, PE#3, PE#4, PE#5, PE#5, PE#6
and PE#7 select in the C&S3 the determination vectors
DV /s for either the 8 or the 16 state mode based on the
FENA, which are different from the remaining processing
clements.

Referring to FIG. 151, the 8th processing element PE#S
contains 4 adders ADD1 to ADD4, 4 multiplexors MUX1 to
MUX4, and 3 compare-select modules C&S1 to C&S3.
Each of the adders ADD1 to ADD4 adds the branch metric
BMu to the path metric PM1 so that total 4 candidate path
metrics ADD; ’s are generated. Each of the multiplexors
MUXI1 to MUX4 selects either ‘0’ 1 the 8 state mode or the
candidate path metric ADD, ; fed from the each of the adders
ADD1 to ADD4 based on the FENA. The compare-select
modules C&S1 to C&S3 compare the 4 candidate path
metrics ADD, ’s fed from the multiplexors MUX1 to MU X4
to select a candldate path metric ADD,; ; with a minimum
distance as the most likely path metrlc PM_ OUT and
provide both the PM__OUT and the determination vector
DV =(X1,X0) therefor.

The 1st candidate path metric ADDy , of the PE#8 1s equal
to a total value BM12+4PMO of the 12th branch metric BM12
and the Oth path metric PMO; the 2nd candidate path metric
ADDyg, to a total value BM10+PM1 of the 10th branch
metric BM10 and the 1st path metric PM1; the 3rd candidate
path metric ADDy 5 to a total value BM1+PMS of the 1st
branch metric BM3 and the 8th path metric PMS; and the 4th
candidate path metric ADDyg , to a total value BM4+PM9 of
the 4th branch metric BM4 and the 9th path metric PM®9.

Through each of the multiplexors MUX1 to MUX4, ‘0’ 1s
provided based on the FENA ‘0’ representing the 8 state
mode or each of the candidate path metric ADD,; ; 1s selected
based on the FENA ‘1’ representing the 16 state mode.

The 1st compare-select module C&S1 receives the 1st and
the 2nd candidate path metrics ADDg, and ADDg, to
compare with each other and provides a smaller candidate
path metric to the 3rd compare-select module C&S3. The
2nd compare-select module C&S2 receives the 3rd and the
4th candidate path metrics ADDy ; and ADDyg , to compare
with each other and provides a smaller candidate path metric
to the 3rd compare-select module C&S3. The 3rd compare-
select module C&S3 compares two candidate path metrics
fed from the C&S1 and the C&S2, respectively; selects a
smaller candidate path metric as the most likely path metric
PM_ OUT; and provides the PM__OUT and the determina-
tion vector DV, (X1, X0) thereof.

The determination vector DV, for the most likely path
metric PM__OUT can be obtained as follows and provided
to the SMU 3: the 1st candidate path metric ADDy ; selected
as the PM__OUT 1n the C&S3 corresponds to the determi-
nation vector (1,0); the 2nd candidate path metric ADDyg , to
the determination vector (1,1); the 3rd candidate path metric
ADDyg 5 to the determination vector (0,0); and the 4th
candidate path metric ADDg , to the determination vector
(0,1).

The PM__OUT fed from each of the processing elements
PE#0 to PE#15 1s adjusted by the overflow control module
110 and the output module 120 to provide the adjusted result
to the PMN 4. In order to overcome the overflow, the MSB
‘1’ of each PM__OUT must be refreshed so as to be replaced
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with ‘0°. A smallest numbers of memories may require the
adjustment of the metric size. Total 10 bits, 1.€., 7 bits for
integer part and 3 bits for decimal part for each most likely
path meftric are preferable to be assigned. A simulation
shows the difference between the longest path metric and the
shortest path metric i1s either 36 1n the 16 state mode or 23
in the 8 state mode. In order to overcome the difference
under all circumstance, e.g., 1n case of all MSB’s being “1°,
7 bits of mteger part and 3 bits of decimal part are needed.

Referring to FIG. 16, there 1s illustrated a block diagram
of the path metric network PMN 4 shown 1n FIG. 7, wherein
the PMN 4 includes a delay memory module 200 and a
selection module 220. The delay memory module 200
contamns a Oth to a 15th delay registers 200-0 to 200-15
connected 1n parallel, wherein each delay register has 12
serial-input serial-output shift registers. The selection mod-
ule 220 includes a Oth to a 15th multiplexors 200-0 to 200-15
connected 1n parallel, wherein each multiplexor selects
cither the survivor metric SM. or the previous path metric
PM. fed from the delay memory module 200 based on a
rearrangement control signal RE__ARRAY.

The PMN 4 delays for 12 clocks the survivor metric SM.,
for each state calculated by the ACS 3 shown 1n FIG. 14 and
the delay result 1s again provided to the ACS 3. The delay for
12 clocks results from the receipt of data delayed by 12
symbols delay by the use of 12 symbol intra-segment
interleaving process for a trellis encoding process.
Therefore, the PMN 4 requires either 192(=16 statex12
delay) 10-bit registers for storing all the SMi’s in the 16 state
mode or 96(=8 statex12 delay) 10-bit registers in the 8 state
mode. The PMN 4 1s preferable to have 192 registers for the
16 state mode so that only 96 registers can be used 1n the 8
state mode.

The 1st to the 15th delay registers 200-0 to 200-15 store
the survivor metric SM; of each state fed from the ACS 3 and
provides 12 symbol delayed survivor metric to the ACS 3
after delaying by 12 symbol clocks. For 4 clock during
which 4 symbols of segment synchronization signal are
received, data stored 1n the delay registers of the delay
memory module 200 must be rearranged without receiving
a new survivor metric SM; from the ACS 3. The reason 1s
that even though the segment synchronization signal 1is
received, the mterleaver carries out a switching operation so
that a sequence of data received to the decoder may be
changed. For example, the first seement starts with the data
d1 fed from the first trellis encoder(E1) and includes d2, d3,
d4, . . . and d12 in sequence as shown in Table 1, while the
second secgment starts with the data d5 fed from the 5th
trellis encoder(ES) and includes d6, d7, d§, . . . and d4 in
sequence. Therefore, the previous path metrlc fed from the
PMN 4 is provided with a path metric for the data d5 after
the receipt of the synchronization signal.

During 4 clocks while receiving the segment synchroni-
zation signal based on the RE__ARRAY being received,
cach of the Oth to the 15th multiplexors 220-0 to 220-15 of
the selection module 220 returns data from the last end of
cach of the Oth to the 15th delay registers 200-0 to 200-15
to the first end thereof. During the remaining clocks, each of
the Oth to the 15th multiplexors 220-0 to 220-15 provides the
SM. fed from the ACS 3 to the first end of each of the Oth
to the 15th delay registers 200-0 to 200-15.

The RE__ARRAY, which 1s generated by the use of the
c832 signal for 1identifying the segment, maintains ‘1° only
for 4 clocks during which the segment synchronization

signal 1s received, while 1t maintains ‘2’ for the remaining
828 clocks during which the valid data 1s received. That 1s,
the Oth to the 15th delay registers 200-0 to 200-15 of the
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delay memory module 200 rearrange the data therein with-
out exchanging supplementary data with the ACS 3 while
receiving clocks of the segment synchronization signal.

Therefore, the valid previous path metric PM which
corresponds to the current input data for each clock can be
provided to the ACS 3. Further, the 8 state mode can also be
embodied with the complexity of the 16 state mode.

Referring to FIG. 17, there 1s 1llustrated a block diagram
of the survivor memory unit SMU §, which includes a data
delay processor 300 and a traceback processor 400 for
receiving the determination vector DV1 of the survivor path
from the ACS 3 and carrying out a traceback algorithm to
calculate the decoded symbol DECODED_ OUT. The data
delay processor 300 receives the determination vector DVi
of the survivor path for each state from the ACS 3 to store
therein and, after a delay for predetermined clocks, provides
the determination vectors DV1’s with the same index among
the saved determination vectors at the same time, wherein an
index 11s equal to an index of intra-segment 1nterleaved data
di. The traceback processor 400 carries out both an optical
response traceback, 1.e., a maximum likelihood response
traceback algorithm for the 8 state mode and a partial
response traceback algorithm for the 16 state mode by the
use of the determination vectors DV1’s fed from the data
delay processor 300 so as to obtain maximum likelihood
response decoded symbol and partial response decoded
symbol and provides either maximum likelihood response
decoded symbol or partial response decoded symbol based
on the FENA.

The number of determination vectors for survivor paths in
the SMU § must maintain at least the number of states
multiplied by a decoding depth number.

GA 16 VSB mode: The number of registers for storing 2
bit determination vector DV(=(X1,S'0)) for each state in the
16 state mode through a partial response channel depends
directly on the decoding depth for each state. Also, since 12
symbol intra-segment interleaving 1s carried out for encod-
ing of the input data, all the transmitted data must be delayed
by just as long as 12 symbols to be decoded in the unit of 12
symbols. Accordingly, the total number of registers for
delaying the transmitted data 1n case of a decoding depth 15
in the 16 state mode amounts to at least 5760 bits (=16 state
numberx2 bits for each determination vectorx15 decoding
depthx12 delay number).

GA 8 VSB mode: The number of registers for storing 2 bit
determination vector DV(=(X1,X0)) for each state in the 8
state mode through a Gaussian channel depends directly on
the decoding depth for each state. Also, since 12 symbol
intra-segment interleaving 1s carried out for encoding of the
input data, all the transmitted data must be delayed by just
as much as 12 symbols to be decoded 1n the unit of 12
symbols. Accordingly, the total number of registers for
delaying the transmitted data in case of a decoding depth 10
in the 8 state mode amounts to at least 1920 bits (=8 state
numberx2 bits for each determination vectorx10 decoding
depthx12 delay number).

However, the last 12 symbol delay register for a last
decoding depth 1s preferable to store bits required for only
one symbol according to the characteristics of the traceback
algorithm. Also, S'0 of the last determination vector in the
fraceback algorithm for the 16 state mode meed not be
stored, because X0 in the final decoded symbol (X1,X0)
calculated by tracing back as far as ‘the decoding depth’
corresponds to S'0 in the previous state (§'3,5'2,S5'1,S5'0)
obtained by tracing back as far as ‘the decoding depth-1".
Accordingly, the total number of registers in the 16 state
mode amounts to at least the sum of 2704 bits (=16 state
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modex14 ‘decoding depth—-1°x12 delay number+16 state
mode) for storing a higher bit X1 of each determination
vector and 2512 bits (=16 state modex13 ‘decoding depth—
2’x12 delay number+16 state mode) for storing a lower bit
S'0 of each determination vector. So the total volume of
registers required 1s equal to 5216 bits. In the 8 state mode,
1744 bits of registers (=8 state modex2 bits for determina-
fion vectorx9 ‘decoding depth—1’x12 delay number+S8 state
modex2 bits for determination vector) are required.

Accordingly, a practical hardware 1n accordance with the
present invention has 5216 registers enough for decoding 1n
the 16 state mode, among which only 1744 registers are used
for decoding 1n the 8 state mode.

Referring to FIG. 18, there 1s 1llustrated a detailed circuit
for the data delay processor 300 shown 1n FIG. 17, wherein
the data delay processor 300 contains an X1 register group
having 15 registers 300-1 to 300-15, each of which stores a
higher bit X1 of each determination vector DV(=(X1,X0))
fed from the ACS 3 sequentially, and an X0 register group
having 14 registers 320-1 to 320-14, each of which stores a
lower bit X0 thereof sequentially. The X1 register group has
15 registers, a 1A register 1A RGS 300-1 to a 15A register
15A RGS 300-15, connected 1n series, wherein the 1A RGS
300-1 1s for delaying the higher bit X1 for one clock; a 2A
register 2A RGS 300-2 1s for delaying the one clock delayed
higher bit X1(0) for 12 clocks; a 3A register 3A RGS 300-3
is for delaying the 13 clock delayed higher bit X1(12) for 12
clocks; and so on. The X0 register group has 14 registers, a
1B register 1B RGS 320-1 to a 14B register 14B RGS
320-14, connected 1n series, wherein the 1B RGS 320-1 1s
for delaying the lower bit X0 for one clock; a 2B register 2B
RGS 320-2 1s for delaying the one clock delayed lower bit
X0(0) for 12 clocks; a 3A register 3B RGS 320-3 is for
delaying the 13 clock delayed higher bit X0(12) for 12
clocks; and so on. The higher or the lower bit from each
register 1s provided to both a next register connected in
serics and the traceback processor 400 at the same time.

All the determination vectors provided 1n parallel from all
the registers to the traceback processor 400 must be classi-
fied 1nto determination vectors DV, s for each of 12 trellis
encoders E1 to E12. All the 12 symbol delay registers 300-2
to 300-15 and 320-2 to 320-14, therefore, must remove the
influence of the segment synchronization signal, because the
intra-segment 1nterleaver goes on switching for 4 clocks,
1.., during which the segment synchronization signal is
received, while the TCM decoder turns to be disabled for the
4 clocks. The data stream, therefore, fed from the trellis
decoder just after the receipt of the segment synchronization
signal varies with a period of 3 segments. Accordingly, if the
determination vectors from all the 12 symbol delay registers
of the SMU 35 are provided in parallel after delaying by 12
symbols 1n the 1nput sequence, 1t 1s 1mpossible to obtain the
determination vectors for data fed from the same encoder.

Each 12 symbol delay register need be adjusted 1n order
to catch a determination vector for data encoded 1n the same
trellis encoder at every 12th clock.

Referring to FIG. 19, there 1s 1llustrated a detailed circuit
for each of delay registers 300-2 to 300-15 and 320-2 to
320-14, each of which contains 12 registers(DF_1 to
DF_ 12) and 12 multiplexors(MUX1 to MUX12) for select-
ing ecither mput or output of the 12 registers. The 12
registers(DF__1 to DF__12) turns to be enabled based on the
SENA and synchronizes to the CLK to be operated; and the
12 multiplexors(MUX1 to MUX12) select data to be stored
in the 12 registers(DF_1 to DF_12) based on a array
control signal ARRAY__CTRL. The ARRAY__CTRL 1s

ogenerated by the use of the ¢832 counting signal generated
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by counting the number of symbols in order to i1dentify a
secgment. That 1s, 1n order to remove the influence of the
secgment synchronization signal, during 1 clock from the
receipt of all 4 symbols of segment synchronization signal,
cach determination vector DV, of data encoded in the same
trellis encoder 1s rearranged so as to correspond to a content
of each register aparted every 12th clock, wherein k repre-
sents an 1ndex for 1dentifying the trellis encoder. The 1nput
and the output ends of the 12 registers are connected as
follows:

(DIN(k+1)<—OUT(k){(normal)

(EDIN(k+1)<—OUT{(k+(12-4))%12)(sync rejection) Eq. 5

wherein IN(k+1) is the input end of the (k+1)st register
among the 12 registers and OUT(K) is the output end of the
kth register. (1) the output end of each register is connected
to the 1mnput end of the next register 1n normal operation so
that each data 1s shifted one by one to the right in the 1mnput
sequence and (i1) all data stored in the registers are rear-
ranged only during 1 clock from the receipt of all 4 symbols
of segment synchronization signal in order to reject the
influence of the segment synchronization signal.

As shown in FIG. 19, based on the ARRAY CTRL (1) the
input ends and the output ends of the 12 registers(DF__1 to
DF__12) for the normal operation are connected as follows:
IN(1)<—OUT(0), IN(2)<—OUT(1), IN3)<—OUT(2), IN(4)
<—OUT(3), IN(5)<—0UT(4), IN(6)<—OUT(5), IN(7)«<~OUT
(6), IN(8)<—OUT(7), IN(9)<—OUT(10), IN(10)«-OUT(9),
IN(11)<—OUT(10) and IN(12)<—OUT(11); and (i1) the input
ends and the output ends of the 12 registers(DF_1 to
DF_ 12) for rejecting the segment synchronization signal are
connected as follows: IN(1)<—OUT(8), IN(2)<—OUT(9),
IN(3)<—OUT(10), IN(4)<—OUT(11), IN(5)<—OUT(0), IN(6)
<—OUT(1), IN(7)<=OUT(2), IN(8)<—OUT(3), IN(9)<—OUT
(4), IN(10)<—OUT(5), IN(11)«<—OUT(6) and IN(12)<—OUT
(7).

FIG. 20 presents a timing diagram of several control
signals for delaymng data and FIG. 21 presents a state
diagram for representing the input and the output of the 12
symbol delay register.

As shown 1n FIG. 20, the ¢832 counting signal of the 832
counter 75 1n the control unit 7 counts 832 symbols for each
secgment. DV, 1s a stream of determination vectors fed from
the ACS 3. The first 4 clocks CNT(0) to CNT (3) of each
segment are for receiving the segment synchronization sig-
nal and the remaining 828 clocks CNT(4) to CNT(831) are
for receiving the determination vectors DV, ’s of each seg-
ment. The SENA, which 1s an enable signal of the SMU 3§,
maintains ‘high’ from the clock CNT(5) for receiving the
second determination vector of each segment to the clock
CNT(0) for receiving the first synchronization signal of the

next seement and turns to ‘low’ during the remaining 4
clocks CNT(1) to CNT(4). The array control signal

ARRAY__CTRL maintaimns ‘0’ until the receipt of both the
first segment #1 (not the synchronization signal but the first
segment with valid data) of each field and the first determi-
nation vector of the next segment and turns to ‘1’ during one
clock CNT(5) for receiving the second determination vector
of each segment.

Referring to FIG. 21, there 1s 1llustrated a state diagram in
which the register receives, stores and transmits the deter-
mination vector stream DV, based on the timing diagram
shown 1n FIG. 20, wherein 1 symbol register corresponds to
the 1A or 1B register 300-1 or 320-1 of the data delay
processor 300 shown 1 FIG. 18 and 12 symbol register

corresponds to the 2A or 2B register 300-2 or 320-2.
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(1) period for receiving the segment #1: The SENA
maintains ‘low’ until the 4th clock CNT(4) for receiv-
ing the first determination vector DV1 among the
determination vectors for valid data of the segment #1
so that the register may be 1n a disable state. During the
5th clock CNT(5) for receiving the 2nd determination
vector DV2, the SENA turns to ‘high’ and maintains
‘high’ until the Oth clock CNT(0) for receiving the first
segment synchronization signal SYNC1 of the segment
#2 so that the register may be 1n an enable state.

The determination vector stream DV, of the segment #1
1s shifted to the right in the input sequence based on the
SENA and the ARRAY__CTRL for the normal operation
((IN(k+1)=—OUT(k)) as shown in Eq. 5 so as to be stored in
the registers. For example, the last determination vector
DV12 of the segment #1 fed during the 831th clock CNT
(832) 1s synchronized with the Oth clock CNT(0) so as to be
stored 1n the 1 symbol register and, therefore, the 12 symbol
register stores DV11, DV10, DV9, DVS, DV7, DV6, DVS,
DV4, DV3, DV2, DV1 and DV12 m sequence. The 11th
determination vectors DV11’s are only transmitted from 1
symbol register and 12 symbol register, respectively.

(2) period for receiving the segment #2: The SENA turns
to ‘low’ at the 1st clock CNT(1) for receiving the 2nd
segment synchronization signal SYNC2 of the segment
#2 and maintains ‘low’ until the 4th clock CNT(4) for
rece1ving the first determination vector DV1 among the
determination vectors for valid data of the segment #2
so that the register may be 1n a disable state to maintain
a previous content. During the 5th clock CNT(5) for
receiving the 2nd determination vector DV6,the SENA
turns to ‘high’ and maintains ‘high’ until the Oth clock
CNT(0) for receiving the first segment synchronization
signal SYNC1 of the segment #3 so that the register
may be 1n an enable state.

The ARRAY__CTRL with ‘0’ normally turns to ‘1’ at the
5th clock CNT(5) for receiving the 2nd determination vector
DV6 of the segment #2 so that the mput and the output
sequences may be varied.

Based on the SENA and the ARRAY_CTRL, the regis-
ters maintain a disable state until the 4th clock CNT(4) for
receiving the 1st determination vector DVS and returns to an
enable state at the 5th clock CNT(5) for receiving the 2nd
determination vector DV6.

Accordingly, the 1st determination vector DV3 synchro-
nized at the 5th clock CNT(5) is stored in the 1 symbol
register. In the meantime, the contents of the 12 symbol
register are rearranged based on the ARRAY__CTRL. The
mput and the output sequences of the 12 symbol register
follow the rule (i1) (IN(k+1)<—OUT((k+(12-4))%12)) for
the segment synchronization rejection in Eq. 5. In the result,
the 12 symbol register at the 5th clock CNT(5) stores DV4,
DV3, DV2, DV1, DV12, DVI11, DV10, DV9, DVS, DV7,
DV6 and DVS3 1n sequence, wherein the 12th determination
vectors DV12’s are only transmitted from 1 symbol register
and 12 symbol register, respectively.

At the 6th clock CNT(6), the 2nd determination vector
DV6 synchronized with the 6th clock CNT(6) 1s stored in the
1 symbol register and the 12 symbol register 1s shifted to the
right according to the rule (i1) of the Eq. 5 so as to store DVS,
DV4, DV3, DV2, DV1, DV12, DV11, DV10, DV9, DVS,
DV7 and DV6 1n sequence, wherein only the 5th determi-
nation vectors DVS’s are transmitted from 1 symbol register
and 12 symbol register in parallel.

As 1llustrated above, the data delay processor receives the
secgment synchronization signals of each segment at first
and, then, sets the determination vectors related to each
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other at every 12th clock by rearranging the input and the
output sequences of the 12 symbol register during the next
one clock. Accordingly, the determination vectors DV,’s
with the same i1ndex k in the final output ends of all the
registers at each clock will be provided 1n parallel to the
traceback processor 400.

Referring to FIG. 22, there 1s 1llustrated a block diagram
of the traceback processor 400 shown 1n FIG. 18, which
contains a first and a second operation modules 420 and 440
and a mode multiplexor MODE MUX 460. The first opera-
fion module 420 has a plurality of processing elements
420-1 to 420-15 for calculating the partial response decoded
symbol by tracing back a determination vector of the 16 state
mode for the partial response channel as far as the decoding
depth thereof. The second operation module 440 has a
multiplicity of processing elements 440-1 to 440-10 for
calculating the maximum likelithood decoded symbol by
fracing back a determination vector of the 8 state mode for
the maximum likelihood response channel as far as the
decoding depth thereof. The MODE MUX provides either
the partial response decoded symbol fed from the 1st opera-
tion module 420 or the maximum likelihood decoded sym-
bol fed from the 2nd operation module 440 based on the
FENA.

The 1st operation module 420 with a decoding depth 15
for the 16 state mode has 15 processing elements 420-1 to
420-15 1n serial. Each of the processing elements 420-1 to
420-15 receives a determination vector (X1(12n), X0(12n))
and a lower bits X0(12x14) fed in parallel from each pair of
the X1 and X0 registers 300-1 to 300-15 and 320-1 to
320-14 of the data delay processor 300 and calculates a
previous state S(t—(n+1)) to be provided to the next pro-
cessing element, wherein n 1s an integer between 0 and 13.
The last processing element 420-15 calculates the partial
response decoded symbol X1(t-15) X0(t—-15) by the use of
the previous state and the determination vector.

According to the traceback algorithm in the 16 state
mode, the previous state (S'3, S22, S'1, S'0) may be deter-
mined by a logical operation of the current state (83, S2, S1,
S0) and the determination vector (X1, S'0) as follows:

$'3,5'2,5'1,5'0)=(S3EX1,516BS0,52,5'0) Eq. 6

The 2nd operation module 440 with a decoding depth 10
for the 8 state mode has 10 processing elements 440-1 to
440-10 1n serial. Each of the processing elements 440-1 to
440-10 receives a determination vector (X1(12n), X0(12n))
fed 1n parallel from each pair of the X1 and X0 registers
300-1 to 300-10 and 320-1 to 320-10 of the data delay
processor 300 and calculates a previous state S(t—(n+1)) to
be provided to the next processing element, wherein n 1s an
integer between 0 and 9. The last, 1.e., the 10th processing
clement 440-10 calculates the maximum likelihood response
decoded symbol X1(t-10)X0(t-10) by the use of the previ-
ous state and the determination vector.

According to the traceback algorithm in the 8 state mode,
the previous state (82, S'1, S'0) may be determined by a
logical operation of the current state (82, S1, S0) and the
determination vector (X1, X0) as follows:

(S2, §'1, S'0)=(S2MX1, X0BSO0, S1) Eq. 7

Referring to FIGS. 23 and 24, there are 1llustrated detailed
blocks of processing elements for tracing back the determi-
nation vector 1n the 16 state mode according to Egs. 6 and
7. FIGS. 23 and 24 show detailed circuits for the processing
clements of the first and the second operation modules 420
and 440 shown 1n FIG. 22, respectively.
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FIG. 23A shows ecach of a 1st to a 14th processing
clements 420-1 to 420-14 of the 1st operation module and
FIG. 23B shows a 15th processing clement 420-15. As
shown 1n FIG. 23A, the processing element PE has a 4-bit
memory 500-1 for storing the current state(S3, S2, S1, S0);
16 mput multiplexor 500-2 for selecting one of 16 determi-
nation vectors (X1, X0(=S'0))’s fed from the data delay

processor 300 based on the current state(S3, S2, S1, S0)
from the 4-bit memory 500-1; and a previous state calculator
500-3 for calculating a previous state (S'3, S2, S'1, S'0)=
(S3PX1, S14S0, S2, S'0) according to the Eq. 6 based on
the current state(S3, S2, S1, S0) from the 4-bit memory and
the determination vector (X1, S'0) selected at the 16 input
multiplexor 500-2.

The 1st to the 14th processing elements 420-1 to 420-14
have the same elements as shown 1n FIG. 23 A, respectively.
Since all states converge on a state by tracing back them-
selves as far as the decoding depth according to a traceback
algorithm, 1t does not matter from which state the traceback
1s started. A starting state for the traceback, 1.e., the 4-bit
memory S500-1 of the 1st processing element 420-1 1is
preferable to be assigned as “0000”.

The 1st processing element 420-1 selects one determina-
tion vector, which corresponds to the starting state “00007,
among 16x2 bits of 16 determination vectors (X1 (0) S'0
(0))’s fed from the 1A and the 1B registers 300-1 and 320-1;
and calculates a previous state (S'3(t-1), S2(t-1), S'1(t-1),
S'0(t-1)) to be provided to the 2nd processing element 420-2
according to Eq. 6. The 2nd processing element 420-2 stores
the previous state from the 1st processing element 420-1 in
the 4-bit memory; selects one determination vector, which
corresponds to the previous state stored 1n the 4-bit memory,
among 16x2 bits of 16 determination vectors (X1(12),
S'0(12))’s fed from the 2A and the 2B registers 300-2 and
320-2; and calculates a previous state(S'3(t-2), S'2(t-2),
S1(t-2), S'0(t-2)) to be provided to the 3rd processing
clement 420-3 according to Eq. 6.

As described above, each processing clement selects a
determination vector which corresponds to the current state;
obtains a previous state based on the determination vector;
and provides the previous state to the next processing
clement, wherein the next processing element repeats the
above traceback procedure, regarding the previous state as a
current state thereof. A plurality of processing elements
connected 1n series repeat the above traceback procedure as

far as the decoding depth until the last processing element
generates the decoded symbol (X1,X0).

Referring to FIG. 23B, there 1s 1llustrated a detailed block
diagram of the last, 1.€., the 15th processing element 420-15,
which has a 4-bit memory 500-4 for storing a current
state(S3, S2, S1, S0); 16 input multiplexor 500-5 for select-
ing one determination bit X1 of 16-bit determination vector
X1(168) fed from the data delay processor 300 based on the
current state from the 4-bit memory 500-4; and a 2-bit
memory 500-6 for storing a lowest bit SO of the current state
and the selected determination bit X1 fed from the multi-
plexor 500-5.

The 15th processing element 420-15 stores the previous
state (S'3(t-14), S2(t-14), S'1(t-14), S'0(t-14)) fed from the
14th processing element 420-14 as a current state in the 4-bit
memory 3500-4; and selects one-bit determination vector,
which corresponds to the current state stored in the 4-bit
memory S500-4, among 16-bit of determination vector
X1(168) fed from the 15A register 300-15, wherein the
selected one bit X1 and a lowest bit SO(=X0) of the current
state from the 4-bit memory 500-4 just correspond to the last

decoded symbol (X1(t-15), X0(t-15)).
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There will be 1llustrated detailed diagrams of processing,
clements of the 2nd operation module 440 for tracing back
the determination vector 1n the 8 state mode.

FIG. 24A shows each of a 1st to a 9th processing elements
440-1 to 440-9 of the 2nd operation module 440 and FIG.
24B shows a 10th processing element 440-10. As shown 1n
FIG. 24A, each processing element has a 4-bit memory
600-1, 16 input multiplexor 600-2 and a previous state
calculator 600-3, whose components and operation are simi-
lar to those of the processing element of the 1st operation
module shown FIG. 23A, respectively. Since each state in
the 8 state mode can be defined by 3 bits, a highest bit 53
of the 4-bit memory for storing the current state 1s always
fixed with ‘0’ and the previous state calculator 600-3 cal-
culates a previous state(S'2, S'1, S'0)=(52¢X1, X0$S0, S1)
according to Eq. 7 based on the current state(S3, S2, S1, S0)
from the 4-bit memory and provides the previous state to a
next processing element.

The 1st to the 9th processing elements 440-1 to 440-9
have the same elements as shown in FIG. 24A, respectively.
Since all states converge on a state by tracing back them-
selves as far as the decoding depth according to a traceback
algorithm, 1t does not matter from which state the traceback
1s started. A starting state for the traceback, 1.e., the 4-bit
memory 600-1 of the 1st processing element 440-1 1is
preferable to be assigned as “000”.

The 1st processing element 440-1 selects a 2-bit deter-
mination vector, which corresponds to the starting state
“000”, among 16x2 bits of 16 determination vectors (X1(0),
X0(0))’s fed from the 1A and the 1B registers 300-1 and
320-1; and calculates a previous state (S'2, S'1, S'0) to be
provided to a 2nd processing element 440-2 according to Eq.
7.

The 2nd processing element 440-2 stores the previous
state from the 1st processing clement 440-1 1n the 4-bit
memory; selects one determination vector, which corre-
sponds to the previous state stored in the 4-bit memory,
among 16x2 bits of 16 determination vectors (X1(12),
X0(12))’s fed from the 2A and the 2B registers 300-2 and
320-2; and calculates a previous state(S2(t-2), S'1(1-2),
S'0(t-2)) to be provided to a 3rd processing element 440-3
according to Eq. 7. As described above, each processing
clement selects a determination vector which corresponds to
the current state; obtains a previous state based on the
determination vector; and provides the previous state to the
next processing element, wherein the next processing ele-
ment repeats the above traceback procedure, regarding the

previous state as a current state thereof.

The 10th processing element 440-10 as shown i1n FIG.
24B stores the previous state (S'2(t-9), S'1(t1-9), S'0(t-9))
fed from the 9th processing element 440-9 as a current state
in the 4-bit memory 600-4; and selects on ¢ determination
vector (X1, X0), which corresponds to the current state
stored 1n the 4-bit memory 600-4, among 8x2 bits of 8
determination vectors (X1(108), X0(108)) fed from the 10A
and 10B registers 300-10 and 320-10, wherein the selected
determination vector just corresponds to the maximum like-
lihood response decoded symbol (X1(t-10), X0(t—10)).

Accordingly, the SMU 5 does not carry out only one step
traceback at each clock, but carries out all tracebacks just
during one lock after accumulating trellis encoded data as
far as a decoding depth, so that an amount of calculation at
cach clock can be increased while the areca required for
memories, control logic and connections can be reduced.

Therefore, 14 previous states and 14 determination vec-
tors (X1, S'0)’s thereof must be calculated for the 16 state
mode and 9 previous states and 9 determination vectors (X1,
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X0)’s thereof must be extracted for the § state mode. As a
result, only a half of area and a half of output time through
the SMU are required.

Referring back to FIG. 7, the DOUT 1s for carrying out the
intra-segment deinterleaving. That 1s, at a receiving end,
received data containing a plurality of symbols should be
decoded and, at the same time, intra-segment deinterleaved
by a trellis decoder. Since the trellis decoder processes the
received data on a symbol-by-symbol basis, each symbol
containing two bits, and an external deinterleaver processes
data on the byte-by-byte basis, one byte consisting of 8 bats,
the trellis decoder receives decoded symbols from the sur-
vivor memory unit on the symbol-by-symbol basis; intra-
segment deinterleaves the received symbols; and outputs the
deinterleaved data on the byte-by-byte basis. To be more
specific, one byte data 1s outputted at every 4 clocks and the
intra-segment deinterleaving 1s accomplished 1n an 1nverse
manner of the intra-segment 1nterleaving.

While the present invention has been described with
respect to the particular embodiments, 1t will be apparent to
those skilled 1n the art that various changes and modifica-
fions may be made without departing from the spirit and
scope of the 1nvention as defined in the following claims.

What 1s claimed is:

1. A method for decoding a trellis encoded stream d, by
the use of either an 8 state maximum likelihood response
decoding mode, 1n short, an 8 state mode, through a Gaus-
sian channel or a 16 state partial response decoding mode,
in short, a 16 state mode, through a partial response channel,
wherein the trellis encoded stream d, 1s obtained by an M
symbol 1ntra-segment interleaving technique using M num-
ber of trellis encoders and an 1ndex k for identifying a trellis
encoded stream generated from a kth trellis encoder among
total M trellis encoders 1s equal to or greater than 1 and equal
to or smaller than M, M being a positive integer representing
the number of the trellis encoders, the method comprising
the steps of:

(a) 1n response to a mode selection signal FENA, passing
off the trellis encoded stream for the 8 state mode and

removing the influence of a segment synchronization
signal from the trellis encoded stream for the 16 state
mode;

(b) calculating branch metrics with different values in
parallel for either the 8 or the 16 state mode determined

based on the FENA;

(¢) selecting a predetermined number of branch metrics
required for each state among the branch metrics of
cither the 8 or the 16 state mode determined based on
the FENA, thereby finding a predetermined number of
candidate path metrics and determining a survivor
metric and a determination vector thereof, wherein the
survivor metric represents a candidate path metric with
a maximum likelihood among all the candidate path
metrics;

(d) providing the survivor metric for said each state
determined in step (c) as a previous path metric for a
previous state;

(¢) tracing back for a decoding depth of the 8 or the 16
state mode 1n response to the FENA based on the
determination vector of said each state determined in
step (c¢), thereby finding a decoded symbol; and

(f) intra-segment deinterleaving the decoded symbol and
converting the intra-segment deinterleaved decoded
symbol 1n the unit of a predetermined size of packet.

2. The method as recited 1n claim 1, wherein said remov-

ing step (a) includes the steps of;
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(al) delaying the trellis encoded stream for M clocks to
generate an M-clock delayed previous trellis encoded
stream,

a2) adding a current trellis encoded stream to the
g
M-clock delayed previous trellis encoded stream to
generate an adding result; and

(a3) providing the adding result if the current trellis
encoded stream has the segment synchronization signal
and the current trellis encoded stream 1f otherwise.

3. The method as recited 1n claim 1, wherein said calcu-

lating step (b) includes the steps:

(b1) selecting reference levels with different values for

each branch in either the 8 or the 16 state mode
determined based on the FENA; and

(b2) obtaining absolute differences between the trellis
encoded stream and the reference levels to provide the
absolute differences as branch metrics 1n parallel.

4. The method as recited 1n claim 1, wherein said selecting,

step (¢) includes the steps of:

(c1) adding said branch metrics for each state to previous
path metrics for said each state to generate candidate
path metrics;

(c2) comparing the candidate path metrics with each other
to determine a smallest candidate path metric as a
maximum likelihood path metric;

(c3) searching the maximum likelihood path metric to
thereby generate an overflow indicator indicating
whether there exists an overflow 1n the maximum
likelihood path metric or not;

(c4) adjusting the maximum likelihood path metric based
on the overflow indication signal to eliminate the
overflow 1 the maximum likelihood path metric,
thereby providing the adjusted maximum likelihood
path metric as said survivor metric; and

(c5) extracting a determination vector for the survivor
metric.
5. The method as recited in claim 1, wherein said pro-
viding step (d) includes the steps of:

(d1) delaying the survivor metric for M clocks; and

(d2) rearranging data of the survivor metric while receiv-
ing the segment synchronization signal.
6. The method as recited 1n claim 1, wherein said tracing
back step (e) includes the steps of:

(e1) storing the determination vector stream for said each
state;

(e2) classifying all determination vector streams accord-
ing to their trellis encoders, thereby providing deter-
mination vectors of trellis encoded streams for each
trellis encoder in parallel;

(€3) pursuing a first previous state for a decoding depth of
the maximum likelihood response channel based on the
determination vectors for each trellis encoder and a first
current state so as to obtain a maximum likelihood
response decoded symbol from the first previous state
and pursuing a second previous state for a decoding
depth of the partial response channel based on the
determination vectors for each trellis encoder and a
second current state so as to obtain a partial response
decoded symbol from the second previous state; and

(e4) selecting either the maximum likelihood response
decoded symbol or the partial response decoded sym-
bol based on the FENA.

7. The method as recited in claim 6, wherein the deter-

mination vector streams in said storing step (el) are shifted
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sequentially to be stored 1n a receiving order thereof and
rearranging the determination vector streams during a next
one clock from the receipt of the segment synchronization
signal so as to locate determination vector streams fed from
the same encoder at each Mth symbol.

8. The method as recited 1in claim 6, wherein the second
previous state (S8'3, S2, S'1, S'0) in the 16 state partial
response mode is calculated as (S3@X1, S1ES0, S2, S'0)
based on the second current state (S3, S2, S1, S0) and the
determination vector (X1, S'0).

9. The method as recited 1in claim 6, wherein the first
previous state (S'2, S'1, S'0) in the 8 state maximum likeli-

hood response mode is calculated as (S2X1, X05S0, S1)
based on the first current state (S2, S1, S0) and the deter-
mination vector (X1, X0).

10. The method as recited 1n claim 7, wheremn said
pursuing step (€3) is carried out simultaneously for each of
M determination vector streams each clock.

11. An apparatus for decoding a trellis encoded stream d,
by the use of either an 8 state maximum likelihood response
decoding mode, 1n short, an 8 state mode, through a Gaus-
sian channel or a 16 state partial response decoding mode,
1n short, a 16 state mode, through a partial response channel,
wherein the trellis encoded stream d, 1s obtained by an M
symbol 1ntra-segment interleaving technique using M num-
ber of trellis encoders and an 1ndex k for identitying a trellis
encoded stream generated from a kth trellis encoder among
total M trellis encoders 1s equal to or greater than 1 and equal
to or smaller than M, M being a positive integer representing
the number of trellis encoders, the apparatus comprising:

a segment synchronization signal rejection f{ilter, in
response to a mode selection signal FENA, for passing

[

off the trellis encoded stream for the 8 state mode and
removing the influence of a segment synchronization
signal from the trellis encoded stream for the 16 state

mode, thereby generating a filtered trellis encoded
stream FILTER OUT;

a branch metric unit BMU for calculating branch metrics
based on the FILTER__OUT for either the 8 or the 16
state mode 1n response to the FENA,;

an add-compare-select ACS for selecting a predetermined
number of branch metrics required for each state of
cither the 8 or the 16 state mode determined based on
the FENA among the branch metrics fed from the
BMU; and adding the selected branch metrics to a
predetermined number of previous path metrics to find
candidate path metric for each branch metric; and
determining a survivor metric and a determination
vector thereof, wherein the survivor metric represents a
candidate path metric with a maximum likelihood
among all candidate path metrics;

a path metric network PMN {for storing the survivor
metric from the ACS for each state and providing the
stored survivor metric as a previous path metric for a
next previous state to the ACS;

a survivor memory unit SMU for storing the determina-
tion vector of said each state and tracing back for a
decoding depth 1n response to the FENA based on all
determination vectors of all states, thereby finding a
decoded symbol;

a deinterleaving and output processing unit DOUT for
intra-segment deinterleaving the decoded symbol fed
from the SMU and converting the intra-segment
deinterleaved decoded symbol 1n the unit of a prede-
termined size of packet; and

a control unit for controlling the segment synchronization
rejection filter, the BMU, the ACS, the PMN, the SMU

and the DOUT.




6,053,404

37

12. The apparatus as recited 1in claim 11, wherem said
control unit includes:

a PENA generator for generating a PMN enable signal
PENA, which allows to activate the PMN;

a SENA generator for generating a SMU enable signal
SENA, which allows to activate the SMU;

an OUTENA generator for generating a DOUT enable
signal OUTENA, which allows to activate the DOUT,

a BEENA generator for generating a BEENA signal,

which notifies whether or not decoded data from the
DOUT 1s valid;

a combination logic circuit for generating a START UP
signal, which notifies whether or not the trellis decoder
can be started up;

an 832 counter for generating a c¢832 signal, which
represents the number of symbols 1n each segment;

a 313 counter for generating a ¢313 signal, which repre-
sents the number of segments in each field.
13. The apparatus as recited 1in claim 11, wherem said
secgment synchronization signal rejection filter includes:

delay means for delaying trellis encoded stream DATA_
IN for M clocks to generate a delayed data;

an adder for adding the DATA__IN to the delayed data to
generate an adding result; and

a multiplexor for selecting either the DATA_IN or the

adding result.

14. The apparatus as recited 1n claim 13, wherein said
delay means has M flip-tlops connected 1n series to delay the
DATA__IN for M clocks.

15. The apparatus as recited 1n claim 13, wherein said
multiplexor selects the DATA__IN for the 8 state mode while
cither the DATA_IN or the adding result for the 16 state
mode.

16. The apparatus as recited 1n claim 13, wherein said
multiplexor begins to count from the time receiving a first
segment synchronization signal among L segment synchro-
nization signals for the 16 state mode and selects either the
adding result during L clocks after counting M clocks or the
DATA__IN during the remaining clocks except the L clocks.

17. The apparatus as recited 1n claim 13, wherein said
multiplexor 1s controlled based on a control signal generated
by an adding operation of both the FENA for identifying
cither the 8 or the 16 state mode and the ¢832 signal for
counting the symbols of each segment to 1dentify where the
segment synchronization signal 1s.

18. The apparatus as recited 1in claim 11, wheremn said
BMU i1ncludes:

a reference level selection module for selecting to provide
in parallel reference levels for branches of either the 8
or the 16 state mode 1n response to the FENA;

an adding module for providing in parallel differences
between the reference levels and the FILTER OUT;

a branch selection module for selecting to provide 1n
parallel either the differences or ‘0” 1n response to the
FENA as branch outputs; and

an absolute value calculation module for providing in
parallel absolute values on the branch outputs as the
branch metrics for said each state.

19. The apparatus as recited 1n claim 18, wherein said
reference level selection module has:

a first memory group for storing a plurality of reference
levels based on either the 8 or the 16 state mode; and

multiplexors for selecting to provide the reference levels
stored in the first memory group in response to the

FENA.
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20. The apparatus as recited 1n claim 18, wherein said
reference level selection module provides i parallel 7
reference levels of a 2nd to an 8th branches either among &
level branches for the 8 state mode or 15 level branches for
the 16 state mode, wherein 7 reference levels of the 2nd and
the 8th branches represent ‘37, °5°, ‘17, *=5°, *=57, =37, -7/’
for the & state mode ‘4°, ‘8, ‘127, <=2, ‘2’, ‘6" and ‘10’ for
the 16 state mode, respectively.

21. The apparatus as recited 1 claim 19, wherein said
adding module has:

a memory group for storing a plurality of reference levels
based on either the 8 or the 16 state mode; and

a multiplicity of adders, some adders for providing dif-
ferences between the FILTER__OUT from the synchro-
nization rejection filter and the reference levels from
the reference level selection module, respectively, and
the other adders for providing differences between the
FILTER _OUT and the reference levels from the sec-
ond memory group, respectively.

22. The apparatus as recited 1n claim 21, said adding
module receives a 1st reference level 7’ of the 8 state mode,
the 2nd to the 8th reference levels from the reference level
selection module and a 9th to a 15th reference levels ‘14°,
‘=4’ ‘—6’, ‘=8, ‘=107, ‘=12” and ‘=14 of the 16 state mode,
respectively.

23. The apparatus as recited 1n claim 18, wherein, 1n
response to the FENA, a 1st to an 8th branch metrics for the

8 state mode are calculated as |FILTER_OUT+7|,
IFILTER_OUT+3|, [FILTER_OUT+5|, [FILTER_OUT+1|,
IFILTER_OUT-1|, [FILTER_OUT-5|, |[FILTER __ OUT—3\
and |[FILTER__OUT-7|, respectively.

24. The apparatus as recited 1 claim 18, wherein, 1n
response to the FENA, a 1st to a 15th branch metrics for the
16 state mode are calculated as [FILTER __OUT]|, [FILTER__
OUT+4|, |[FILTER_OUT+8|, |FILTER_OUT+12]|,
IFILTER_OUT-2|, [FILTER__OUT+2|, [FILTER_OUT+6|,
IFILTER_OUT+10|, |[FILTER_OUT+14|, |[FILTER__OUT-
4|, |FILTER_OUT-6|, |FILTER_OUT-8|, |FILTER__
OUT-10|, |FILTER_OUT-12| and |[FILTER__OUT-14|,
respectively.

25. The apparatus as recited in claim 11, wheremn said

ACS 1ncludes:

a maximum likelithood path calculation module for receiv-
ing 4 branch metrics and 4 previous path metrics for
cach state 1n response to the FENA to provide a
maximum likelihood path metric (PM__OUT) and a
determination vector thereof;

an overflow control module for generating an overflow
indicator 1n response to the FENA, wherein the over-
flow 1ndicator represents whether or not the PM__ OUT

1s 1n an overflow state based on a most significant bit
(MSB) of the PM__ OUT;, and

an output module for adjusting the PM__OUT based on
the overflow 1ndicator, thereby providing the adjusted
PM_ OUT as the survivor metric for said each state.

26. The apparatus as recited 1n claim 25, wherein said
maximuim likelihood path calculation module has a plurality
of processing elements connected 1n parallel.

27. The apparatus as recited 1n claim 26, wherein each
processing clement selects 4 branch metrics and 4 path
metrics for each state among all the branch metrics from the
ACS and all the path metrics from PMN, respectively, based
on the FENA; adds the branch metrics to the path metrics for
said each state, respectively, to obtain 4 candidate path
metrics; compares the candidate path metrics with each
other; selects a candidate path metric with a minimum
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distance as the PM__OUT; and determinates input bits (X1,
X0) of the PM__ OUT as the determination vector thereof,
wherein the minimum distance corresponds to the maximum

likelihood.

40

ADD, ;=BM2+PMO, ADD, ,=BM1+PM2, ADD, ;=
BM2+PM4 and ADD, ,=BM1+PM6 for a 1st state;

ADD, ;=BM3+PM1, ADD, ,=BM4+PM3, ADD, ;=

AD, ;=BM1+PMO, ADD,, ,=BM2+PM2, ADD, ;=BM1+
PM4 and ADD, ,=BM2+PM6 for a Oth state;

BM3+PM>5 and ADD, ,=BM4+PM?7 for a 2nd state;

28. The apparatus as recited in claim 25, wherein, for the 5 ADD, ,=BM4+PM1, ADD,,=BM3+PM3, ADD, ,—
16 state mode 1n response to the FENA, 4 candidate path BM4+PM5 and ADD, 4=BM3 +PM7 for a 3rd state:
metrics (ADD, ) for each state 1 are calculated as follows: ADD, ,=BM5+PM0, ADD, .=BM6+PM2, ADD, .=

ADD, ;=BMI1+PM0O, ADD, ,=M2+PM1, ADD, ;=BM3+ BM5+PM4 and ADD,, ,=BM6+PM6 for a 4th state:

PM8 and ADD, ,=BM4+PM9 for a Oth state; ADD, ,=BM6+PM0, ADD. ,=BM5+PM2, ADD. .=

ADD, ,=BM5+PM4, ADD, ,=BM6+PM5, ADD, ;= 1 prie.pM4 and ADD. ,=BM5+PM6 for a 5th state:

BM7+PM12 and ADD, ,=BM8+PM13 for a 1st state; >4 ’
' ADD, ,=BM7+PM1, ADD, ,=BM&8+PM3, ADD, .=

ADD., ,=BM6+PM4, ADD, ,=BM7+PM5, ADD, .= : N g

BMS8+PM12 and ADD, ,=BM9+pM13 for a 2nd state; BM7+PM> and ADD, ;=BM8+PM7 for a 6th state;

>4 P ’ ADD, ,=BM8+PM1, ADD, .=BM7+PM3, ADD, .=
ADD; ,=BM10+PMO, ADD; ,=BM1+PMI, ADD; = BMS+PM5 and ADD., ,=BM7+PM7 for a 7th state;
BM2+PMS8 and ADD; ,=BM3+PM9 for a 3rd state; and 74 ’
ADD, ;=BM>+PM2, ADD, ;=BMO+PM3, ADD, 5= wherein BMj represents a branch metric for each state ;
BM7+PM10 and ADD, ,=BM8+PM11 for a 4th state; FPM e e

ADD. ,=BM10+PM6, ADD. .=BM14PM7, ADD. . 3lanTh 1 represents a path metric for each state 1.

BMI2PM14 and ADD. <BM3+PM15 for a 5th strte: . The apparatus as recited 1n clam} 25, wherein the
5,4 > 20 determination vector for each PM__OUT 1n the 8 state mode

ADD6;1=BM1+PM6’ ADD6;2=BM2+PM7’ ADDG:?’: 1s calculated as follows:

BM3+PM14 and ADD, ,=BM4+PMI> for a 6th state; for a Oth state (000) and a 2nd state (010), a 1st candidate

ADD, ,=BM11+PM2, ADD,,=BM>+PM3, ADD; ;= path metric ADD,, corresponds to a determination

BM6+PM10 and ADD; ,=BM7+PM11 for a 7th state; vector (X1, X0)=(0, 0); a 2nd candidate path metric
ADDg ,=BM12+PMO, ADDy ,=BM10+PM1,  ADDg ;=25 ADD; , to a determination vector (X1, X0)=(0, 1); a 3rd
BMI1+PM8 and ADDg ,=BM2+PM?9 for an Sth state; candidate path metric ADD., to the determination
ADD, ,=BM13+PM4, ADDg ,=BM11+PM5, ADD, ;= vector (X1, X0)=(1, 0) ; and a 4th candidate path metric
BM5+PM12 and ADD, ,=BM6+PM13 for a 9th state; ADD,; , to the determination vector (X1, X0)=(1, 1);
ADD, ,=BM11+PM4, ADD,,=BM5+PM5, ADD,, ;= for a 1st state (001) and a 3rd state (011), a 1st candidate
BM6+PM12 and ADD,, ,=BM7+PM13 for a 10th state; 30 path metric ADD,, corresponds to a determination
ADD, ;=BM14+PMO, ADD, ,=BM12+PM1, ADD, ;= vector (X1, X0)=(0, 1); a 2nd candidate path metric
BM10+PMS8 and ADD,, ,=BM1+PM9 for an 11th state; ADD,; , to a determination vector (X1, X0)=(0, 0); a 3rd
ADD_,=BM13+PM2, ADD,_,=BM11+PM3, ADD,_ .= candidate path metric ADD,; to the determination
BM5+PM10 and ADD_ ,=BM6+PM11 for a 12th state; vector (X1, X0)=(1, 1); and a 4th candidate path metric
ADD,,=BM14+PM6, ADD ,,=BM12+PM7, ADD, ;= 39 ADD; , to the determination vector (X1, X0)=(1, 0);
BM10+PM14 and ADD,,=BM1+PM15 for a 13th for a 4th state (100) and a 6th state (110), a 1st candidate
state; path metric ADD,; corresponds to a determination

ADD, ;=BM12+PM6, ADD,_,=BM10+PM7, ADD, ;= vector (X1, X0)=(1, 0); a 2nd candidate path metric

BM1+PM14 and ADD, ,=BM2+PM15 for a 14th state; .0 ADD, , to a determination vector (X1, X0)=(1, 1); a 3rd
ADD,,=BM15+PM2, ADD,,=BM13+PM3, ADD, .= candidate path metric ADD,; to the determination

BM11+4PM10 and ADD,,=BM5+PM11 for a 15th vector (X1, X0)=(0, 0); and a 4th candidate path metric

state; and ADD,; , to the determination vector (X1, X0)=(0, 1);
wherein BMj represents a branch metric for each state and

and PM1 represents a path metric for each state 1. 45 for the 5th state (101) and the 7th state (111), a 1st

29. The apparatus as recited in claim 25, wherein the candidate path metric ADD, ; corresponds to a deter-
determination vector for each PM_ OUT in the 16 state mination vector (X1, X0)=(1, 1); a 2nd candidate path
mode 1s calculated as follows: metric ADD, , to a determination vector (X1, X0)=(1,

for the higher O to 7 states of the 16 state mode, a first 0); a 3rd candidate path metric ADD, 5 to the determi-

candidate path metric ADD, , corresponds to the deter- 5 nation vector (X1, X0)=(0, 1); and a 4th candidate path

mination vector (X1, S0)=(0, 0); a second candidate metric ADD, , to the determination vector (X1, X0)=(0,

metric ADD, , to the determination vector (X1, S0)=(0, 0).

1); a third candidate metric ADD, , to the determination 32. The apparatus as recited m claim 26, wherein said

vector (X1, S0)=(1, 0); and a fourth candidate metric cach processing element has:

ADD, , to the determination vector (X1, S0)=(1, 1) and 55  a plurality of multiplexors, each multiplexor for selecting
for the lower 8 to 15 states of the 16 state mode, a first either a branch metric BMu or a previous path metric

candidate metric ADD, ; corresponds to the determina- PM1 in response to the FENA, thereby generating 4

tion vector (X1, S0)=(1, 0); a second candidate metric branch metrics and 4 previous path metrics for each

ADD;, to the determination vector (X1, S0)=(1, 1); a state,

third candidate metric ADD,; to the determination o  a multiplicity of adders for adding the 4 branch metrics

vector (X0, S0)=(1, 0); and a fourth candidate metric BMu’s to corresponding previous path metric PMi’s,

ADD, , to the determination vector (X1, S0)=(0, 1). respectively, thereby providing 4 candidate path met-

30. The apparatus as recited in claim 25, for the 8 state rics ADD; ;’s; and
mode 1n response 1o the FENA, 4 candidate path metrics a number of compare-selec‘[ means for comparing the 4
(ADD, ) for each state 1 are calculated as follows: 65 candidate path metrics with each other, thereby pro-

viding a candidate path metric with a minimum dis-
tance as the maximum likelihood path metric
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PM_ OUT, and extracting input bits (X1, X0) for the
PM__OUT as determination vector thereof.
33. The apparatus as recited in claim 25, wherein said

overtlow 1ndicator 1s generated by an adding operation for
all MSB’s of all PM__OUT’s.

34. The apparatus as recited i1n claim 25, wherein said
output module provides either ‘0° for a overflow of the
PM__OUT or the MSB of the PM__OUT for a non-overflow
of the PM__OUT based on the overflow indicator.

35. The apparatus as recited in claim 25, wherein said
overflow indicator indicates that the PM__OUT 1s 1n an
overtlow state only 1f MSB’s of all PM__OU'IT”s are equal to
‘1.

36. The apparatus as recited in claim 25, wherein said
output module has a number of multiplexors connected 1n
parallel, each multiplexor selecting either ‘0” or the MSB’s
of the PM__OUT based on the overflow indicator.

J7. The apparatus as recited 1n claim 11, wherein said
PMN includes:

a delay memory module for delaying the survivor metric
SM,(t) of each state for M symbol clocks, thereby
providing the delayed survivor metric as a previous

path metric PM(t) of a next state; and

selection module for selecting either a survivor metric fed
1in response to a rearray signal RE__ ARRAY or another
survivor metric directly fed back from the delay
memory module, thereby returning the selected survi-
vor metric to the delay memory module, wherein the
RE__ARRAY 1s for rearranging the sequence of the
data 1 the delay memory module.

38. The apparatus as recited in claim 37, wherein said

delay memory module has a plurality of delay registers
connected 1n parallel, each delay register for delaying the
survivor metric SMi1 for M symbol clocks.

39. The apparatus as recited in claim 38, wherein said
cach register contains M serial-input serial-output shift
registers.

40. The apparatus as recited 1in claim 38, wherein said
selection module has a number of multiplexors connected 1n
parallel, each multiplexor for returning the output of the
delay register to the 1nput thereof for L clocks during which
the segment synchronization signal 1s received, while pro-
viding the survivor metric SM, from the ACS to the input
end of the delay register for the remaining clocks.

41. The apparatus as recited in claim 11, wherein said
SMU 1ncludes:

a data delay processor for storing the determination
vectors of the survivor path metrics from the ACS and
for classifying the determination vectors delayed for a
predetermined clocks 1nto a set of determination vec-
tors for each trellis encoder, thereby providing each set
of the determination vectors in parallel; and

a traceback processor for obtaining maximum likelihood
response decoded symbols and partial response
decoded symbols by a maximum likelithood response
traceback algorithm and a partial response traceback
algorithm based on each set of determination vectors,
respectively, and for selecting either the maximum
likelihood response decoded symbols or the partial
response decoded symbols 1n response to the FENA.

42. The apparatus as recited in claim 41, wherein said data

delay processor has N delay registers, connected 1n serial,
for tracing back as far as a decoding depth N, N being a
positive integer representing the number of the registers,
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a 1st delay register for delaying the determination vector
from said each state for a predetermined clocks, thereby
providing the delayed determination vector to a 2nd
delay register and the traceback processor; and

a (k+1)st delay register for delaying the determination
vector from kth delay register for M symbol clocks,
thereby providing the delayed determination vector to
a next delay register and the traceback processor, k 1s
an 1nteger equal to or greater than 0 and equal to or
smaller than N-1.

43. The apparatus as recited in claim 42, wherein said 2nd
to said Nth registers contain:

M registers for storing the determination vectors; and

M multiplexors for selecting mnput data of M registers 1n
response to an array control signal ARRAY_CTRL,
whereby the determination vectors of encoded data
from the same trellis encoder are stored in every Mth
register store.

44. The apparatus as recited i claim 43, wherein said

ARRAY__CTRL maintains a first level during 1 clock from

the receipt of the segment synchronization signal and turns
to be a second level for the remaining clocks, whereby 1nput
data for M registers are rearranged based on the ARRAY__

CTRL.
45. The apparatus as recited in claim 44, wherein the 1nput
data of a (k+1)st register among the M registers 1s selected

as either the output of a ((k+(M-L))% M)th register (IN(k+
1)<-OUT((k+(M-L)) % M)) for the first level of the
ARRAY CTRL or the output of a kth register (IN(k+1)
<—QOUT(k)) for the second level of the ARRAY_CTRL,
wherein L 1s the number of symbols of the segment syn-
chronization signal.

46. The apparatus as recited i claim 41, wherein said
traceback processor has:

a first operation module containing N processing
clements, whereby a partial response decoded symbol
1s calculated by tracing back the determination vectors
of the 16 state partial response channel mode for a 16
state decoding depth N;

a second operation module containing T processing
clements, whereby a maximum likelihood response
decoded symbol i1s calculated by tracing back the
determination vectors of the 8 state maximum likeli-
hood response channel mode for an 8 state decoding
depth T; and

a mode selection module for selecting either the partial
response decoded symbol or the maximum likelihood

response decoded symbol based on the FENA.
4'7. The apparatus as recited in claim 46, wherein said 16

state decoding depth N 1s larger than said 8 state decoding
depth.

48. The apparatus as recited 1n claim 46, wherein said first
operation module contains N processing elements connected
In series,

kth processing element among a 1st to an (N-1)st pro-
cessing elements possessing:

a memory for storing a previous state fed from a
previous (k-1)st processing element as a current
state (S3, S2, S1, S0);

a multiplexor for selecting one (X1, S'0) of determi-
nation vectors fed from a kth delay register of the
data delay processor based on the current state (83,
S2, S1, S0); and

a previous state calculator for calculating a previous
state (S'3, S22, S'1, §S'0)=(S34 X1, S14S0, S2, S'0)
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based on the current state (S3, S2, S1, S0) and the a multiplexor for selecting one (X1, X0) of determina-
determination vector (X1, S'0), thereby providing the tion vectors fed from a kth delay register of the data
previous state to a next (k+1)th processing clement, delay processor based on the current state (S3, S2,
and | _ S1, S0); and

an Nth processing element possessing;: 5

a previous state calculator for calculating a previous

a memory for storing a previous state fed tfrom the state (S'2, S'1, S'0)=(S2BX1, X0DS0, S1) based on

(N-1)st processing element as a current state (83,

S2, S1, S0); the current state (S2, S1, S0) and the determination
a multiplexor for selecting one (X1, S'0) of determi- vector (X1, X0), thereby providing the previous state
nation vectors fed from an Nth delay register of the 10 to a next (k+1)st processing element, and

data delay processor based on the current state (83,
S2, S1, S0); and
a memory for storing a lowest bit S0 of the current state

Tth processing element possessing:
a memory lfor storing a previous state fed from the

(S3, S2, S1, S0) and a higher bit X1 of the determi- (T-1)th processing element as a current state (S2,

nation vector (X1, S'0) as the partial response 15 S1, S0);
decoded symbol. a multiplexor for selecting one (X1, X0) of determina-
49. The apparatus as recited 1n claim 46, wherein said 2nd tion vectors fed from an Nth delay register of the data
operation module contains T processing elements connected delay processor based on the current state (S2, S1,

In series, S0); and
a kth processing element among a 1st to an (N-1)st 20 a memory for storing the determination vector (X1, X0)
processing elements possessing: from the multiplexor as the maximum likelihood

a memory for storing a previous state fed from a response decoded symbol.

previous (k-1)st processing element as a current
state (S2, S1, S0); %k % kK



	Front Page
	Drawings
	Specification
	Claims

