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57] ABSTRACT

A double data rate (DDR) synchronous dynamic random
access memory (SDRAM) device with at least one memory
bank 1s disclosed. Each memory bank 1s divided into two
independent and simultaneously accessible memory planes.
A unique addressing circuit controlled by an internal clock
cenerates addresses for each plane from one external
address. The generated addresses allow both planes to be
accessed simultaneously. Thus, two sets of data from two
independent planes of memory are simultaneously accessed
in one system clock cycle.

91 Claims, 6 Drawing Sheets

32 10
, 14
12 l Mema 20
ry
T > Banks
Control Control Row
Signals EE— Circuit Decoders
B N 16 |

r——— ———

AO—-A11,
BAQ,BAt

Addressing Circuit

40

Sense Amplifiers
30
4
< > DQO-DQ7/
Input/Output Q0-DG
Circuit

> Column Decoders I
|

DQS

S

|

]




6,044,032

lvg'ove
pnony buissaippy 2 IV—0V
NG
S
— {2
= yndinQ /3ndu
= ,
|
, 1
. 0€ "
= | |
= | sioyl|dwy asuag |
% ™ _
= i T T T 7 “ .
S | Isiapoosg| | ynauIY S|DUDIS
_ MOY _ 100U0") <——3 jonuoy
SAUPH <1
|
07 Aowap _ _ 71
_

p” -

o 2 1 Old

U.S. Patent



U.S. Patent Mar. 28, 2000

I A | O g =
|
| | = N
i af Il y—=
8 I 4=~
S o
N O %
| | N .|
\_/ ' A
- 0 w0
o~ N - N
ANERRERRE
A NCINCINC Y 8
IIIIIIIIIHIIIIIIIIIIE”

=
At =
<N
-,
- .__..__.._._....__.._.._....._-._-__.

10 O I
N\ U\

I — - - ] - ]
I I ey by ey S B T ———

20b

e Tyt ¢ § ________________§E N ]

Sheet 2 of 6

/

l

I
BANK 2

6,044,032

FIG. £



6,044,032

Sheet 3 of 6

Mar. 28, 2000

U.S. Patent

& Old

08

CF ~_

8L

XNN

v ¥30003034d YNvE/100/M0Y
fouy oy | dvdl V8 | <1lig'o>vug

dd1 oy

ddloyg
[A*

NI -]

97 CIYON1

ddlodd

-0 INvE=U

8

mmooouﬁm_m_n_
KoLy Em_m 0} ...ZE V8 <z 1>o¥wg

4300J30Rd
Aoy Yo o) dvil VH [<i-1> VU8

¢:0"Nvg=U

Sviug

XNN
YNVE/100/MOY

9.
100X

19YIYS J1IIM
dvil amdy 100

Vimay

XN HOLVT W10
noux | Mod <Licomy | ¥24408 ndNI | <1 1ic'odvX

MTOINO VUMQY

I JBYIYS XN +
= g L4I17109X H INFREINI = om

:oo
L-m
% T H

VaMay
9

<6CPOMY

MOLNO VIMOY

A

AN

O

HOIV1 WO
MOYX KZI>MTY | 433d4N8 NdNE | <z:1>owx
vy N10X

Y3p uwin|o))
91 ¢IVodl

»ap UWN|0))
—C VO]

———

dylodt

1437 100X

{HOH 100X

/

MTOIND

VIMGd

‘o>
10X
JppD



6,044,032

Sheet 4 of 6

Mar. 28, 2000

U.S. Patent

1 <Y>Z1vod1

Y <0>CIVOY

<dON>

' X (oo g
o e i

T <PV 1 <P>C IV LR PIAN A ] (Japodsp uwinjo))

91 ¢1vod1

4 <3>Z VYT R4V ] ..u y—<o>zivod | | EEU@_W_ :M.__Gw%

. N
NS

IDUI)X3)D

q spolpaid
Juawiasoul

1HOI¥ 109X
WTOLND
pubwwod YM ‘0¥ B dulOy8
vamdd
UM Q>
\J A 10X
b ) 3 D . Q D=5S3JppD



6,044,032

Sheet 5 of 6

Mar. 28, 2000

U.S. Patent

- 0¢¢

0z (—>
= 9AL(] $12
NOY (D

9AL(]
Addoy4

AN/

w N KT

G Old

00¢



6,044,032

Sheet 6 of 6

Mar. 28, 2000

U.S. Patent

g
199J9S
auDb|d

9 Vld

(6YX—0VX) S§SaJppy uwnjo)

$9SS9.ppY
uwn|o)
JOUOIIPPY

o[ oo [ v v o o ] o o oo

(1 lYX—0VX) §9SSaJppy MOy




6,044,032

1

ADDRESSING SCHEME FOR A DOUBLE
DATA RATE SDRAM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to the field of semiconductor
memory devices and, more particularly to an addressing
scheme for double data rate (DDR) synchronous dynamic
random access memory (SDRAM) devices.

2. Description of the Related Art

There 1s a demand for faster, higher capacity, random
access memory (RAM) devices. RAM devices, such as
dynamic random access memory (DRAM) are typically used
as the main memory 1in computer systems. Although the
operating speed of the DRAM has improved over the years,
the speed has not reached that of the processors used to
access the DRAM. In a computer system, for example, the
slow access and cycle times of the DRAM lead to system
bottlenecks. These bottlenecks slow down the throughput of
the system despite the very fast operating speed of the
system’s processor.

A newer type of memory known as a synchronous
dynamic random access memory (SDRAM) has been devel-
oped to provide faster operation 1n a synchronous manner.
SDRAMSs are designed to operate synchronously with the
system clock. That 1s, input and output data of the SDRAM
are synchronized to an active edge of the system clock which
1s driving the processor accessing the SDRAM.

Some SDRAMSs are capable of synchronously providing
burst data at a high-speed data rate by automatically gener-
ating a column addresses for a memory array of storage cells
organized as rows and columns. In addition, some SDRAMSs
utilize two or more banks of memory arrays which permits
interleaving data betveen the banks to reduce access times
and increase the speed of the memory.

Although SDRAMSs have overcome disadvantages of the
other memory devices, such as DRAMSs, there 1s still a need
for faster memory devices. Double data rate (DDR)
SDRAMSs are being developed to provide twice the operat-
ing speed of the conventional SDRAM. These devices allow
data transfers on both the rising and falling edges of the
system clock and thus, provide twice as much data as the
conventional SDRAM. DDR SDRAMs are also capable of
providing burst data at a high-speed data rate.

Although DDR SDRAMs provide speedier operation
times, they typically involve complicated addressing
schemes and circuitry 1n order to synchronize the data access
and transfers occurring on both the rising and falling edges
of the system clock. Accordingly, there 1s a desire and need

for a stmplified addressing scheme of a DDR SDRAM.
SUMMARY OF THE INVENTION

The present invention provides a simplified addressing,
scheme for a double data rate (DDR) synchronous dynamic
random access memory (SDRAM) device.

The above and other features and advantages of the
invention are achieved by providing a DDR SDRAM with at
least one memory bank. Each memory bank 1s divided into
two 1ndependent and simultaneously accessible memory
planes. A unique addressing circuit controlled by an internal
clock generates addresses for each plane from one external
address. The generated addresses allow both planes to be
accessed simultaneously and without waiting for the falling
edge of the system clock. Thus, two sets of data from two
independent planes of memory are simultaneously accessed
in one system clock cycle.
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2
BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other advantages and features of the
invention will become more apparent from the detailed
description of the preferred embodiments of the mmvention
orven below with reference to the accompanying drawings
in which:

FIG. 1 1llustrates a synchronous dynamic random access
memory (SDRAM) constructed in accordance with a pre-
ferred embodiment of the present invention;

FIG. 2 illustrates an exemplary configuration of memory
banks utilized 1n the SDRAM of FIG. 1;

FIG. 3 illustrates an exemplary addressing circuit utilized
in the SDRAM of FIG. 1;

FIG. 4 1s a timing diagram of the addressing scheme of the
SDRAM of FIG. 1;

FIG. § 1llustrates a computer system utilizing a SDRAM
constructed m accordance with the present mmvention; and

FIG. 6 1llustrates addressing bits used in the addressing,
scheme of the SDRAM constructed 1n accordance with the
present 1nvention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

FIG. 1 1llustrates a SDRAM 10 constructed in accordance
with a preferred embodiment of the present invention. The
SDRAM 10 mcludes a control circuit 12, addressing circuit
40, mnput/output circuit 30, four memory banks 20, four
sense amplifier circuits 16, four column decoders 18 and
four row decoders 14. The row and column decoders 14, 18,
sense amplifiers 16 and input/output logic circuit 30 com-
prise an array interface circuit 32 providing an interface
betveen the banks 20, addressing circuit 40 and an external
device (through input/output pins DQO-DQ7). It must be
noted that the 1llustrated configuration of the array interface
circuit 32 1s but one of many possible configurations and the
invention 15 not to be so limited to the specific circuit
illustrated in FIG. 1. Although a preferred embodiment uses
four memory banks 20, 1t must be noted that the present
invention can uftilize, for example, one, two, four, eight or
more memory banks 20. It must also be noted that for
convenience purpose only, FIG. 1 illustrates one memory
bank 20, sense amplifier circuit 16, column decoder 18 and
row decoder 14.

Preferably, the SDRAM 10 contains eight input/output
pins DQO0-DQ7. This 1s referred to as a “x8” device since
eight bits are mput or output at one time. It must be noted
that the SDRAM 10 can also be configured to have four
input/output pins (i.€., a “x4” device), sixteen input/output
pins (i.e., a “x16” device) or more.

Each of the memory banks 20 contain memory cells
arranged 1n rows and columns and are connected to a
respective row decoder 14 and sense amplifier circuit 16.
Preferably, the size of the memory banks 20 are at least 16 M

each (that is, 16,777,216 individual memory cells or “bits”),
although any size bank 20 can be used.

As 1llustrated 1n FIG. 2, each of the four memory banks
20 (also individually labeled as BANK 0, 1, 2 and 3) are

divided into two planes 20a, 20b. Each plane 20a 1s further

broken down 1nto four column sections, 1.e., sections 21a,
22a, 23a, 24a. Likewise, each plane 200 1s further broken
down 1nto four column sections, 1.e., sections 215, 22b, 23b,

24b.

As 1s known 1n the art, each column section 21a, 22a, 23a,
244 for plane 20a respectively maps to two mput/output pins
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DQO0-DQ7 when the SDRAM 10 1s configured as “x8.” As
1s also known, each column section 21a, 22a, 23a, 24a for

plane 20a respectively maps to one input/output pin
DQO0-DQ3 when the SDRAM 10 is configured as “x4.”

Likewise, each column section 21b, 22b, 23b, 24b for plane
2050 respectively maps to two mput/output pins DQO-DQ7
when the SDRAM 10 1s configured as “x8” while each
column section 21b, 22b, 23b, 24b for plane 20b respec-

fively maps to one input/output pin DQ0O-DQ3 when the
SDRAM 10 1s configured as “x4.”

FIG. 2 also illustrates how the column section 21a for
plane 20a can be organized 1nto eight subsections, 1.€., eight
subsections 21a'. It must be noted that column sections 224,
23a, 24a for plane 20a can also be respectively organized
into eight subsections, 1.e., eight subsections 22a, eight
subsections 23a' and eight subsections 24a'. Likewise, FIG.
2 1llustrates how the column section 215 for plane 205 can
be organized into eight subsections, 1.€., eight subsections
215'. It must be noted that column sections 22b, 235, 245 for
plane 20b can also be respectively organized into eight

subsections each, 1.e., eight subsections, 22b', eight subsec-
tions 23b' and eight subsections 245’

When one column select signal 26 1s received 1n one
plane, e.g., plane 20a of a memory bank 20, one column
from each of the column sections 21a, 22a, 23a, 24a 1s
activated (collectively referred to herein as a column for a
plane 20a). That is, an individual column is activated in
section 214, an individual column i1s activated in section
22a, an 1individual column 1s activated 1n section 23a and an
individual column 1s activated in section 24a. If column
section 21a, for example, were split into eight subsections,
¢.g. subsections 214', one column from one of the respective
subsections would be activated. In addition, four bits of
memory (i1f the SDRAM 10 1s “x8”) are activated within
cach section 21a, 22a, 23a, 24a. Therefore, with one column
select signal 26, sixteen bits of information for the plane 20a
are accessible. The mput/output circuit 30 determines which
bits of the activated plane 20a are mapped to the input/
output pins DQUO-DQ7. A column select signal 26 received
in plane 205, will activate one column 1n each of the column
sections 21b, 22b, 23b, 225 1n a similar manner.

As will be described below with reference to FIGS. 3 and
4, each plane 20a, 20b of a memory bank 20 operates
independently of each other and thus, both planes 20a, 205
may be accessed at the same time. This doubles the amount
of data being accessed 1n a memory bank 20. In a read
operation, for example, one set of data 1s simultaneously
accessed from each plane 204, 206 of a bank 20, the
input/output circuitry 30 pipelines the two sets of data,
outputs the data from one plane over the 1nput/output pins
DQO0-DQ7 and then outputs the data from the other plane
over the input/output pins DQ0O-DQ7. In a write operation,
for example, the input/output circuitry 30 will pipeline two
sets of i1nput data received over the input/output pins
DQO0-DQ7 and then simultaneously send this information to

the two planes 20a, 20b of a bank 20.

Referring again to FIG. 1, each of the memory banks 20
are also connected to the mput/output circuit 30 which 1s
connected to the four column decoders 18. The 1nput/output
circuit 30 includes conventional read circuitry (not shown)
for outputting data from the memory banks 20 to input/
output pins DQO-DQ7. The mput/output circuit 30 also
includes conventional write circuitry (not shown) for input-
ting data received on the mput/output pins DQO-DQ7 ito
the memory banks 20. Accordingly, the mput/output circuit
30 provides a path for data being transmitted between the
memory banks 20 and an external device (connected to the
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4

input/output pins DQ0-DQ7). The input/output circuit 30 is
also connected to a data strobe DQS. The data strobe DQS
1s a bi-directional signal that is received when input data
arrives (data write operation) and is transmitted along with
output data (data read operation).

The control circuit 12 1s connected to the addressing
circuit 40 and receives control signals as an input. The
control circuit 12 includes conventional command decoder
circuitry (not shown) used to interpret the control signals
and drive the remaining circuitry of the SDRAM 10. As 1s
known 1n the art, the control signals include a system clock
CLK, clock enable CKE, column address strobe (CAS#),
row address strobe (RAS#), write enable (WE#), and chip
select (CS#) signals (the # designation indicates that the
signal 1s active low). The CAS#, RAS#, WE#, and CS#
signals define the commands received by the control logic
12 while the CLK and CKE signals are used to synchronize
the operation of the SDRAM 10 to the external system
clock.

Distinct combinations of the control signals constitute
distinct commands. For example, the combination of RAS#
low, CAS# high and WE# low represents a PRECHARGE
command. A PRECHARGE command 1s used to deactivate
an open (or activated) row of memory cells within a memory
bank 20 or the open rows 1n all of the banks 20 within the
SDRAM 10. Examples of other well known commands
include, but are not limited to, the ACTIVE, READ,
WRITE, BURST TERMINATE, AUTO REFRESH, LOAD

MODE REGISTER, COMMAND INHIBIT and NOP com-
mands.

The ACTIVE command is used to open up (or activate) a
row of memory cells 1n a particular bank 20 for a subsequent
access. The row remains active until a PRECHARGE com-
mand deactivates 1t. The READ command 1s used to initiate
a burst read access for an active row. The WRITE command
1s used to 1nitiate a burst write access for an active row. The
READ and WRITE commands will also be accompanied
with the column and bank addresses to complete the
addressing for the command. The AUTO REFRESH com-
mand 1s used to refresh the contents of the memory arrays
20. The BURST TERMINATE command 1s used to truncate
a read burst. The LOAD MODE REGISTER allows a mode
register of the control circuit 12 to be loaded. The mode
register contains information such as burst length and type.
The COMMAND INHIBIT command 1s used to prevent
new commands from being executed by the SDRAM 10.
The NOP (no-operation) command is used to prevent
unwanted commands from being registered while the
SDRAM 10 1s 1n an 1dle or wait state. Operations already in
progress, however, are not affected by, the COMMAND
INHIBIT and NOP commands and are allowed to complete.

The control circuit 12 1s connected to and passes control
signals to the addressing circuit 40. The addressing circuit
40 also receives address signals A0—A1ll and bank address
sicnal BA0O, BA1l as inputs. The addressing circuit 40
provides row and bank addresses to the row decoders 14.
The addressing circuit 40 also provides column and bank
addresses to the column decoders 18. The row decoders 14
activate the addressed row of the appropriate bank of
memory 20. The column decoders 18 activate the addressed
column of the appropriate bank of memory 20 (through the
input/output circuit 30 and the sense amplifiers 16). In a
preferred embodiment, only one bank 20 will be addressed
and thus, accessed at a time.

With reference to FIGS. 1 and 2, in a preferred
embodiment, the address and bank address signals A0-A1l,
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BAO, BA1 provide a row address (for the bank 20 1dentified
by BAO, BA1) when the SDRAM 10 receives an ACTIVE
command. The address and bank address signals AO—AY (for
“x4” or AO-A8 for “x87), BAO, BAIl provide a column
address when the SDRAM 10 receives a command such as,
for example, a READ or WRITE. As will be discussed

below with reference to FIGS. 3 and 4, the addressing circuit
40 will generate a second column address for the same
addressed bank 20 from the received column address. The
second column address will be for a plane 20a, 205 that 1s
different than the plane 20a, 20b being addressed by the
received column address. The two column addresses are
used by the column decoders 18 to generate respective
column select signals 26 (one for plane 20a and one for
plane 20b) which in turn activates a column of memory in
each column section 21a, 224, 23a, 24a (plane 20a) and 215,
22b, 23b, 24b (plane 20b) in the addressed bank 20. As
stated above, only one of the four banks 20 will be accessed
at a time.

FIG. 3 1illustrates an exemplary addressing circuit 440
constructed 1 accordance with the present mmvention. The
addressing circuit 40 contains a first addressing portion 41
and a second addressing portion 43. The first addressing
portion 41 includes an 1nput buffer latch 42, CAS before
RAS (CBR) counter 44, row multiplexer 46, two column
multiplexers 56, 62, two write shifters 58, 64, an incremen-
tor 66, row/column/bank multiplexer 48 and two predecod-
ers 50, 52. The second addressing portion 43 includes an
input buffer latch 70, CBR counter 72, row multiplexer 74,
column write shifter 76, row/column/bank multiplexer 78
and predecoder 80. As will be described below, the output of
the addressing circuit 40 includes row and column addresses

to be used to simultaneously access the memory cells of two
planes 20a, 206 (FIG. 2) within a single bank of memory 20.

The addressing circuit 40 of the present invention will
receive one external row and bank address with the ACTIVE
command (described above with reference to FIG. 1). The
addressing circuit 40 will also receive one external column
and bank address with either the READ or WRITE com-
mand and generate a second column addresses (so there will
be a column address for each plane within a memory bank)
without waiting for the falling edge of the system clock.
FIG. 6 illustrates external address bits XAQ0-XAll. A row
address will consist of address bits XA0-XAll while a
column address will consist of bits XA0-XA9 (for “x4” or
XA(Q-XAS for “x87).

The addressing circuit 40 will utilize address bit XA0Q of
the received column address to determine which plane the
received column address 1s for. That 1s, the column address
accompanying the READ or WRITE command corresponds
to either plane 20a or 205 of the addressed bank 20 (FIG. 2).
When the received column address bit XAQ is set to 0, for
example, the addressing circuit 40 will use the received
column address to access plane 20a and the generated
column address to access the plane 20b. Likewise, when
column address bit XA0 1s set to 1, for example, the
addressing circuit 40 will use the received column address to
access plane 205 and the generated column address to access
the plane 20a. It must be noted that the addressing circuit 40
could also be configured to use the recerved column address
to access plane 206 when column address bit XA 1s set to
0 and the generated column address to access the plane 20a.

As will be described below, for a burst READ or a burst
WRITE command, both the received column address and
the generated second column address will each be used to
predict additional addresses to complete the burst access.
The prediction occurs by incrementing address bits XAl and
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XA2 and thus, creating a new address bits XA0-XA9, by a
burst counter. Additional addresses predicted from the
received column address will correspond to the plane of the
received address. Additional addresses predicted from the
ogenerated second column address will correspond to the
plane of the second column address.

For convenience purposes only, the following description
will refer to the first plane 20a as the LEFT plane and the
seccond plane 20b as the RIGHT plane. Any signals or

addresses that are to be used by either the LEFT or RIGHT
plane, but not both, will include the label “LEFI” or
“RIGHT.”

The 1nput buifer latch 42 of the first addressing portion 41
recerves external address bits XAl and XA2. These bits are
input 1nto the mput bufler latch 42 which 1s clocked by the
system clock XCLK. The output AW of the latch 42 is
latched address bits XAl and XA2 and 1s used as an input
by the row multiplexer 46, the first counter 54, the first
column multiplexer 56 and the incrementor 66. The row
multiplexer 46 has an mput connected to the output of the
CBR 44. As 1s known 1n the art, the CBR 44 provides a
refresh signal at the appropriate time to 1nitiate a refresh of
the SDRAM 10. The row multiplexer 46 1s controlled by a
signal ARA allowing the output XROW to be either A_ W
or the refresh signal of the CBR 44. The output XROW 1s

used as an 1nput by the row/column/bank multiplexer 48.

The first counter 54 1s driven by the READ or WRITE
command signal RDWRA and an internal control clock
signal CNTCLK. The first counter 54 gencrates a new
column address from the input A W received from the latch
42. The counter 54 generates a new address for the next
access 1n a burst READ or WRITE command for the RIGHT
plane only. The first counter output 1s used as an 1nput by the
first column multiplexer 56. The first column multiplexer 56
1s controlled by the RDWRA signal allowing the output
XCOL_RIGHT to be either the mput AW or the new
column address generated by the counter 54. In operation,
XCOL_RIGHT will be the latch output AW for the first
memory, access of a burst READ or WRITE command,
while XCOL_ RIGHT will be the output of the counter 54
for the subsequent accesses within the burst. It must be noted
that the output XCOL__RIGHT is only a portion of a column
address to be used to access the RIGHT plane of a memory
bank. The remainder of the address i1s provided by the
second addressing portion 43 (described below). The output
XCOL__RIGHT 1s mput mto the first write shifter 38 which
1s used to synchronize XCOL_ RIGHT to the internal write
enable during a write. XCOL__RIGHT by-passes the shifter
58 during read operations. The output of the first write
shifter 538 1s connected to and used as an iput by the
row/column/bank multiplexer 48.

The incrementor 66 receives and increments the latch
output A__W. The incrementor 66 generates an 1nitial col-
umn address for the LEFT plane. The incrementor output 1s
used as an mnput by the second column multiplexer 62. The
second counter 60 1s driven by the READ or WRITE
command signal RDWRA and an internal control clock
signal CNTCLK. The second counter 60 generates a new
column address from the increment A__ W received from the
incrementor 66. The second counter 60 gencrates a new
address for the next access 1n a burst READ or WRITE
command for the LEFT plane only. The second counter
output 1s used as an input by the second column multiplexer
62. The second column multiplexer 62 1s controlled by the
RDWRA signal allowing the output XCOL__LEFT to be
cither the incremented A_ W or the new column address
ogenerated by the second counter 60. In operation, XCOL__
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LEFT will be the incremented A_ W for the first memory
access of a burst READ or WRITE command, while

XCOL_LEFT will be the output of the second counter 60
for the subsequent accesses within the burst. It must be noted
that the output XCOL__ LEFT 1s only a portion of a column
address to be used to access the LEFT plane of a memory
bank. The remainder of the address 1s provided by the
second addressing portion 43 (described below). The output
XCOL__LEFT 1s input 1nto the second write shifter 64 which

1s used to synchronize XCOL__LEFT to the internal write
enable during a write. XCOL__LEFT by-passes the shifter
64 during read operations. The output of the second write
shifter 64 1s connected to and used as an input by the
row/column/bank multiplexer 48.

The row/column/bank multiplexer 48 1s controlled by a
sicnal BRAS. The signal BRAS allows one of the inputs
XROW, XCOL__LEFT, XCOL__RIGHT to be output as one
of the multiplexer outputs BnAL<1:2>, BnAR<1:2>. The
signal BRAS includes the bank address bits BA0, BAl. The
output BnAL<1:2> of the multiplexer 48 is a portion (i.e.,
bits 1 and 2) of either a row or column address destined for
the LEFT plane while the output BnAR<1:2> 1s a portion
(i.c., bits 1 and 2) of either a row or column address destined
for the RIGHT plane (where the “n” indicates which bank of
memory is being addressed). Accordingly, the first address-
ing portion 41 has created a portion of two column addresses
and a row address.

These outputs BnAl <1:2>, BnAR<1:2> of the multi-
plexer 48 are sent to respective predecoders 50, 52. The
predecoders 50, 52 are controlled by a trap signal BRCTRP.
The predecoders 50, 52 latch the outputs BnAlL<1:2>,
BnAR<1:2> and synchronize the outputs to the external
clock XCLK. The outputs LRCA12_LE, LRCA12_RI of
the two predecoders 50, 52 are combined with the output
LRCA of the second addressing portion 43 to form a
complete row and column address (as illustrated in FIG. 6)
by additional circuitry (not shown). These row and column
addresses are applied to the correct row and column decod-
ers to activate the addressed rows and columns.

A description of the second addressing portion 43 now
follows. The mput buifer latch 70 of the second addressing
portion 43 receives external address bits XA0O and
XA3-XAIll. These bits are input 1nto the 1input butfer latch
70 which 1s clocked by the system clock XCLK. The output
A__ W of the latch 70 1s latched address bits XAQ and
XA3—-XAI1l and 1s used as an input by the row multiplexer
74. XA0D and XA3—XAY9 are used as imputs to the column
write shifter 76. The row multiplexer 74 has an input
connected to the output of the CBR 72. The row multiplexer
74 1s controlled by a signal ARA allowing the output XROW
to be either A W or the refresh signal of the CBR 72. The
output XROW 1s used as an input by the row/column/bank
multiplexer 78.

The column write shifter 76 1s driven by the READ or
WRITE command signal RDWRA. The shifter 76 shiits the
latch output A_ W and outputs a shifted address XCOL.
Unlike the first addressing portion 41, the column address
does not need to be incremented or generated, 1t 1s merely
shifted for synchronization purposes. It must be noted that
the output XCOL 1s only a portion of a column address to be
used to access either the RIGHT or LEFT plane of a memory
bank. The remainder of the address 1s provided by the first
addressing portion 41 (described above). The output XCOL
1s connected to and used as an input by the row/column/bank
multiplexer 78.

The row/column/bank multiplexer 78 1s controlled by a
signal BRAS. The signal BRAS 1s a code allowing one of the
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inputs XROW or XCOL to be output as the multiplexer
output BnA<0,3:11>. The signal BRAS includes the bank
address bits BAO, BAl. The output BnA<0,3:11> of the
multiplexer 78 is a portion (1.e., bits 0 and 3—11) of a row or
column address destined for the both planes (where the “n”
indicates which bank of memory is being addressed).
Accordingly, the second addressing portion 43 has created a
portion of a single column address and a row address.

This output BnA<0,3:11> 1s sent to a predecoders 80. The
predecoder 80 1s controlled by a trap signal BRCTRP. The
predecoder 80 latches the output BnA<0,3:11> and synchro-

nizes 1t to the external clock XCLK. The output LRCA of the
predecoder 80 1s combined with the outputs LRCA12_LE,
LRCA12_RI of the first addressing portion 41 to form a
complete row and column address (as illustrated in FIG. 6)
by additional circuitry (not shown). These row and column
addresses are applied to the correct row and column decod-
ers to activate the addressed rows and columns.

As 1llustrated in FIG. 4, the addressing circuit 40 uses an
internal clock signal CNTCLK to generate the address
portions LRCA12_LE and LRCA12_RI without waiting
for the falling edge of the external system clock XCLK to
occur. FIG. 4 1llustrates a burst access of 8 memory locations
(indicated by addresses a through h). As shown, when a
READ or WRITE command RDWRA 1s received, XCOL__
RIGHT for address a i1s taken from the received external
address bits XAl, XA2 while simultaneously, XCOL__
LEFT (address b) is internally generated. The XCOL
RIGHT and XCOL_ LEFT for addresses ¢ though h are
generated on successive internal clock cycles CNTCLK.
Also shown, 1s how the outputs LRCA12_LE, LRCA12__
RI of the predecoders are latched (via BRCTRP) within the
rising edge of the system clock XCLK also. This allows the
SDRAM 10 constructed in accordance with the present
invention to operate more like a single data rate (SDR)
SDRAM which aligns 1its data to the rising edge of the
system clock only.

FIG. 5 1illustrates a computer system 200 including a
SDRAM 208 constructed 1in accordance with the present
invention. The SDRAM 208 operates as described above
with reference to FIGS. 1-4. The computer system 200 also
includes a central processing unit (CPU) 202 that commu-
nicates to the SDRAM 208 and an I/O device 204 over a bus
220. A second I/O device 206 1s illustrated, but 1s not
necessary to practice the invention. The computer system
200 also includes read only memory (ROM) 210 and may
include peripheral devices such as a floppy disk drive 212
and a compact disk (CD) drive 214 that also communicate
with the CPU 202 over the bus 220 as 1s well known 1n the

art.

While the invention has been described m detail 1n
connection with the preferred embodiments known at the
time, 1t should be readily understood that the invention 1s not
limited to such disclosed embodiments. Rather, the mnven-
tion can be modified to incorporate any number of
variations, alterations, substitutions or equivalent arrange-
ments not heretofore described, but which are commensu-
rate with the spirit and scope of the invention. Accordingly,
the mvention 1s not to be seen as limited by the foregoing
description, but 1s only limited by the scope of the appended
claims.

What 1s claimed as new and desired to be protected by
Letters Patent of the United States 1s:

1. A memory circuit comprising:

at least one memory bank, each said memory bank being
divided into at least two planes, each of said planes
having memory cells organized into rows and columns;
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an 1nterface circuit, said interface circuit being coupled to
said at least one memory bank for accessing selected
memory cells of said at least one memory bank; and

an addressing circuit coupled to said interface circuit, said
addressing circuit receiving a first address of a location
within at least a first plane of one memory bank and
generating a second address of a location within at least
a second plane of said one memory bank, said address-
ing circuit receiving said first address and generating
said second address associated with a first portion of a

first clock signal, said addressing circuit applying said
first and second addresses to said interface circuit to

access sald memory cells of said one memory bank.

2. The memory circuit of claim 1 wherein a number of
planes for each of said at least one memory bank 1s two.

3. The memory circuit of claim 1 wherein said addressing
circuit generates an additional address for said at least first
and second planes associated with said first portion of said
first clock signal.

4. The memory circuit of claim 3 wherein said first clock
signal 1s an external clock signal.

5. The memory circuit of claim 3 wherein said first portion
of said first clock signal 1s a first edge of said first clock
signal.

6. The memory circuit of claim 3 wherein said first portion
of said first clock signal 1s a rising edge of said first clock
signal.

7. The memory circuit of claim 1 wherein said addressing
circuit generates a plurality of additional addresses for said
at least first and second planes of said respective bank at
subsequent first portions of said first clock signal.

8. The memory circuit of claim 7 wherein said first clock
signal 1s an external clock signal.

9. The memory circuit of claim 7 wherein said first portion
of said first clock signal 1s a first edge of said first clock
signal.

10. The memory circuit of claim 7 wherein said first
portion of said first clock signal 1s a rising edge of said first
clock signal.

11. The memory circuit of claim 1 wherein said at least
one bank 1s a plurality of memory banks.

12. The memory circuit of claim 11 wherein a number of
said memory banks 1s 2", where n 1s greater than O.

13. The memory circuit of claim 1, wherein a portion of
said first address 1s used as an identifier for said planes of
said plurality of memory banks.

14. The memory circuit of claim 1 wherein said address-
Ing circult comprises:

a first addressing portion providing a first portion of said

first and second addresses to said interface circuit; and

a second addressing portion providing a second portion of
said first and second addresses to said interface circuit,
wherein said first and second addressing portions are
driven by a second clock signal responsive to said first
portion of said first clock signal.

15. The memory circuit of claim 14 wherein said first

clock signal 1s an external clock signal.

16. The memory circuit of claim 14 wherein said first
portion of said first clock signal 1s a first edge of said first
clock signal.

17. The memory circuit of claim 14 wherein said first
portion of said first clock signal 1s a rising edge of said first
clock signal.

18. The memory circuit of claim 14 wherein said second
clock signal 1s an internal clock signal.

19. The memory circuit of claim 18 wherein said second
clock signal 1s responsive to a first edge of said first clock
signal.
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20. The memory circuit of claim 18 wherein said second
clock signal 1s responsive to a rising edge of said first clock
signal.

21. The memory circuit of claim 14 wherein said first
addressing portion comprises:

a multiplexer, said multiplexer having a plurality of inputs

and an output;

a row address generating portion providing a row portion
of said first and second address to a first input of said
multiplexer;

a first column address generating portion providing a first
column portion of said first address to a second 1nput of
said multiplexer; and

a second column address generating portion providing a
second column portion of said second address to a third
mnput of said multiplexer, wherein said multiplexer
output 1s controlled to be either said row or column

portions of said first portion of said first and second
addresses.

22. The memory circuit of claim 21 wherein said first
column address generating portion comprises:

a counter receiving said portion of said first address and

generating therefrom an additional address portion; and

a second multiplexer halting said portion of said first and

additional address portion as inputs, said second mul-
tiplexer being controlled to output one of said inputs to
said second multiplexer as said portion of said first
address associated with said first portion of said first
clock signal and to output said portion of said addi-
tional address at a subsequent first portion of said first
clock signal.

23. The memory circuit of claim 22 wherein said first
clock signal 1s an external clock signal.

24. The memory circuit of claim 22 wherein said first
portion of said first clock signal 1s a first edge of said first
clock signal.

25. The memory circuit of claim 22 wherein said first
portion of said first clock signal 1s a rising edge of said first
clock signal.

26. The memory circuit of claim 21 wherein said second
column address generating portion comprises:

an incrementor receiving said portion of said first address

and generating therefrom said portion of said second
address;

a counter receiwving said portion of said second address
and generating therefrom an additional address portion
of said second plane; and

a second multiplexer having said portion of said second
and additional address portion as inputs, said second
multiplexer being controlled to output one of said
inputs to said second multiplexer as said portion of said
second address associated with said first portion of said
first clock signal and to output said portion of said
additional address at a subsequent first portion of said
first clock signal.

27. The memory circuit of claim 26 wherein said first

clock signal 1s an external clock signal.

28. The memory circuit of claim 26 wherein said first
portion of said first clock signal 1s a first edge of said first
clock signal.

29. The memory circuit of claim 26 wherein said first
portion of said first clock signal 1s a rising edge of said first
clock signal.

30. The memory circuit of claim 22 wherein said second
column address generating portion comprises:

an incrementor receiving said portion of said first address
and generating therefrom said portion of said second
address:
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a counter receiving said portion of said second address
and generating therefrom an additional address portion
of said second plane; and

a third multiplexer having said portion of said second and
additional address portion as inputs, said third multi-
plexer being controlled to output one of said inputs to
said third multiplexer as said portion of said second
address associated with said first portion of said first
clock signal and to output said portion of said addi-
tional address at a subsequent first portion of said first
clock signal.

31. The memory circuit of claim 14 wherein said second

addressing portion comprises:

a multiplexer, said multiplexer having a plurality, of
inputs and an output;

a row address generating portion providing a row portion
of said first and second address to a first input of said
multiplexer; and

a column address generating portion providing a column
portion of said first and second address to a second
mnput of said multiplexer, wherein said multiplexer
output 1s controlled to provide either said row or
column second portions of said first and second
addresses.

32. The memory circuit of claim 1 wherein said circuit
operates as a double data rate synchronous dynamic random
aCCESS Memory circuit.

33. The memory circuit of claim 1 wherein each of said
memory bank comprises 16M of memory cells.

34. The memory circuit of claim 1 wherein memory cells
corresponding to said first and second addresses are
accessed simultaneously.

35. The memory circuit of claim 3 wherein memory cells
corresponding to said first and second addresses are
accessed simultaneously associated with said first portion of
said first clock signal and memory cells corresponding to
said additional address are accessed simultancously associ-
ated with a subsequent first portion of said first clock signal.

36. The memory circuit of claim 7 wherein memory cells
corresponding to said first and second addresses are
accessed simultaneously associated with said first portion of
said first clock signal and memory cells corresponding to
said additional address are accessed simultancously associ-
ated with subsequent first portions of said first clock signal.

37. The memory circuit of claim 1 wherein each plane for
cach of said at least one memory bank 1s divided into a
plurality of sections.

38. The memory circuit of claim 37 wherein each of said
plurality of sections 1s divided into a plurality of subsections.

39. A computer system comprising:

d ProcCosSsor, and

a memory circuit coupled to said processor, said memory
circuilt comprising:
at least one memory bank, each said memory bank
being divided into at least two planes, each of said
planes having memory cells organized into rows and
columns;
an 1nterface circuit, said interface circuit being coupled
to said at least one memory bank for accessing
selected memory cells of said at least one memory
bank; and
an addressing circuit coupled to said interface circuit,
said addressing circuit recerving a first address of a
location within at least a first plane of one memory
bank and generating a second address of a location
within at least a second plane of said one memory
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bank, said addressing circuit receiving said first
address and generating said second address associ-
ated with a first portion of a first clock signal, said
addressing circuit applymng said first and second
addresses to said interface circuit to access said
memory cells of said one memory bank.

40. The system of claim 39 wherein a number of planes
for each of said at least one memory bank 1s two.

41. The system of claim 39 wherein said addressing
circuit generates an additional address for said at least first
and second planes of said respective bank associated with
said first portion of said first clock signal.

42. The system of claim 41 wherein said first clock signal
1s an external clock signal.

43. The system of claim 41 wherein said first portion of
said first clock signal 1s a first edge of said first clock signal.

44. The system of claim 41 wherein said first portion of
said first clock signal 1s a rising edge of said first clock
signal.

45. The system of claim 39 wherein said addressing
circuit generates a plurality of additional addresses for said
at least first and second planes of said respective bank at
subsequent first portions of said first clock signal.

46. The system of claim 45 wherein said first clock signal
1s an external clock signal.

47. The system of claim 45 wherein said first portion of
said first clock signal 1s a first edge of said first clock signal.

48. The system of claim 45 wherein said first portion of
said first clock signal 1s a rising edge of said first clock
signal.

49. The system of claim 39 wherein said at least one
memory bank 1s a plurality of memory banks.

50. The system of claim 49 wherein a number of said
memory banks 1s 2%, where n 1s greater than 0.

51. The system of claim 39, wherein a portion of said first
address 1s used as an 1dentifier for said planes of said
plurality of memory banks.

52. The system of claim 39 wherein said addressing
CIrcult COmprises:

a first addressing portion providing a first portion of said
first and second addresses to said interface circuit; and

a second addressing portion providing a second portion of
said first and second addresses to said interface circuit,
wherein said first and second addressing portions are
driven by a second clock signal responsive to said first
portion of said first clock signal.

53. The system of claim 52 wherein said first clock signal

1s an external clock signal.

54. The system of claim 52 wherein said first portion of

said first clock signal 1s a first edge of said first clock signal.

55. The system of claim 52 wherein said first portion of

said first clock signal 1s a rising edge of said first clock
signal.

56. The system of claim 52 wherein said second clock

signal 1s an internal clock signal.

57. The system of claim 56 wherein said second clock

signal 1s responsive to a first edge of said first clock signal.

58. The system of claim 56 wherein said second clock

signal 1s responsive to a rising edge of said first clock signal.

59. The system of claim 52 wherein said first addressing

portion comprises:

a multiplexer, said multiplexer having a plurality of inputs
and an output;

a row address generating portion providing a row portion
of said first and second address to a first input of said
multiplexer;

a first column address generating portion providing a first
column portion of said first address to a second nput of
said multiplexer; and
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a second column address generating portion providing a
second column portion of said second address to a third
input of said multiplexer, wherein said multiplexer
output 1s controlled to be either said row or column
portions of said first portion of said first and second
addresses.

60. The system of claim 59 wherein said {first column

address generating portion comprises:

a counter recerving said portion of said first address and
generating therefrom an additional address portion; and

a second multiplexer having said portion of said first and
additional address portion as inputs, said second mul-
tiplexer being controlled to output one of said inputs to
said second multiplexer as said portion of said first
address associated with said first portion of said first
clock signal and to output said portion of said addi-
tional address at a subsequent first portion of said first
clock signal.

61. The system of claim 60 wherein said first clock signal

1s an external clock signal.

62. The system of claim 60 wherein said first portion of

said first clock signal 1s a first edge of said first clock signal.

63. The system of claim 60 wherein said first portion of

said first clock signal 1s a rising edge of said first clock
signal.

64. The system of claim 59 wherein said second column

address generating portion comprises:

an 1ncrementor receiving said portion of said first address
and generating therefrom said portion of said second
address;

a counter receiving said portion of said second address
and generating therefrom an additional address portion
of said second plane; and

a second multiplexer having said portion of said second
and additional address portion as inputs, said second
multiplexer being controlled to output one of said
inputs to said second multiplexer as said portion of said
second address associated with said first portion of said
first clock signal and to output said portion of said
additional address at a subsequent first portion of said
first clock signal.

65. The system of claim 64 wherein said first clock signal

1s an external clock signal.

66. The system of claim 64 wherein said first portion of

said first clock signal 1s a first edge of said first clock signal.

67. The system of claim 64 wherein said first portion of

said first clock signal 1s a rising edge of said first clock
signal.

68. The system of claim 60 wherein said second column

address generating portion comprises:

an 1ncrementor receiving said portion of said first address
and generating therefrom said portion of said second
address;

a counter receiving said portion of said second address
and generating therefrom an additional address portion
of said second plane; and

a third multiplexer having said portion of said second and
additional address portion as inputs, said third multi-
plexer being controlled to output one of said 1nputs to
said third multiplexer as said portion of said second
address associated with said first portion of said first
clock signal and to output said portion of said addi-
tional address at a subsequent first portion of said first
clock signal.

69. The system of claim 52 wherein said second address-
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a multiplexer, said multiplexer having a plurality of mputs
and an output;

a row address generating portion providing a row portion
of said first and second address to a first input of said
multiplexer; and

a column address generating portion providing a column
portion of said first and second address to a second
input of said multiplexer, wherein said multiplexer
output 1s controlled to provide either said row or
column second portions of said first and second
addresses.

70. The system of claim 39 wherein said circuit operates
as a double data rate synchronous dynamic random access
Memory circuit.,

71. The system of claim 39 wherein each of said memory
bank comprises 16M of memory cells.

72. The system of claim 39 wherein memory cells corre-
sponding to said first and second addresses are accessed
simultaneously.

73. The system of claim 41 wherein memory cells corre-
sponding to said first and second addresses are accessed
simultaneously associated with said first portion of said first
clock signal and memory cells corresponding to said addi-
tional address are accessed simultaneously associated with a
subsequent first portion of said first clock signal.

74. The system of claim 45 wherein memory cells corre-
sponding to said first and second addresses are accessed
simultaneously associated with said first portion of said first
clock signal and memory cells corresponding to said addi-
tional address are accessed simultaneously associated with
subsequent first portions of said first clock signal.

75. The system circuit of claim 39 wherein each plane for
cach of said at least one memory bank 1s divided into a
plurality of sections.

76. The system of claim 75 wherein each of said plurality
of sections 1s divided into a plurality of subsections.

77. A method of addressing a double data rate synchro-
nous dynamic random access memory (SDRAM) device,
saild SDRAM comprising at least one memory bank, each of
sald memory bank being divided into at least two planes,
cach of said planes having memory cells oreganized into rows
and columns, said method comprising the steps of:

recerving a first address corresponding to a location
within at least a first plane of one of said at least one
memory bank associated with a first portion of a first
clock signal;

generating a second address corresponding to a location
within at least a second plane of a same memory bank
associated with a first portion of said first clock signal;
and

applying said first and second addresses to circuitry of
said SDRAM to allow access to said memory cells of
said addressed planes.

78. The method of claim 77 further comprising the step of
cgenerating an additional address for said at least first and
second planes associated with said first portion of said first
clock signal.

79. The method of claim 77 wherein said first portion of
said first clock signal 1s a first edge of said first clock signal.

80. The method of claim 77 wherein said first portion of
said first clock signal 1s a rising edge of said first clock
signal.

81. The method of claim 77 wherein said first clock signal
1s an external clock signal.

82. The method of claim 77 further comprising the step of
ogenerating a plurality of additional addresses for said at least
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first and second planes at subsequent first portions of said
first clock signal.

83. The method of claim 82 wherein said first portion of
said first clock signal 1s a first edge of said first clock signal.

84. The method of claim 82 wherein said first portion of
said first clock signal 1s a rising edge of said first clock
signal.

85. The method of claim 82 wherein said first clock signal
1s an external clock signal.

86. The method of claim 77, wherein a portion of said first
address 1s used as an 1dentifier for said planes of said
plurality of memory banks.

87. The method of claim 77 further comprising the step of
providing a second clock signal being responsive to said first
portion of said first clock signal and wherein said generating,
step 1s performed at an active edge of said second clock
signal.

88. The method of claim 87 wherem said second clock
signal 1s an internal clock signal.
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89. The method of claim 77 further comprising the steps
of:

splitting said first address into first and second address
portions;

generating a first portion of said second address from said
first portion of said first address; and

generating a second portion of said second address from
said second portion of said first address.

90. The method of claim 89 further comprising the step of
combining said first and second portions of said first and
second addresses prior to accessing said planes of memory.

91. The method of claim 77 wherein locations corre-
sponding to said at least first and second planes are accessed
simultaneously.
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