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57 ABSTRACT

A method and circuit adaptively adjust the timing offset of
a digital signal relative to a clock signal output coincident
with that digital signal to enable a latch receiving the digital
signal to store the digital signal responsive to the clock
signal. The digital signal 1s applied to the latch, and stored
in the latch responsive to the clock signal. The digital signal
stored 1n the latch 1s evaluated to determine if the stored
digital signal has an expected value. The timing offset of the
digital signal 1s thercafter adjusted relative to the clock
signal. and the digital signal 1s once again stored 1n the latch
responsive to the clock signal at the new timing offset. A
number of digital signals at respective timing offsets relative
to the clock signal are stored and evaluated, and a final
timing offset of the digital signal 1s selected from the ones
of the timing offsets that cause the latch to store the digital
signal having the expected value. The timing offset of the
digital signal 1s thereafter adjusted to the selected final
timing offset. A read synchronization circuit may adaptively
adjust the timing offset of digital signals 1n this manner, and
such a read synchronization circuit may be utilized in many
types of integrated circuits, including packetized dynamic
random access memories, memory systems including a
memory controller and one or more such packetized
dynamic random access memories, and 1n computer systems
including a plurality of such packetized dynamic random
aCCESS MEMmMOrIES.

32 Claims, 7 Drawing Sheets
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METHOD AND APPARATUS FOR
ADAPTIVELY ADJUSTING THE TIMING
OFFSET BETWEEN A CLOCK SIGNAL AND
DIGITAL SIGNALS TRANSMITTED
COINCIDENT WITH THAT CLOCK SIGNAL,
AND MEMORY DEVICE AND SYSTEM
USING SAME

TECHNICAL FIELD

The present 1nvention relates generally to 1ntegrated cir-
cuit devices, and more particularly to a system and process
for adjusting the timing offset of digital signals applied
coincident with an external clock signal so that the external
clock signal can be used by an external device to latch the
digital signal at the optimum time.

BACKGROUND OF THE INVENTION

Conventional computer systems include a processor (not
shown) coupled to a variety of memory devices, including
read-only memories (“ROMs”) which traditionally store
instructions for the processor, and a system memory to
which the processor may write data and from which the
processor may read data. The processor may also commu-
nicate with an external cache memory, which 1s generally a
static random access memory (“SRAM”). The processor
also communicates with mput devices, output devices, and
data storage devices.

Processors generally operate at a relatively high speed.
Processors such as the Pentium® and Pentium II® micro-
processors are currently available that operate at clock
speeds of at least 400 MHz. However, the remaining com-
ponents of existing computer systems with the exception of
SRAM cache, are not capable of operating at the speed of the
processor. For this reason the system memory devices, as
well as the 1nput devices, output devices, and data storage
devices, are not coupled directly to the processor bus.
Instead, the system memory devices are generally coupled to
the processor bus through a memory controller, bus bridge
or similar device, and the mput devices, output devices, and
data storage devices are coupled to the processor bus
through a bus bridge. The memory controller allows the
system memory devices to operate at a lower clock fre-
quency that 1s substantially lower than the clock frequency
of the processor. Similarly, the bus bridge allows the 1nput
devices, output devices, and data storage devices to operate
at a substantially lower frequency. Currently, for example, a
processor having a 300 MHz clock frequency may be
mounted on a mother board having a 66 MHz clock fre-
quency for controlling the system memory devices and other
components.

Access to system memory 1s a frequent operation for the
processor. The time required for the processor, operating, for
example, at 300 MHz, to read data from or write data to a
system memory device operating at, for example, 66 MHz,
orcatly slows the rate at which the processor i1s able to
accomplish 1ts operations. Thus, much effort has been
devoted to increasing the operating speed of system memory
devices.

System memory devices are generally dynamic random
access memories (“DRAMs”). Initially, DRAMSs were asyn-
chronous and thus did not operate at even the clock speed of
the motherboard. In fact, access to asynchronous DRAMs
often required that wait states be generated to halt the
processor until the DRAM had completed a memory trans-
fer. However, the operating speed of asynchronous DRAMSs
was successiully increased through such innovations as
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burst and page mode DRAMSs which did not require that an
address be provided to the DRAM for each memory access.
More recently, synchronous dynamic random access memo-
ries (“SDRAMSs”) have been developed to allow the pipe-
lined transter of data at the clock speed of the motherboard.
However, even SDRAMSs are incapable of operating at the
clock speed of currently available processors. Thus,
SDRAMSs cannot be connected directly to the processor bus,
but instead must interface with the processor bus through a
memory controller, bus bridge, or similar device. The dis-
parity between the operating speed of the processor and the
operating speed of SDRAMSs continues to limit the speed at
which processors may complete operations requiring access

to system memory.

A solution to this operating speed disparity has been
proposed 1n the form of a computer architecture known as a
synchronous link architecture. In the synchronous link
architecture, the system memory may be coupled to the
processor either directly through the processor bus or
through a memory controller. Rather than requiring that
separate address and control signals be provided to the
system memory, synchronous link memory devices receive
command packets that include both control and address
information. The synchronous link memory device then
outputs or receives data on a data bus that may be coupled
directly to the data bus portion of the processor bus.

An example of a computer system 10 using the synchro-
nous link architecture is shown 1n FIG. 1. The computer
system 10 includes a processor 12 having a processor bus 14
coupled through a memory controller 18 and system
memory bus 23 to three packetized or synchronous link
dynamic random access memory (“SLDRAM”) devices
16a—c. The computer system 10 also includes one or more
input devices 20, such as a keypad or a mouse, coupled to
the processor 12 through a bus bridge 22 and an expansion
bus 24, such as an industry standard architecture (“ISA”) bus
or a peripheral component interconnect (“PCI”) bus. The
mput devices 20 allow an operator or an electronic device to
mput data to the computer system 10. One or more output
devices 30 are coupled to the processor 12 to display or
otherwise output data generated by the processor 12. The
output devices 30 are coupled to the processor 12 through
the expansion bus 24, bus bridge 22 and processor bus 14.
Examples of output devices 24 include printers and a video
display units. One or more data storage devices 38 are
coupled to the processor 12 through the processor bus 14,
bus bridge 22, and expansion bus 24 to store data in or
retrieve data from storage media (not shown). Examples of
storage devices 38 and storage media include fixed disk
drives floppy disk drives, tape cassettes and compact-disk
read-only memory drives.

In operation, the processor 12 sends a data transfer
command via the processor bus 14 to the memory controller
18, which, 1n turn, communicates with the memory devices
16a—c via the system memory bus 23 by sending the
memory devices 16a—c command packets that contain both
control and address information. Data 1s coupled between
the memory controller 18 and the memory devices 16a—
through a data bus portion of the system memory bus 23.
During a read operation, data 1s transferred from the
SLDRAMSs 16a—c over the memory bus 23 to the memory
controller 18 which, 1n turn, transfers the data over the
processor 14 to the processor 12. The processor 12 transiers
write data over the processor bus 14 to the memory con-
troller 18 which, in turn, transfers the write data over the
system memory bus 23 to the SLDRAMSs 16a—c. Although

all the memory devices 16a—c are coupled to the same
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conductors of the system memory bus 23, only one memory
device 16a—c at a time reads or writes data. thus avoiding
bus contention on the memory bus 23. Bus contention 1s
avolded by each of the memory devices 16a—c on the system
memory 22 having a unique identifier, and the command
packet contains an 1dentifying code that selects only one of
these components.

The computer system 10 also mncludes a number of other
components and signal lines that have been omitted from
FIG. 1 1 the mterests of brevity. For example, as explained
below, the memory devices 16a—c also receive a master
clock signal to provide mternal timing signals, a data clock
signal clocking data 1nto and out of the memory device 16.
and a FLAG signal signifying the start of a command packet.

A typical command packet CA<0:39> for an SLDRAM i1s
shown 1n FIG. 2 and 1s formed by 4 packet words CA<0:9>,
cach of which contains 10 bits of data. As will be explained
in more detail below, each packet word CA<0:9> 1s applied
on a command-address bus CA including 10 lines
CAO0-CAY9. In FIG. 2, the four packet words CA<0:9>
comprising a command packet CA<0:39> are designated
PW1-PW4. The first packet word PW, contains 7 bits of
data 1dentifying the packetized DRAM 16a—c that 1s the
intended recipient of the command packet. As explained
below, each of the packetized DRAMSs 1s provided with a
unique ID code that 1s compared to the 7 ID bits 1n the first
packet word PW,. Thus, although all of the packetized
DRAMSs 16a— will receive the command packet, only the
packetized DRAM 16a— having an ID code that matches
the 7 ID bats of the first packet word PW, will respond to the
command packet.

The remaining 3 bits of the first packet word PW, as well
as 3 bits of the second packet word PW,, comprise a 6 bit
command. Typical commands are read and write 1n a variety
of modes, such as accesses to pages or banks of memory
cells. The remaining 7 bits of the second packet word PW,,
and portions of the third and fourth packet words PW,, and
PW, comprise a 20 bit address specilying a bank, row and
column address for a memory transfer or the start of a
multiple bit memory transfer. In one embodiment, the 20-bit
address 1s divided into 3 bits of bank address, 10 bits of row
address, and 7 bits of column address. Although the com-
mand packet shown 1n FIG. 2 1s composed of 4 packet words
PW1-PW4 each contaimning up to 10 bits, 1t will be under-
stood that a command packet may contain a lesser or greater
number of packet words, and each packet word may contain
a lesser or greater number of bats.

The memory device 16a 1s shown 1n block diagram form
in FIG. 3. Each of the memory devices 16a— includes a
clock generator circuit 40 that receives a command clock
signal CCLK and generates a large number of other clock
and timing signals to control the timing of various opera-
fions 1n the memory device 16a. The memory device 16a
also mcludes a command buffer 46 and an address capture
circuit 48 which receive an internal clock signal ICLK a
command packet CA<0:9> on a 10 bit command-address
bus CA, and a terminal 52 receiving a FLAG signal. A
memory controller (not shown) or other device normally
fransmits the command packet CA<0:9> to the memory
device 16a in synchronism with the command clock signal
CCLK. As explained above, the command packet
CA<0:39>, which generally includes four 10-bit packet
words PW1-PW4, contains control and address information
for each memory transfer. The FLLAG signal 1dentifies the
start of a command packet, and also signals the start of an
initialization sequence. The command buflfer 46 receives the
command packet from the command-address bus CA, and
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compares at least a portion of the command packet to
identifying data from an ID register 56 to determine if the
command packet 1s directed to the memory device 16a or
some other memory device 16b, c. If the command buffer 46
determines that the command 1s directed to the memory
device 16a, it then provides the command to a command
decoder and sequencer 60. The command decoder and
sequencer 60 generates a large number of internal control
signals to control the operation of the memory device 16a

during a memory transfer.

The address capture circuit 48 also receives the command
packet from the command-address bus CA and outputs a
20-bit address corresponding to the address mformation in
the command packet. The address 1s provided to an address
sequencer 64, which generates a corresponding 3-bit bank
address on bus 66, a 10-bit row address on bus 68, and a
7-bit column address on bus 70. The row and column
addresses are processed by row and column address paths,
as will be described 1n more detail below.

One of the problems of conventional DRAMSs 1s their
relatively low speed resulting from the time required to
precharge and equilibrate circuitry in the DRAM array. The
SLDRAM 16a shown 1 FIG. 3 largely avoids this problem
by using a plurality of memory banks 80, 1n this case eight
memory banks 80a—/. After a read from one bank 80a, the
bank 80a can be precharged while the remaining banks
80b—/ are being accessed. Each of the memory banks 80a—#
receives a row address from a respective row latch/decoder/
driver 82a—h. All of the row latch/decoder/drivers 82a—h
receive the same row address from a predecoder 84 which,
In turn, recerves a row address from either a row address
register 86 or a refresh counter 88 as determined by a
multiplexer 90. However, only one of the row latch/decoder/
drivers 82a—/ 1s active at any one time as determined by
bank control logic 94 as a function of a bank address from
a bank address register 96.

The column address on bus 70 1s applied to a column
latch/decoder 100, which supplies I/O gating signals to an
I/0 gating circuit 102. The 1/O gating circuit 102 interfaces
with columns of the memory banks 80a—/ through sense
amplifiers 104. Data 1s coupled to or from the memory banks
80a—h through the sense amps 104 and 1/0 gating circuit 102
to a data path subsystem 108 which includes a read data path
110 and a write data path 112. The read data path 110
includes a read latch 120 that stores data from the I/O gating
circuit 102.

In the memory device 16a shown in FIG. 3, 64 bits of data
are stored 1n the read latch 120. The read latch then provides
four 16-bit data words to an output multiplexer 122 that
sequentially supplies each of the 16-bit data words to a read
FIFO buifer 124. Successive 16-bit data words are clocked
through the read FIFO buffer 124 in response to a clock
signal RCLK generated by the clock generator 40. The FIFO
buffer 124 sequentially applies the 16-bit data words to a
driver circuit 128 which, in turn, applies the 16-bit data
words to a data bus DQ forming part of the processor bus 14

(see FIG. 1). The FIFO buffer 124 also applies two data
clock signals DCLK0 and DCLKI1 to the driver circuit 128
which, 1n turn, applies the data clock signals DCLKO and
DCLKI1 on respective data clock lines 132 and 133. The data
clocks DCLKO and DCLKI1 enable a device, such as the
memory controller 18, reading data on the data bus DQ to be
synchronized with the data. Particular bits in the command
portion of the command packet CAO—-CAY determine which
of the two data clocks DCLKO0 and DCLKI1 1s applied by the
driver circuit 128. It should be noted that the data clocks
DCLKO and DCLKI1 are differential clock signals, each
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including true and complementary signals, but for ease of
explanation, only one signal for each clock is 1llustrated and

described.

The write data path 112 includes a receiver bufler 140
coupled to the data bus 130. The receiver buifer 140 sequen-
tially applies 16-bit data words from the data bus DQ to four
input registers 142, each of which 1s selectively enabled by
a signal from a clock generator circuit 144. The clock
generator circuit 144 generates these enable signals respon-
sive to the selected one of the data clock signals DCLKO0 and
DCLKI1. The memory controller or processor determines
which data clock DCLKO or DCLK1 will be utilized during,
a write operation using the command portion of a command
packet applied to the memory device 16a. As with the
command clock signal CCLK and command packet, the
memory controller or other device (not shown) normally
transmits the data to the memory device 164 1n synchronism
with the selected one of the data clock signals DCLKO and
DCLK1. The clock generator 144 is programmed during
initialization to adjust the timing of the clock signal applied
to the mnput registers 142 relative to the selected one of the
data clock signals DCLKO and DCLKI1 so that the input
registers 142 can capture the write data at the proper times.
In response to the selected data clock DCLKO or DCLKI,
the 1nput registers 142 sequentially store four 16-bit data
words and combine them 1nto one 64-bit data word applied
to a write FIFO buifer 148. The write FIFO buffer 148 is
clocked by a signal from the clock generator 144 and an
internal write clock WCLK to sequentially apply 64-bit
write data to a write latch and driver 150. The write latch and
driver 150 applies the 64-bit write data to one of the memory
banks 80a—/ through the I/O gating circuit 102 and the sense
amplifiers 104.

As mentioned above, an important goal of the synchro-
nous link architecture i1s to allow data transfer between a
processor or memory controller and a memory device to
occur at a significantly faster rate. However, as the rate of
data transfer increases, 1t becomes more difficult to maintain
synchronization of signals transmitted between the memory
controller 18 and the memory device 16a. For example, as
mentioned above, the command packet CA<0:39> 1s nor-
mally transmitted from the memory controller 18 to the
memory device 16a 1n synchronism with the command
clock signal CCLK. and the read and write data are normally
transferred between the memory controller 18 and the
memory device 16a 1n synchronism with the selected one of
the data clock signals DCLKO and DCLK1. However,
because of unequal signal delays and other factors, the
command packet CA<0:39> may not arrive at the memory
device 16a in synchronism with the command clock signal
CCLK, and write and read data may not arrive at the
memory device 16a and memory controller 18, respectively,
in synchronism with the selected one of the data clock
signals DCLKO and DCLK1. Moreover, even 1f these signals
are actually coupled to the memory device 16a and memory
controller 18 1n synchronism with each other, they may loose
synchronism once they are coupled to circuits within these
respective devices. For example, mternal signals require
fime to propagate to various circuitry in the memory device
16a, differences 1n the lengths of signal routes can cause
differences 1n the times at which signals reach the circuitry,
and differences 1n capacitive loading of signal lines can also
cause differences in the times at which signals reach the
circuitry. These differences 1n arrival times can become
significant at high speeds of operation and eventually limit
the operating speed of the memory devices 16a and memory
controller 18.
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The problems associated with varying arrival times are
exacerbated as timing tolerances become more restricted

with higher data transfer rates. For example, 1f the internal
clock ICLK derived from the command clock CCLK does
not latch each of the packet words CA<0:9> comprising a

command packet CA<0:39> at the proper time, errors 1n the
operation of the memory device may result. Similarly, data
errors may result during write operations 1f internal signals
developed responsive to the data clocks DCLKO and
DCLKI1 do not latch data applied on the data bus DQ at the
proper time. During read operations, data errors may like-
wise result if internal signals in the memory controller 18
developed responsive to the data clock signals DCLKO and
DCLK1 from the memory device 16a do not latch read data
applied on the data bus DQ at the proper time. Moreover,
even 1f these respective clocks are imitially synchronized,
this synchronism may be lost over time during normal
operation of the memory device 16a. Loss 1n synchronism
may result from a variety of factors, including temperature
variations 1n the environment in which the memory device
16a 1s operating, variations in the supply voltage applied to
the memory device, or drift in operating parameters of
components within the memory device.

One skilled 1n the art will understand that synchronization
of the clock signal CCLK, DCLK0, and DCLKI1 1s being
used up to this point to mean the adjusting of the timing of
respective mternal clock signals derived from these respec-
five external clock signals so the internal clock signals can
be used to latch corresponding digital signals at optimum
times. For example. the command clock signal CCLK 1s
synchronized when the timing of the internal clock signal
ICLK relative to the command clock signal CCLK causes
packet Words CA<0:9> to be latched at the optimum time.

To synchronize the command clock signals CCLK and the
data clock signals DCLKO and DCLK1 during write data
operations, the memory controller 18 (FIG. 1) places the
memory device 16a in a command and write data synchro-
nization mode by applying a 15 bit repeating pseudo-random
bit pattern on each line of the command-address bus CA,
data bus DQ. and on the FLAG line 52. One 15-bit pseudo-
random bit pattern that may be utilized 1s
“111101011001000.” As understood by one skilled in the art,
such a pseudo-random bit pattern functions as a data pattern
and also stimulates unwanted noise on the lines of busses CA
and DQ and on the FLAG line. The memory device 16a
must be synchronized to correctly capture this data pattern
notwithstanding the presence of such simulated noise. Syn-
chronization circuitry within the memory device 16a (not
shown 1n FIG. 3) must detect this applied pseudo-random bit
pattern, place the device in the synchronization mode, and
thereafter generate the necessary control signals to control

components within the memory device to synchronize the
clock signals CCLK, DCLKO0, and DCLK1 from the con-
troller 18.

The data clock signals DCLKO and DCLK1 must simi-
larly be synchronized for read operations between the
memory controller 18 and memory device 16a. To synchro-
nize the data clock signals DCLK0 and DCLK1 for read
operations, the memory controller 18 must first place the
memory device 16a 1 a read synchronization mode of
operation, causing the memory device 16a to generate the
data clock signals DCLKO and DCLKI1 and apply the 15 bat
pseudo-random bit sequence on the data bus DQ. The
memory controller 18 must thereafter operate 1n the same
way as the memory device 16a during the command and
write data synchronization mode to synchronize the data

clock signals DCLK0 and DCLK1. More specifically, the
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memory controller 18 must generate the necessary internal
control signals responsive to the applied data clock signals
DCLKO and DCLKI1 to control components within the

memory controller 18 device to synchronize the data clock
signals DCLK0 and DCLKI1.

During the read synchronization mode, the memory con-
troller 18 must synchronize the data clocks DCLKO and
DCLK1 from each of the memory devices 16a—c 1n the
computer system 10, and must store corresponding adjust-
ments for each of the memory devices 16a—c so that the
memory controller 18 properly adjusts the applied data clock
signals during subsequent read operations. In other words,
when the memory controller 18 requests read data from a
particular memory device 16a—c, it must thereafter adjust the
applied DCLK0O and DCLKI1 signals from that memory
device by the previously determined amount to properly
capture the read data. For example, when reading data from
the memory device 16a the memory controller 18 must
adjust the applied data clock signals DCLKO and DCLK1
from the device 164 by a first amount previously determined
for that device, while the data clock signals DCLKO and
DCLKI1 from the memory device 16b must be adjusted by
a second amount previously determined for the device 16b
to accurately capture read data from that device. Thus, for
cach memory device 16 1n the computer system 10. the
memory controller 18 must store the corresponding adjust-

ment of the DCLKO and DCLKI1 signals.

The computer system 10 (FIG. 1) may include hundreds
of memory devices 16, and as the number memory devices
increases the complexity of circuitry 1in the memory con-
troller 18 to store and apply the proper adjustments to the
respective DCLK0 and DCLKI1 signals during read opera-
fions 1ncreases accordingly. For example, the controller 18
could include a look-up table storing the adjustments for
cach memory device 16 in the system 10, but such an
approach may place too great a burden on the controller 18
in the form of increased circuit complexity and potential
fiming problems. One potential solution to this problem 1is
having the memory controller 18 determine a single adjust-
ment for all memory devices 16, but a single adjustment may
not be possible 1n certain systems 10 and thus the utility of
this approach 1s limaited.

There 1s a need for synchronizing respective data clock
signals generated by a potentially large number of pack-
etized memory devices during the transfer of read data
between such memory devices and a memory controller.
Moreover, although the foregoing discussion 1s directed to
synchronmizing clock signals in packetized memory devices
like SLDRAMSs, similar problems exist in other types of

integrated circuits as well, including other types of memory
devices.

SUMMARY OF THE INVENTION

According to one aspect of the present invention, a
method of adaptively adjusting the timing offset of a digital
signal relative to a clock signal output substantially coinci-
dent with that digital signal enables a latch receiving the
digital signal to store the digital signal responsive to the
clock signal. The method comprises applying the digital
signal to the latch, storing the digital signal in the latch
responsive to the clock signal, and evaluating the stored
digital signal to determine if the stored digital signal has an
expected value. The timing offset of the digital signal
relative to the clock signal i1s thereafter adjusted, and the
digital signals corresponding to respective timing offsets are
latched and evaluated to determine 1f the stored digital signal
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has 1its expected value at each timing offset. Thereafter, a
final timing ofiset of the digital signal 1s selected from the
ones of the timing offsets that cause the latch to store the
digital signal having the expected value. The timing offset of
the digital signal 1s then adjusted to the selected final timing
oifset.

According to another aspect of the present invention, a
read synchronization circuit adaptively adjusts the timing
oifset of digital signals applied on respective signal termi-
nals relative to an external clock signal applied on an
external clock terminal substantially coincident with the
digital signals. The timing offset 1s adjusted to enable an
external device to latch the digital signals responsive to the
external clock signal. A digital signal pattern generator
cgenerates predetermined synchronization digital signals
responsive to an activation signal. A register and clocking
circuit has an iput coupled to the pattern generator, an
output coupled to the signal terminals, and first and second
internal clock terminals adapted to receive respective first
and second 1nternal clock signals. The register and clocking
circuit clocks 1n the synchronization data signals from the
pattern generator responsive to the first internal clock signal,
and clocks the synchronization data signals onto the signal
terminals responsive to the second internal clock signal. The
register and clocking circuit also generates the external
clock signal responsive to the first internal clock signal.

A clock control circuit controls the phase of the second
internal clock signal relative to the first internal clock signal
responsive to a phase command signal. A control circuit 1s
coupled to the pattern generator, clock control circuit, and 1s
further coupled to a control bus adapted to receive control
signals. The control circuit operates responsive to a syn-
chronization command applied on the control bus to activate
the pattern generator and apply a phase command signal to
the clock control circuit, and to adjust the value of the phase
command signal responsive to subsequent synchronization
command signals applied on the control bus.

The read synchronization circuit may be utilized in a
packetized dynamic random access memory device, 1n a
memory system including a memory controller coupled to
one or more packetized memory devices, or 1n a computer
system 1ncluding a plurality of packetized dynamic random
access memories each including the read synchronization
circuit. In addition, the read synchronization circuit may be
used 1n other types of integrated circuits where 1t 1S neces-
sary to adjust the timing offset of digital signals output
coincident with a clock signal so that an external device may
successfully capture the digital signals responsive to the
clock signal.

BRIEF DESCRIPITION OF THE DRAWINGS

FIG. 1 1s a block diagram of a conventional computer
system including a plurality of packetized memory devices.

FIG. 2 1s diagram showing a typical command packet
received by the packetized memory devices of FIG. 1.

FIG. 3 1s a block diagram of a conventional packetized
memory device 1n the computer system of FIG. 1.

FIG. 4 1s block diagram of a read synchronization system
for a packetized memory device according to one embodi-
ment of the present mnvention.

FIG. 5 1s a timing diagram 1illustrating several timing
oifsets of data packets output from the read FIFO bufler in
the memory device of FIG. 4.

FIG. 6 1s a more detailed block diagram of one embodi-
ment of the programmable-delay clock generation circuit of

FIG. 4.
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FIG. 7 1s a schematic of one embodiment of the evaluation
circuit of FIG. 4.

FIG. 8 1s a schematic of one embodiment of the compare
circuit of FIG. 7.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 4 1s a functional block diagram of a read synchro-
nization system 400 including portions of a memory con-
troller 402 and packetized memory device 404 according to
one embodiment of the present ivention. The memory
controller 402 applies command packets CA<0:39> and
FLLAG bits to the memory device 404 over the command-
address bus CA and FLLAG line. respectively, and receives
data packet words D<0:15> on the data bus DQ and the data
clocks DCLKO and DCLKI1 from the memory device 404
during read operations. In operation, the memory controller
402 places the memory device 404 1n a read synchronization
mode of operation and thereafter adjusts the timing offset of
data packet words D<0:15> applied on the data bus relative
to the data clock signals DCLKO and DCLKI1 to thereby
synchronize the data clock signals during read operations, as
will be explained in more detail below. One skilled 1n the art
will understand that synchronization of the data clock sig-
nals DCLKO and DCLKI1 as described herein means the
adjustment of the timing offset of data packet words
D<0:15> on the data bus DQ relative to the data clock
signals DCLKO and DCLK1 such that the memory control-
ler 402 can successfully capture the data packet words
D<0:15> responsive to the data clock signals DCLKO and
DCLK1, as will be discussed 1n more detail below.

In the memory device 404, the command buffer and
address capture circuit 46 (FIG. 3) latches packet words
CA<0:9> and FLAG bits applied on the respective
command-address bus CA and FLAG line as previously
described with reference to FIG. 3. A command decoder and
sequencer 408 receives the latched command packet
CA<0:39> and FLAG bits from the command buffer and
address capture circuit 46 and generates a plurality of
control signals 410 to control the operation of components
within the memory device 404 1n response to the latched
command packet CA<0:39> and FLAG signals. During the
read synchronization mode of operation, the command
decoder and sequencer 408 generates a phase command
word CMDPH<0:3> 1n response to a read synchronization

request packet READSYNC<0:39> applied on the

10

15

20

25

30

35

40

45

RSDW<0> (D<0>)
RSDW<1> (D<1>)
RSDW<2> (D<2>)

RSDW<15> (D<15>)

command-address bus CA and latched by the command
buffer and address capture circuit 46, as will be described 1n
more detail below. A phase select latch 416 latches the phase
command word CMDPH<0:3> generated by the command
decoder and sequencer 408 and outputs the latched phase
command word to a programmable-delay clock generation
circuit 418. The programmable-delay clock generation cir-
cuit 418 generates a delayed read clock signal DRCLK 1n
response to the read clock signal RCLK. The phase of the

DRCLK signal relative to the RCLK signal 1s controlled by
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the applied phase command word CMDPH<0:3>. In the
embodiment of FIG. 4, the programmable-delay clock gen-
eration circuit 418 generates the DRCLK signal having one

of 16 phase shifts relative to the RCLK signal, each of these

16 phase shifts corresponding to a particular value of the
4-bit phase command word CMDPH<0:3>.

The memory device 404 further includes a read FIFO
buffer 420 and read driver circuit 422 that are utilized in

place of the read FIFO buffer 124 and driver circuit 128,

respectively, of FIG. 3. A read data pattern generator 424

generates successive 16-bit read synchronization data packet
words RSDW<0:15> that are clocked into the read FIFO
buffer 420 1n response to the RCLK signal, and are clocked
out of the read FIFO bufier 420 1n response to the DRCLK
signal from the programmable-delay clock generation cir-
cuit 418. The read FIFO bufler 420 further generates the data
clock signals DCLKO and DCLK1 1n response to the read
clock signal RCLK. During the read synchronization mode
of operation, the driver circuit 422 places successive read
synchronization data words RSDW<0:15> clocked out of
the read FIFO buifer 420 onto the data bus DQ as corre-
sponding data packet words D<0:15>, and also outputs both
the data clock 51gnals DCLKO and DCLK1 generated by the
read FIFO butfer 420.

It should be noted that the read FIFO buifer 420 and driver
circuit 422 also operate analogously to the corresponding
circuits 124 and 128 of FIG. 3 during normal read operations
of the memory device 404. In other words. during normal
read operations the 16-bit data packet words successively
output from the multiplexer 122 (FIG. 3) are clocked
through the read FIFO butfer 420 responsive to the RCLK
and DRCLK signals, and are transferred onto the data bus
DQ by the driver circuit 422. In addition, during the normal
read mode of operation the driver circuit 422 outputs the
selected one of the data clock signals DCLKO and DCLK1
determined by the read command packet applied to the
memory device 404, as previously described.

The read data pattern generator 424 may generate a
variety of data patterns, and 1n one embodiment the read data
pattern generator 424 generates a 15-bit repeating pseudo-
random bit sequence for each bit of the read synchronization
data word RSDW<0:15>. One of the 15-bit pseudo-random
bit sequences that may be generated by the read data pattern
cgenerator 424 1s shown below 1n Table 1:

TABLE 1

11 1 1 0 1 0
o O 0 0 1 0
11 1 1 o 1 o 1 1 o 0 1 0 0 0

+_1
S =
S =
— O
— O
S =
— O
— O
— O

As seen 1 Table 1, the 15-bit pseudo-random bit sequence
1s complemented on adjacent bits of the read synchroniza-
tion data word RSDW<(0:15>. For example. the values for
the bit RSDW<0> are the complement of the corresponding

bits for the RSDW<1> bit as seen 1n Table 1. The 15 bit
RSDW<0:15> words are sequentially clocked through the
buffer 420 and then output by the driver circuit 422 as
corresponding data initialization packet words D<0:15> on
the data bus DQ, which 1s indicated in Table 1 by showing
the bits RSDW<0>-RSDW<15> correspond to the bits
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D<0>-D<15>, respectively. In the following description the
pattern generator 424 may be described as generating the
data 1nitialization packet words D<0:15> on the data bus DQ
since these packet words correspond to the RSDW<0:15>
words clocked through the buffer 426 and output by the
drivers 422.

During the read synchronization mode of operation, data
words D<0:15> applied on the data bus DQ by the memory
device 404 arc sequentially latched by input registers 426
contained 1n the memory controller 402. The mput registers
426 scquentially latch four data packet words D<0:15>
applied on the data bus DQ 1n response to a clock signal
from a clock generator 428 and output these four latched
data packet words as a 64-bit data word D<0:63>. A mul-
tiplexer 430 applies one of the data clock signals DCLKO
and DCLKI1 to the clock generator 428, which generates 1its
clock signal to latch data words D<0:15> 1nto the registers
426 1n response to the applied one of the data clock signals
DCLKO and DCLKI1. A control circuit 406 applies a select
clock signal SELCLK to the multiplexer 430 to control
which data clock signal DCLKO0 or DCLK1 1s applied to the
clock generator 428. When the SELCLK signal 1s active, the
multiplexer 430 applies the DCLKO signal to the clock
ogenerator 428 which, 1n turn, clocks the registers 426 1in
response to the applied DCLKO signal. When the SELCLK
signal 1s 1nactive the multiplexer 430 applies the DCLK1
signal to the clock generator 428, which, 1n turn. clocks the
registers 426 1n response to the applied DCLKI1 signal.

A storage register 432 latches the 64-bit data word
D<0:63> from the registers 426 under control of the control
circuit 406. The storage register 432 outputs the latched data
word D<(0:63> to an evaluation circuit 412 which further
receives an expected data or synchronization sequence word

SYNCSEQ<0:3> generated by the control circuit 406. The
evaluation circuit 412 compares the data word D<0:63>
output by the storage register 432 to the synchronization
sequence word SYNCSEQ<0:3> generated by the control
circuit 406, and develops a data initialization results signal
DINITRES 1n response to this comparison. The synchroni-
zation sequence word SYNCSEQ<0:3> generated by the
control circuit 406 corresponds to the expected values for
the bits in the data word D<0:63> output from the storage
register 432. as will be described 1 more detail below. When

the bits of the data word D<0:63> have their expected values
determined by the SYNCSEQ<0:3> word. the evaluation

circuit 412 drives the DINITRES signal active high, indi-
cating the data packet DQ<0:63> was successtully captured.
In contrast, when at least one of the bits 1n the data word
D<0:63> does not have 1ts expected value determined by the
SYNCSEQ<0:3> word, the evaluation circuit 412 drives the
DINITRES signal mactive low, indicating the data packet
DQ<0:63> was unsuccessiully captured. The control circuit
406 receives the DINITRES signal from the evaluation
circuit 412 and utilizes that signal 1in synchronizing the data
clock signals DCLKO and DCLKI1, as will be explamed 1n
more detaill below. Furthermore, the control circuit 406
generates a number of control signals 414 to control the
evaluation circuit 412, storage register 432, and other com-
ponents 1n the memory controller 402, and also applies
command packets on the command-address bus CA and
FLLAG bits to the memory device 404 during the read
synchronization mode of operation, as will be explained 1n
more detail below.

The overall operation of the read synchronization system
400 1 synchronizing the data clock signals DCLK0 and
DCLKI1 during the read synchronization mode of operation
will now be described 1n more detail. The control circuit
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406, or other circuitry (not shown in FIG. 4) within the
memory controller 402 places the memory controller 1n the
read synchronization mode of operation in response to a
predetermined condition. For example, the memory control-
ler 402 may operate in the read synchronization mode of
operation as part of an inmitialization and synchronization
procedure during which the memory controller 402 also
synchronizes the command clock signal CCLK and the data
clock signals DCLKO and DCLK1 during write operations,
and further performs other functions in 1nitializing the
memory device 404. Alternatively, the control circuit 406
may place the memory controller 402 1n the read synchro-
nization mode of operation after a predetermined time
during normal operation of the memory controller 402 and
memory device 404 1n order to resynchronize the data clock
signals DCLKO and DCLKI.

After commencing operation in the read synchronization
mode of operation, the control circuit 406 applies a read
synchronization request packet READSYNC<(0:39> on the
command-address bus CA and the corresponding FLAG
signals on the FLLAG line. The read synchronization request
packet READSYNC<0:39> 1s one of a plurality of event
request packets the memory controller 402 may apply to the
memory device 404, cach even request packet correspond-
ing to a command not requiring a specific address location
within the memory device 404. Typical event request pack-
c¢ts may 1nclude, 1n addition to the read synchronization
request, commands to close all open rows 1n the memory
arrays 80 (FIG. 3) adjust output voltage levels developed by
the memory device 404, or to enter or exit a self-refresh
mode of operation. The read synchronization request pack
READSYNC<0:39> includes 1dentification bits enabling the
memory device 404 to determine whether the read synchro-
nization request packet 1s directed to that particular memory
device or some other memory device (not shown in FIG. 4).
In addition, the read synchronization request packet
READSYNC<0:39> includes command bits corresponding
to a read synchromization command, and also includes a

plurality of adjustment bits which are indicated as a phase
adjustment word PHADIJ<0:4> 1n FIG. 4. The phase adjust-

ment word PHADJ<0:4> portion of the READSYN<0:39>
packet 1s utilized by the memory device 404 to adjust the
phase command word CMDPH<0:3> applied to the clock
ogeneration circuit 418 and thereby adjust the timing offset
between data packet words D<0:15> placed on the data bus
DQ and transitions of the data clock signals DCLKO and
DCLKI1. as will be explained in more detail below.

The command buffer and address capture circuit 46
latches the applied read synchronization request packet
READSYNC<0:39> and corresponding FLAG bits 1n
response to the ICLK signal as previously described with
reference to FIG. 3, and outputs the latched
READSYNC<0:39> packet to the command decoder and
sequencer 408. The command decoder and sequencer 408
decodes the command portion of the applied
READSYNC<0:15>packet and thereafter generates the con-
trol signals 410 placing the memory device 404 in the read
synchronization mode of operation. In response to the con-
trol signals 410, the read data pattern generator 424 begins
sequentially applying the read synchronization data words
RSDW<(0:15> to the read FIFO buffer 420. The command
decoder and sequencer 408 also generates the phase com-
mand word CMDPH<0:3> in response to the phase adjust-
ment word PHADIJ<0:4> portion of the received
READSYNC<0:39> packet. The value of the generated
phase command word CMDPH<0:3> 1s determined by the
value of the phase adjustment word PHADIJI<0:4>, and 1n
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this way the control circuit 406 1n the memory controller 402
controls the value of the phase command word
CMDPH<0:3>. The phase command word CMDPH<0:3> 1s
latched by the phase select latch 416 and applied to the
programmable-delay clock generation circuit 418. The clock
generation circuit 418 thereafter generates the DRCLK

signal having a phase relative to the RCLK signal deter-
mined by the applied CMDPH<0:3> word.
At this point, the read synchronization data wNords

RSDW<0:15> generated by the pattern generator 424 are
clocked 1nto the read FIFO bufler 1n response to the RCLK
signal, and are clocked out of the read FIFO buifer 420 1n

response to the DRCLK signal having a phase relative to the
RCLK signal determined by the current value of the phase
command word CMDPH<0:3>. The read synchronization
data words RSDW<0:15> are thus clocked out of the read
FIFO buffer 420 having a timing offset relative to the data
clock signals DCLK0 and DCLK1 where the amount of this

timing oifset 1s determined by the value of the
CMDPH<0:3> word applied to the clock generation circuit
418. The drivers 422 thereafter operate as previously
described, applying the data clock signals DCLKO0, DCLK1

and data initialization packet words D<0:15> to the memory
controller 402.

At this point, the control circuit 406 drives the select clock
signal SELCLK active causing the multiplexer 430 to apply
the data clock signal DCLKO to the clock generator 428. The
D<0:15> words sequentially applied on the data bus DQ by
the drivers 422 are then clocked into the registers 426 1n
response to the clock signal from the clock generator 428
developed 1n response to the data clock signal DCLKO. The
registers 426 latch four data imtialization packet words
D<0:15>, which correspond to a single data packet
DQ0<0:63>, and output this latched data packet as the data
word D<0:63> to the storage register 432. The storage
register 432 latches and outputs the data word D<0:63> to
the evaluation circuit 412, which also receives the synchro-
nization sequence word SYNCSEQ<(0:3> from the control
circuit 406 corresponding to the expected values for the bits
in the data word D<0:63>.

The control circuit 406 may generate the SYNC-
SEQ<0:3> word through conventional pattern recognition
circuitry (not shown in FIG. 4) which, upon entering the read
synchronization mode of operation, generates the predeter-
mined sequence of values defined by the 15-bit pseudo-
random bit sequence generated by the pattern generator 424
In other words, referring back to Table 1, the pseudo-random
bit sequence starts with 1111 for the bit D<0> and the next
four values for the D<0> bit generated by the pattern
ogenerator 424, which should be sequentially captured by the
registers 426, are 0101, followed by 1001, and so on. Thus,
upon entering the read synchronization mode of operation,
the control circuit 406 merely starts generating the expected
values 0101, 1001, and so on for the SYNCSEQ<0:3> word.
One skilled m the art will understand circuitry that may be
utilized to develop the predetermined sequence of the
SYNCSEQ<0:3> words generated by the control circuit
406, such as a state machine formed from appropriate logic
circuitry. Alternatively, the pattern generator may be a
generator utilizing a “seed” pattern captured on one of the
bits of the data bus DQ as described in pending U.S. patent
application Ser. No. XX/XXX to Manning, enfitled
“METHOD AND APPARATUS FOR GENERATING
EXPECT DATA FROM A CAPTURED BIT PATTERN,
AND MEMORY DEVICE USING SAME,” filed Sep. 3.
1998, which 1s incorporated herein by reference.

At this point, the evaluation circuit 412 compares the
applied data word D<0:63> to the expected data determined
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by the SYNCSEQ<0:3> word output from the control circuit
406, and develops the data initialization results signal DINI-
TRES 1n response to this comparison. As previously
described, when each of the bits 1n the data word D<(:63>
has its expected value determined by the SYNCSEQ<0:63>
word, the evaluation circuit 412 drives the DINITRES signal
high. In contrast, when any of the bits 1n the data word

D<0:63> does not have 1ts expected value determined by the
SYNCSEQ<0:3> word, the evaluation circuit 412 drives the

DINITRES signal inactive low.

The control circuit 406 stores the value of the DINITRES
signal output by the evaluation circuit 412, and thereafter
oenerates a second read synchronization request packet
READSYNC<0:3> including an incremented phase adjust-
ment word PHADIJ<0:4>. The control circuit 406 applies
this new READSYNC<0:3> packet to the memory device
404, and this packet 1s once again latched by the command
buffer and address capture circuit 46 and applied to the
command decoder and sequencer 408. In response to the
incremented PHADIJ<0:4> word 1n this new
READSYNC<0:39> packet, the command decoder and
secquencer 408 increments the phase command word
CMDPH<0:3> by an amount corresponding to the incre-
mented value of the PHADJ<0:4> word portion of this new
read synchronization packet. This new phase command
word CMDPH<0:3> 1s again latched by the phase select
latch 416 and applied to the clock generation circuit 418
which, 1n turn, now generates the DRCLK signal having a
phase relative to the RCLK signal determined by the new
value for the CMDPH<0:3> word. At this point, the read
synchronization data words RSDW<0:15> genecrated by the
pattern generator 424 are now clocked out of the read FIFO
buffer 420 having a timing offset relative to the data clock
signals DCLKO0, DCLK1 determined by the new value of the
phase command word CMDPH<0:3>. The drivers 422 apply
the RSDW<0:15> words clocked out of the buifer 420 as the
data initialization packet words D<0:15> on the data bus
DQ, each data initialization packet word (D<0:15) having
this new timing offset relative to the data clock signals
DCLK0 DCLKI.

FIG. 5 1s a signal timing diagram that will be utilized to
better explain the relationship between the phase shift of the
DRCLK signal relative to the RCLK signal corresponding to
the CMDPH<0:3> word, and the corresponding timing
offset of data packet words D<0:15> applied on the data bus
DQ. In the example of FIG. 5 the DCLKUO signal, which 1s
generated by the read FIFO buffer 420 1n response to the
RCLK signal, has the same phase as the RCLK signal. FIG.
S5 1llustrates three different delayed read clock signals
DRCLK,, DRCLK,, and DRCLK, corresponding to respec-
tive values CMDPH,<0:3>, CMDPH,<0:3>, and
CMDPH,<0:3> of the phase command word. As shown, the
DRCLK,, has a phase shift ¢, relative to the DCLKO signal.
When the DRCLK, signal goes high at a time t,, corre-
sponding data packet words D<0:15> designated DATA1 are
placed on the data bus DQ and have a timing offset t g,
relative to the rising edge of DCLKO signal at a time t,. As
previously discussed, the data DATAIL 1s ofiset by the time
t,z 10 an attempt to enable the memory controller 402 to
successtully latch the data in response to the DCLKO signal.

In the second example of FIG. 5. the DRCLK, signal
corresponding to the CMDPH.,,<0:3> word has a phase shift
¢, relative to the DCLKO signal, and the corresponding data
DATAZ2 has a timing offset t g, relative to the rising edge of
the DCLKO signal at the time t,. Thus, 1n this example the
data DATAZ2 1s applied on the data bus DQ at a time t, before
the rising edge of the DCLKUO signal at the time t. The third




6,029,250

15

example 1llustrates the DRCLK, signal having a phase shift
¢ relative to the DCLKO signal, and the corresponding data
DATAS3 has a timing offset t ., relative to the rising edge of
the DCLKO signal at the time t,. In this example, the data
DATA3 1s applied on the data bus DQ at a time t, before the
rising edge of the DCLKO signal at the time t,. As 1llustrated
by these examples. the phase command word CMDPH<0:3>

may be adjusted to thereby vary the phase shift of the
DRCLK signal relative to the DCLKO signal. As the phase

shift of the DRCLK signal 1s adjusted relative to the DCLKO
signal, the timing offset of data packet words D<0:15>
applied on the data bus DQ relative to transitions of the
DCLKO signal 1s adjusted by an amount corresponding to
the adjusted phase shaft.

Referring back to FIG. 4, the registers 426 once again
capture the data initialization packet words D<0:15> having
the new timing offset applied on the data bus DQ, and
outputs four consecutive latched words as the data word
D<0:63>. The storage register 432 latches this new data
word D<0:63> from the registers 426 and outputs this new
latched data word to the evaluation circuit 412. At this point,
the control circuit 406 applies a new SYNCSEQ<0:3> word
to the evaluation circuit 412 having a value corresponding to
the expected data of the new data word D<0:63>. The
evaluation circuit 412 thereafter operates as previously
described, driving the DINITRES signal active high when
cach of the bits in the new data word D<0:63> has its
expected value determined by the new SYNCSEQ<0:3>
word, and driving the DINITRES signal 1nactive low when
any of the bits in the data word D<0:63> does not have 1its
expected value. The DINITRES signal generated by the
evaluation circuit 412 1n response to the new D<(:63> and
SYNCSEQ<0:3> words 1s once again stored by the control
circuit 406.

The control circuit 406 continues incrementing the phase
adjustment word PHADJ<0:4> and applying read synchro-
nization request packets READSYNC<0:39> including
these incremented PHADIJ<0:4> words to the memory
device 404 to adjust the timing offset of the data 1nitializa-
fion packet words D<0:15> applied on the data bus DQ
relative to the data clock signals DCLKO0O, DCLKI1. As the
control circuit 406 increments the PHADIJ<0:4> word, the
control circuit stores a number of values for the DINITRES
signal, each value corresponding to a particular value of the
phase adjustment word PHADJ<0:4> (i.e., a particular tim-
ing offset of the D<0:15> words placed on the data bus DQ
relative to the DCLKO and DCLKI1 signals). After a prede-
termined number of values for the DINITRES signal have
been stored, the control circuit 406 executes a phase selec-
fion procedure to select a final phase adjustment word
PHADIJ<0:4> from among the phase adjustment words that
resulted 1n the successful capture of the data packets
D<0:63> from the memory device 404. In one embodiment,
the control circuit 406 stores sixteen values for the DINI-
TRES signal, each corresponding to one of sixteen values
for the phase adjustment word PHADIJI<0:4>, and selects the
final phase adjustment word from among the ones of the
sixteen values that resulted 1n the successtul capture of the
data packet D<0:63>. One procedure that may be executed
by the control circuit 406 1in determining the final phase
adjustment word PHADJ<0:4> is described in more detail in
U.S. patent application Ser. No. 08/890,055 to Baker et al.,
which 1s 1ncorporated herein by reference.

After selecting the optimum one of the PHADI<0:4>
words, the control circuit 406 transfers the selected phase
adjustment word PHADJ<0:4> to the memory device 404 1n
a corresponding read synchronization request packet
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READSYNC<0:39>. The command buffer and address cap-
ture circuit 46 and command decoder and sequencer 408 1n
the memory device 404 then operate as previously described
to latch a final phase command word CMDPH<0:3> corre-
sponding to the final phase adjustment word PHADJ<0:4>
in the phase select latch 416. Upon the final phase command
word CMDPH<0:3> being latched 1n the phase select latch
416, the clock generation circuit 418 thereafter generates the
delayed read clock signal DRCLK having a phase relative to
the read clock signal RCLK that corresponds to the final
phase command word CMDPH<0:3>, and this phase 1s
utilized during normal read operations of the memory device
404. This final phase command word CMDPH<0:3> sets the
phase of DRCLK relative RCLK so that the timing oifset
between the data clock signals DCLK0 and DCLK1 and data
packet words D<0:15> applied on the data bus DQ enables
the memory controller 402 to successtully capture the data
packet words. The control circuit 406 thercafter deactivates
the SELCLK signal and operates 1dentically in synchroniz-
ing the data clock signal DCLKI1, which, for the sake of
brevity, will not be described 1n further detail. It should be

noted that although only a single DRCLK signal 1s shown in
FIG. 4. mmdependent DRCLK signals would be utilized to

independently synchronize the DCLK0 and DCLKI1 signals.
Alternatively, two phase select latches 416 could store
respective CMDPH<0:3> words for the DCLKO and
DCLK1 signals, and then the CMDPH<0:3> word corre-
sponding to the selected one of the DCLKO and DCLK1
signals would be applied to the clock generation circuit 418.
One skilled 1n the art will realize that the procedure
executed by the control circuit 406 1n synchronizing the data
clock signals DCLKO0. DCLK1 may vary. For example, in
the above-described procedure the control circuit 406 cap-
tures only one data packet D<0:63> at each phase of the
DRCLK signal. In another embodiment, the control circuit
406 may perform a predetermined number of comparisons at
a given phase of the DRCLK signal and corresponding
timing offset of the D<0:15> words relative to the data
clocks DCLKO and DCLK1 before storing a value for the
DINITRES signal. In this embodiment. the control circuit
406 may, for example, control components of the memory
controller 402 so that eight data packets D<0:63> are
captured and compared at each phase of the DRCLK signal.
When all eight of these comparisons indicate successiul
captures, the control circuit 406 stores a “1” for the DINI-
TRES signal at this phase. However, if any of the compari-
sons at a given phase indicates an unsuccesstul capture, the
control circuit 406 stores a “0” for the DINITRES signal at
this phase. Once again, after sixteen, for example, DINI-
TRES signals have been stored, the control circuit 406
determines the final phase adjustment word PHADIJ<0:4>
and transfers this word to the memory device 404 which, 1n
turn, applies this word to the clock generation circuit 418 in
the form of the final phase command word CMDPH<0:3> to
thereby determine the final phase of the DRCLK signal.
The overall operation of the read synchronization system
400 and general operation of several components within that
circuit have now been described with reference to FIG. 4. At
this point, several components of the read synchronization
system 400 contained within the memory controller 402 and
memory device 404 will now be described 1n more detail.
FIG. 6 1s a functional block diagram of one embodiment of
the programmable-delay) clock generation circuit 418 of
FIG. 4 including a delay-locked loop 500 that develops a
plurality of clock signals 502a—# in response to the CCLK
signal. The clock signals 502a—n have phase shiits, desig-
nated ¢,—¢,, respectively, relative to the CCLK signal. In
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the embodiment of FIG. 6, the delay-locked loop 3500
develops 16 clock signals 5024—» and maintains a phase
shift of 180° between the clock signals 502a and 502#. Thus,
in this embodiment, the phases of the clock signals 502a—n
increase in increments of 11.25° from the phase ¢, to ¢,.. In
other words, the clock signal 5024 has a phase ¢, relative to
the CCLK signal, and each of the clock signals 502b—# has
a phase 11.25° greater than the preceding phase such that the
clock signal 502# has the phase ¢, that is 180° greater than
the phase ¢,.

The clock signals 502a—n are applied to respective mputs
of a multiplexer 504 that also receives the phase command
word CCMDPH<0:3>. In response to the phase command
word CCMDP1<0:3>, the multiplexer 504 couples one of
the clock signals 502a—# to an output and through a buifer
506 to generate the ICCLK signal. The value of the phase
command word CCMDPH<0:3> determines which of the
clock signals 502a—n 1s used to generate the ICCLK signal
and thereby determines the phase of the ICCLK signal
relative to the CCLK signal. A more detailed description of
one embodiment of the programmable-delay clock genera-
tion circuit 418 1s described 1n U.S. patent application Ser.
No. 08/811,918 to Manning, which 1s incorporated herein by
reference.

FIG. 7 illustrates one embodiment of the evaluation
circuit 412 of FIG. 4, which, as previously described,
compares the data word D<0:63> to expected values deter-
mined by the SYNCSEQ<0:3> word, and genecrates the
DINITRES signal having a value indicating the result of this
comparison. The evaluation circuit 412 mcludes a PMOS
reset transistor 1000 coupled between a supply voltage
source V.~ and a sensing node 1002 and receiving an enable
calibration signal ENCAL from the control circuit 406
applied on its gate. Alatch 1004 including two cross-coupled
iverters 1006, 1008 has its input coupled to the sensing
node 1002 and 1ts output coupled to an mnput of an inverter
1010 which develops the DINITRES signal on its output 1n
response to the output of the latch 1004.

The evaluation circuit 412 further includes a compare
circuit 1012 coupled between the sensing node 1002 and an
enable node 1014. The compare circuit 1012 receives the
latched data word D<0:63> and further receives a plurality
of signals derived from the synchronization sequence word
SYNCSEQ<0:3> generated by the control circuit 406. More
specifically, each bit of the synchronization sequence word
SYNCSEQ<0:3> 1s coupled through a respective inverter
1016 to generate a complementary synchronization
sequence word SYNCSEQ<0:3> which, i turns 1s further
coupled through a respective mverter 1018 to generate a
buffered synchronization sequence word SYNCSE-
QBUF<0:3>. The SYNCSEQ<0:3> and SYNCSE-
QBUF<0:3> words are utilized by the compare circuit 1012
in determining whether each of the bits 1in the data word
D<0:63> has its expected value, as will be explained in more
detail below.

The evaluation circuit 412 further includes an enable
transistor 1020 coupled between the enable node 1014 and
oround. An 1nverter 1028 has 1ts output applied through a
transmission gate 1022 to the gate of the enable transistor
1020. The control circuit 406 applies a command 1nitializa-
tion signal DINIT directly and through an mverter 1024 to
the control terminals of the transmission gate 1022. The
output of the mverter 1024 1s further applied to a gate of a
transistor 1026 coupled between the gate of the enable
transistor 1020 and ground. When the DINIT signal goes
active high, the mverter 1024 drives its output low turning
OFF the transistor 1026 and turning ON the transmission
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cate 1022 and thereby coupling the output of the inverter
1028 to the gate of the enable transistor 1020. Thus, when
the DINIT signal 1s active high, the level at the output of the
inverter 1028 determines whether the enable transistor 1020
turns ON or OFF. The control circuit 406 applies an initial-
1zation strobe signal INITSTRB through an inverter 1032 to
an 1nput of a pulse generator 1030 which, 1n turn, outputs a
pulse signal to the input of the inverter 1028. When the
INITSTRB signal goes active high, the inverter 1032 drives
its output low causing the pulse generator 1030 to apply a
low pulse signal on the input of the inverter 1028, which, in
turn, drives its output high for the duration of this pulse. This
high output from the inverter 1028 1s coupled through the
transmission gate 1022, when activated, turning ON the
enable transistor 1022.

The output of the inverter 1028 1s further coupled through
an 1nverter 1034 to one mput of a NAND gate 1036
receiving the ENCAL signal on a second input. The output
of the NAND gate 1036 1s applied directly and through an
inverter 1038 to enable terminals of a buffer 1040 coupled
between the output of the latch 1004 and the sensing node
1002 as shown. When the output of the NAND gate 1036
ogoes low, the buffer 1040 1s enabled and applies the mnverse
of the signal on the output of the latch 1004 on the sensing
node 1002. If the output of the NAND gate 1036 1s high, the
buffer 1040 1s disabled, placing its output 1n a high 1mped-
ance state.

FIG. 8 1s a more detailed schematic of the compare circuit
1012 of FIG. 7 including a plurality of bit compare circuits
BCC1-BCCN. There 1s one bit compare circuit
BCC1-BCCN for each bit compared by the compare circuit
1012. In the embodiment of FIG. 8, the compare circuit 1012
includes 64 bit compare circuit BCC1-BCC64, one for each
bit of the data word D<0:63>. All the bit compare circuits
BCC1-BCCN are 1dentical, and thus, for the sake of brevity,
only the bit compare circuit BCC1 will be described 1n more
detail. The bit compare circuit BCC1 receives the bit D<0>
of the data word D<0:63>, and applies this bit through a first
inverter 1100 to an mput of a first transmission gate 1102,
and through the first inverter 1100 and a second mverter
1104 to the mput of a second transmission gate 1106. The
transmission gates 1102 and 1106 receive the

SYNCSEQ<0> and SYNCSEQBUF<0> signals on their

respective control terminals as shown, and are activated 1n
a complementary manner in response to the values of these
signals. When the SYNCSEQ<0> signal 1s high and SYNC-
SEQBUF<0> signal 1s low, the transmission gate 1102 turns
ON and transmission gate 1106 turns OFF, and when the
signals SYNCSEQ<0> and SYNCSEQBUF<0> are low and
high, respectively. the transmission gate 1106 turns ON and
transmission gate 1102 turns OFF. The outputs of the trans-
mission gates 1102 and 1106 are applied to a gate of a
comparison transistor 1108 coupled between the sensing
node 1002 and the enable node 1014.

In operation, the bit compare circuit BCC1 compares the
value of the bit D<0> to 1ts expected value determined by the
values of the bits SYNCSEQ<0> and SYNCSEQBUF<0>
and activates the compare transistor 1108 when the bit D<0>
does not have 1ts expected value, as will now be explained
in more detail. The control circuit 406 (sece FIG. 4) deter-
mines an expected value for the data bit D<0> corresponding
to one of the bits 1n the SYNCSEQ<0:3> word, as previ-
ously described. When the expected value of the data bat
D<0> 1s high, the control circuit 406 genecrates

SYNCSEQ<0> and SYNCSEQBUF<0> signals that are

higch and low, respectively, turning ON transmission gate
1102 and turning OFF transmission gate 1106. The data bit



6,029,250

19

D<0> 1s then applied through the inverter 1100 and through
the turned ON transmission gate 1102 to the gate of the
compare transistor 1108. If the data bit D<0> 1s high as
expected, the inverter 1100 applies a low signal through the
transmission gate 1102 to the gate of the compare transistor
1108, turning OFF this transistor. In contrast, if the data bit
D<0> 1s a binary O mstead of a binary 1 as expected, the
inverter 1100 drives its output high and this high output is
applied through the transmission gate 1102 to the gate of the
transistor 1108. In response to the high signal on its gate, the
transistor 1108 turns ON, coupling the sensing node 1002 to
the enable node 1014.

When the expected value of the data bit D<0> 1s a binary
0, the control circuit 406 drives the SYNCSEQ<(0> and
SYNCSEQBUF<0> signals low and high, respectively,
turning ON the transmission gate 1106 and turning OFF the
transmission gate 1102. The data bit D<0> 1s then applied
through the inverters 1100 and 1104 and through the turned
ON transmission gate 1106 to the gate of the compare
transistor 1108. If the data bit D<0> 1s a binary 0 as
expected, the mverter 1104 drives its output low, turning
OFF the transistor 1108 and isolating the sensing node 1002
from the enable node 1014. In contrasts if the data bit D<0>
1s not a binary 0 as expected but 1s instead a binary 1, the
inverter 1104 drives its output high, turning ON the transis-
tor 1108 which couples the sensing node 1002 to the enable
node 1014.

Returning now to FIG. 7, the overall operation of the
evaluation circuit 412 in comparing the value of each bit 1n
the data word D<0:63> to its expected value will now be
described 1n more detail. As previously described with
reference to FIG. 4, the control circuit 406 applies the
DINIT, ENCAL, and INITSTRB signals (i.e., indicated as
control signals 414 in FIG. 4) to control operation of the
evaluation circuit 412. When the DINIT signal is inactive
low, the transmission gate 1022 turns OFF and the transistor
1026 turns ON. The turned ON transistor 1026 couples the
cgate of the enable transistor to ground, turning OFF the
enable transistor 1020 which isolates the enable node 1014
from ground. In this situation, the evaluation circuit 412 1is
deactivated and does not evaluate the data word D<0:63>.

The evaluation circuit 412 1s enabled when the DINIT
signal 1s active high turning ON the transmission gate 1022
and enable transistor 1020, which couples the enable node
1014 to approximately ground. The ENCAL signal goes
inactive low before evaluation of a particular data word
D<0:63>. In response to the low ENCAL signal, the tran-
sistor 1000 turns ON. coupling the sensing node 1002 to
approximately the supply voltage V.. In response to the
hiech on the sensing node 1002, the latch 1004 drives its
output low and the mverter 1010, 1n turn, drives the DINI-
TRES signal on its output high. At this point, the INITSTRB
signal 1s inactive low and the pulse generator 1030 drives its
output high causing the inverter 1028 to drive its output low.
The low output from the inverter 1028 1s applied through the
turned ON transmission gate 1022 to the gate of the enable
transistor 1020, turning OFF this transistor and thereby
1solating the enable node 1014 from ground. It should be
noted that when the ENCAL signal goes inactive low, the
NAND gate 1036 deactivates the buffer 1040 enabling the
transistor 1000 to more easily drive the sensing node 1002
high.

Once the ENCAL signal has gone 1nactive low, disabling
and resetting the evaluation circuit 412, the ENCAL signal
thereafter goes active high, enabling the evaluation circuit
412 to begin comparing latched data word D<0:63>. At this
point, the control circuit 406 applies the generated synchro-
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nization sequence word SYNCSEQ<0:3> to the evaluation
circuit 412 and the corresponding SYNCSEQ<(:3> and

SYNCSEQBUF<0:3> words are, in turn, applied to the
compare circuit 1012, indicating the expected value for each
of the bits 1n the latched D<0:63> word. At this point, the
expected data 1n the form of the SYNCSEQ<0:3> and
SYNCSEQBUF<0:3> words and the latched data word
D<0:63> 1s applied to the compare circuit 1012. but the
compare circuit 1012 is not yet enabled since the transistor
1020 1s turned OFF. The INITSTRB signal then goes active
high and the pulse generator 1030. 1n turn, generates the low
pulse on its output, causing the inverter 1028 to pulse its
output high and thereby turn ON the enable transistor 1020
so that the compare circuit 1012 compares the latched data
word D<0:63> to the expected data.

As previously described with reference to FIG. 8, when
cach bit of the data word D<0:63> has its expected value, the
eorresponding compare transistor 1108 coupled between the
sensing node 1002 and enable node 1014 does not turn ON.
Thus, when the latched data word D<0:39> has its expected
value, none of the transistors 1108 1n the compare circuit
1012 turns ON and the sensing node 1002 remains at
approximately the supply voltage V.. Accordingly, when
the data word D<0:63> has its expected value, the voltage on
the sensing node 1002 remains high such that the latch 1004
maintains 1ts output low and the mverter 1010 continues
driving the DINITRES signal active high indicating the
latched data word D<0:63> was successtully captured. It
any of the bits 1n the data word D<0:63> does not have 1its
expected value, the corresponding compare transistor 1108
turns ON, coupling the sensing node 1002 to approximately
oround. When the sensing node 1002 goes low, the latch
1004 drives 1ts output high causing the mnverter 1010 to drive
the DINITRES signal low, indicating the data word D<0:63>
was not successtully captured.

It should be noted that the low pulse on the output of the
pulse generator 1030 results in the mnverter 1034 also pulsing
its output low, which causes the NAND gate 1036 to drive
its output high for the duration of this pulse. As previously
described, when the output of the NAND gate 1036 goes
high, the buffer 1040 1s disabled to enable the sensing node
1002 to be more easily driven low if any of the bits were not
successiully captured. After the end of the pulse generated
by the pulse generator 1030, the NAND gate 1036 again
drives 1ts output low enabling the buffer 1040 to drive the
sensing node 1002 to 1ts desired value. As will be understood
by one skilled 1n the art, the sensing node 1002 may present
a rather large capacitance due to all the components coupled
in parallel to this node, and the buffer 1040 i1ncludes tran-
sistors sized such that the buffer 1040 may drive this
relatively large capacitance to 1ts desired voltage and 1n this
way assists the inverter 1006, which typically has smaller
sized transistors.

It 1s to be understood that even though various embodi-
ments and advantages of the present invention have been set
forth 1n the foregoing description, the above disclosure is
illustrative only, and changes may be made 1n detail, and yet
remain within the broad principles of the invention. For
example. many of the components described above may be
implemented using either digital or analog circuitry, or a
combination of both, and also, where appropriate. may be
realized through software executing on suitable processing
circuitry. Therefore, the present invention 1s to be limited
only by the appended claims.

I claim:

1. A method of adaptively adjusting the timing offset of a
digital signal relative to a clock signal output substantially
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coincident with the digital signal to enable a latch receiving
the digital signal to store the digital signal responsive to the
clock signal, the method comprising:

applying the digital signal to the latch;

storing the digital signal in the latch responsive to the
clock signal;

evaluating the stored digital signal to determine 1if the
stored digital signal has an expected value and storing
the result of this evaluation;

adjusting the timing offset of the digital signal relative to
the clock signal;

repeating storing the digital signal 1n the latch through
adjusting the timing offset of the digital signal for a
plurality of timing offsets;

selecting a final timing offset of the digital signal from the

ones of the timing offsets that caused the latch to store
the digital signal having the expected value; and

adjusting the timing offset of the digital signal relative to
the clock signal to the selected final timing offset.
2. The method of claim 1 wherein adjusting the timing
offset of the digital signal relative to the clock signal
COmMprises:

generating the clock signal 1n response to a second clock
signal having a constant phase shift relative to the clock
signal;

generating a third clock signal having a phase shift
relative to the second clock signal; and

adjusting the timing offset of the digital signal responsive

to changes 1n the phase shift of the third clock signal.

3. The method of claim 1 wherein applying the digital
signal to the latch comprises applying a repeating 15 bat
pseudo-random bit sequence of “111101011001000.”

4. The method of claim 1 wherein storing the digital signal
in the latch responsive to the clock signal comprises storing
the digital signal 1n the latch responsive to falling and rising
edges of the clock signal.

5. A method of synchronizing read clock signals gener-
ated by a packetized memory device coincident with read
data transferred from the packetized memory device to an
external device, the method comprising:

placing the packetized memory device 1n a read synchro-
nization mode of operation;

outputting read clock signals and coincident read digital
signals from the memory device, the read digital sig-
nals having a timing offset relative to the read clock
signal;

capturing the read digital signals in the external device
responsive to the read clock signal;

determining whether the captured read digital signals
have expected values;

applying a signal to the memory device to adjust the
timing offset of the read digital signal relative to the
read clock signal;

repeating outputting read clock signals and coincident
read digital signals from the memory device through
applying a signal to the memory device to adjust the
timing offset until a plurality of read digital signals at
respective timing olffsets have been captured in the
external device;

selecting a final timing offset from among the timing
oifsets that resulted 1n the external device successiully
capturing the read digital signal; and

applymng a signal to the memory device to adjust the
timing offset of the read digital signals to the selected
final timing offset.
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6. The method of claim 5 wherein placing the packetized
memory device 1n the read synchronization mode comprises
the external device applying a read synchronization request
packet on a command-address bus of the packetized memory
device.

7. The method of claim 5 wherein outputting read clock
signals and coincident read digital signals comprises apply-
ing a data clock signal having a predetermined frequency on
a clock terminal and applying a repeating 15 bit pseudo-
random bit sequence of “111101011001000” on a data bus
for the read digital signal.

8. The method of claim § wherein applying a signal to the
memory device to adjust the timing offset of the read digital
signal relative to the read clock signal comprises applying a
read synchronization request packet to the memory device
over a command-address bus and adjusting the timing offset
responsive to phase adjustment bits of the read synchroni-
zation request packet.

9. The method of claim § wherein capturing the read
digital signals 1n the external device responsive to the read
clock signal comprises capturing the read digital signals
responsive to falling and rising edges of the read clock
signal.

10. The method of claim § wherein applying a signal to
the memory device to adjust the timing offset of the read
digital signals to the selected final timing offset comprises
applying a read synchronization request packet on a
command-address bus of the memory device which includes
phase adjustment bits corresponding to the selected timing
offset and thereafter applying a stop read synchronization
packet to the memory device over the command-address
bus.

11. A method of adjusting the timing offset of read digital
signals relative to a read clock signal mm a packetized
memory device, the read digital signals and read clock signal
being applied by the packetized memory device to an
external device, the method comprising:

placing the packetized memory device 1n a read synchro-
nization mode of operation;

cgenerating the read clock signal responsive to a first
internal clock signal;

outputting read data from the memory device responsive
to a second internal clock signal having a phase shaft
relative to the first internal clock signal;

capturing the read data 1n the external device responsive
to the read clock signal;

determining whether the captured read data has an
expected value;

applying a signal to the memory device to adjust the phase
of the second internal clock signal;

repeating outputting read data from the memory device
responsive to the second internal clock through apply-
ing a signal to the memory device to adjust the phase
of the second internal clock signal a plurality of times
and determining whether the captured read data at each
phase of the second internal clock signal has its corre-
sponding expected value;

selecting a final phase shift of the second mternal clock
signal from among phase shifts resulting in the external
device successtully capturing the read data; and

applying a signal to the memory device to adjust the phase

shift of the second internal clock signal to the selected
final phase shitt.

12. The method of claim 11 wherein placing the pack-

etized memory device in the read synchronization mode

comprises the external device applying a read synchroniza-
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fion request packet on a command-address bus of the
packetized memory device.

13. The method of claim 11 wherein outputting read data
from the memory device comprises outputting a repeating

15 bit pseudo-random bit sequence of “111101011001000.”

14. The method of claim 11 wherein applying a signal to
the memory device to adjust the phase of the second internal
clock signal comprises applying a read synchronization
request packet to the memory device over a command-
address bus and adjusting the phase of the second internal
clock signal responsive to phase adjustment bits of the read
synchronization request packet.

15. The method of claim 11 wherein capturing the read
data 1n the external device responsive to the read clock
signal comprises capturing the read data responsive to
falling and rising edges of the read clock signal.

16. The method of claim 11 wherein applying a signal to
the memory device to adjust the phase shift of the second
internal clock signal to the selected final phase shift com-
prises applying a read synchronization request packet on a
command-address bus of the memory device which includes
phase adjustment bits corresponding to the selected final
phase shift and thereafter applying a stop read synchroni-
zation packet to the memory device over the command-
address bus.

17. A read synchronization circuit that adaptively adjusts
the timing offset of digital signals applied on respective
signal terminals relative to an external clock signal applied
on an external clock terminal substantially coincident with
the digital signals to enable an external device to latch the
digital signals responsive to the external clock signal, com-
prising:

a digital signal pattern generator that generates predeter-

mined synchronization digital signals responsive to an
activation signal;

a register and clocking circuit having an input coupled to
the pattern generator, an output coupled to the signal
terminals, and first and second internal clock terminals
adapted to receive respective first and second internal
clock signals, the circuit clocking 1n the synchroniza-
tion data signals from the pattern generator responsive
to the first internal clock signal, clocking the synchro-
nization data signals onto the signal terminals respon-
sive to the second 1nternal clock signal, and generating
the external clock signal responsive to the first internal
clock signal;

a clock control circuit controlling the phase of the second
internal clock signal relative to the first internal clock
signal responsive to a phase command signal;

a control circuit coupled to the pattern generator, clock
control circuit, and coupled to a control bus adapted to
receive control signals, the control circuit operable
responsive to a synchronization command applied on
the control bus to activate the pattern generator and
apply a phase command signal to the clock control
circuit, and to adjust the value of the phase command
signal responsive to subsequent synchronization com-
mand signals applied on the control bus.

18. The read synchronization circuit of claim 17 wherein
the digital signal pattern generator generates the repeating
15 bit pseudo-random bit sequence “111101011001000 for
the synchronization digital signals.

19. The read synchronization circuit of claim 17 wherein
the control circuit comprises:

a command buffer and address capture circuit adapted to
latch and output command-address signals applied on a
command address bus;
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a command decoder and sequencer coupled to the output
of the command buffer and address capture circuit that
generates a plurality of control signals responsive to the
latched command-address signals, and generates a
phase command word responsive to adjustment signals
included 1n the latched command-address signals; and

a phase select latch coupled to the command decoder and
sequencer that latches the phase command word output
from the command decoder and sequencer and applies
the latches phase command word to the clock control
CIrcuit.

20. The read synchronization circuit of claim 17 wherein
the output of the register and clocking circuit 1s coupled to
a data bus and the register and clocking circuit generates first
and second data clock signals on respective first and second
external clock terminals.

21. A packetized dynamic random access memory, com-
prising:

at least one array of memory cells adapted to store data at
a location determined by a row address and a column
address;

a row address circuit adapted to receive and decode the
row address, and select a row of memory cells corre-
sponding to the row address responsive to a first set of
command signals;

a column address circuit adapted to receive or apply data
to one of the memory cells in the selected row corre-
sponding to the column address responsive to a second
set of command signals;

a write data path circuit adapted to couple data between a
data bus and the column address circuit responsive to a
third set of command signals and having a latch
adapted to receive and latch data packets applied on the
data bus responsive to a first internal clock signal
generated responsive to an external data clock signal
applied on an external data clock terminal;

I

a command buffer receiving command packets and 1ni-
tialization packets, the command buifer including a
latch storing each of the received packets responsive to
a transition of a second internal clock signal generated
responsive to a second external clock signal, the com-
mand buffer further generating respective command
words and 1nitialization words corresponding to each
received command packet and imitialization packet,
respectively; and

a read data path circuit adapted to couple data between the
data bus and the column address circuit responsive to a
fourth set of command signals during normal operation
of the memory device, and comprising a read synchro-
nization circuit that adaptively adjusts the timing offset
of data signals output on the data bus relative to a data
clock signal applied by the read data path circuit on the
data clock terminal substantially comcident with the
data signals comprising;:

a digital signal pattern generator that generates prede-
termined synchronization digital signals responsive
to an activation signal;

a register and clocking circuit having an 1nput coupled
to the pattern generator, an output coupled to the data
bus, and first and second read clock terminals
adapted to receive respective first and second inter-
nal read clock signals, the circuit clocking in the
synchronization data signals from the pattern gen-
crator responsive to the first internal read clock
signal, clocking the synchronization data signals
onto the data bus responsive to the second internal
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read clock signal, and generating the external data
clock signal on the external data clock terminal
responsive to the first internal read clock signal;

a clock control circuit controlling the phase of the
second 1nternal read clock signal relative to the first
internal read clock signal responsive to a phase
command signal; and

a control circuit coupled to the pattern generator, clock
control circuit, and coupled to the command buffer,
the control circuit operable when the command
buffer outputs an 1nitialization word responsive to
received command packet corresponding to a read
synchronization request packet to activate the pattern
generator and apply a phase command signal to the
clock control circuit, and to adjust the value of the
phase command signal responsive to subsequent
initialization words output from the command buifer.

22. The packetized dynamic random access memory of
claim 21 wherein the digital signal pattern generator gener-
ates the repeating 15 bit pseudo-random bit sequence
“111101011001000” for the synchronization digital signals.

23. The packetized dynamic random access memory of
claim 21 wherein the read synchronization circuit of the data
path circuit develops two phase command signals corre-
sponding to respective data clock signals to adjust the timing
offset of data signals on the data bus relative to each data
clock.

24. A memory controller, comprising:

external signal terminals adapted to receive respective
digital signals;

an external clock terminals adapted to receive an external
clock signal;

a circult transferring data between a processor data bus
and selected ones of the signal terminals, and generat-
ing a plurality of command and clock signals on
respective signal terminals;

a clock generator generating an internal clock signal
responsive to the external clock signal, the internal
clock signal having a fixed phase relative to the exter-
nal clock signal;

a latch that latches digital signals applied on the external
signal terminals responsive to the internal clock signal;

an evaluation circuit coupled to the latch and generating
a results signal responsive to the digital signals sequen-
tially stored in the latch which indicates whether each
of the latched digital signals has an expected value; and

a control circuit operating 1n a read synchronization mode
to apply command packets to a packetized memory
device coupled to the controller causing the packetized
memory device to apply predetermined synchroniza-

tion signals on the data bus and a data clock signal on

the data clock terminal having a timing offset relative
to the synchronization signals determined by the com-
mand packet, the control circuit thereafter controlling
the evaluation circuit to develop a plurality of results
signals, each corresponding to a respective timing
olfset, and then selecting a final timing offset from
among the timing offsets that resulted in the latch
successtully capturing the synchronization signals, and
applying a command packet causing the memory
device to adjust the timing offset of the synchronization
signals to the selected final timing offset.
25. The memory controller of claim 24 wherein the
evaluation circuit compares the values of the bits 1n a 64 bt
data word D<0:63> latched by the latch to predetermined

expected values determined by the control circuit.
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26. A memory system, comprising:
a packetized memory device, comprising,

at least one array of memory cells adapted to store data
at a location determined by a row address and a
column address;

a row address circuit adapted to receive and decode the
row address, and select a row of memory cells
corresponding to the row address responsive to a first
set of command signals;

a column address circuit adapted to receive or apply
data to one of the memory cells 1n the selected row
corresponding to the column address responsive to a
second set of command signals;

a write data path circuit adapted to couple data between
a data bus and the column address circuit responsive
to a third set of command signals, and having a latch
adapted to receive and latch data packets applied on
the data bus responsive to a first internal clock signal
generated responsive to an external data clock signal
applied on an external data clock terminal;

a command buffer receiving command packets and
initialization packets on a command-address bus, the
command buffer including a latch storing each of the
received packets responsive to a ftransition of a
second 1nternal clock signal generated responsive to
a second external clock signal, the command buifer
further generating respective command words and
initialization words corresponding to each received
command packet and mitialization packet, respec-
tively; and

a read data path circuit adapted to couple data between
the data bus and the column address circuit respon-
sive to a fourth set of command signals during
normal operation of the memory device, and com-
prising a read synchronization circuit that adaptively
adjusts the timing offset of data signals output on the
data bus relative to a data clock signal applied by the
read data path circuit on the data clock terminal
substantially coincident with the data signals, com-
Prising:

a digital signal pattern generator that generates pre-
determined synchronization digital signals
responsive to an activation signal;

a register and clocking circuit having an 1input
coupled to the pattern generator, an output coupled
to the data bus, and first and second read clock
terminals adapted to receive respective first and
second 1nternal read clock signals, the circuit
clocking in the synchronization data signals from
the pattern generator responsive to the first inter-
nal read clock signal, clocking the synchronization
data signals onto the data bus responsive to the
second 1nternal read clock signal, and generating
the external data clock signal on the external data
clock terminal responsive to the first internal read
clock signal;

a clock control circuit controlling the phase of the
second 1nternal read clock signal relative to the
first 1nternal read clock signal responsive to a
phase command signal; and

a control circuit coupled to the pattern generator,
clock control circuit, and coupled to the command
bufler, the control circuit operable when the com-
mand buifer outputs an 1nitialization word respon-
sive to recerved command packet corresponding
to a read synchronization request packet to acti-
vate the pattern generator and apply a phase
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command signal to the clock control circuit, and to

adjust the value of the phase command signal

responsive to subsequent initialization words out-
put from the command buffer; and

a memory controller coupled to the command-
address bus, data bus and clock terminals of the
packetized memory device, comprising,

a circuit transferring data between a processor
data bus and the data bus of the memory device
responsive to control signals received on con-
trol terminals, and applying command packets
and clock signals to control the memory
device;

a clock generator generating an internal clock
signal responsive to the read clock signal from
the memory device, the internal clock signal
having a fixed phase relative to the read clock
signal;

a latch that latches digital signals applied on the
data bus responsive to the mnternal clock signal;

an evaluation circuit coupled to the latch and
generating a results signal responsive to the
digital signals sequentially stored in the latch
which indicates whether each of the latched
digital signals has an expected value; and

a control circuit operating 1n a read synchroniza-
tion mode to apply command packets to the
packetized memory device causing the pack-
ctized memory device to apply predetermined
synchronization signals on the data bus and the
data clock signal on the data clock terminal
having a timing offset relative to the synchro-
nization signals determined by the command
packet, the control circuit thereafter control-
ling the evaluation circuit to develop a plurality
of results signals, each corresponding to a
respective timing offset, and then selecting a
final timing offset from among the timing

olffsets that resulted 1n the latch successtully
capturing the synchronization signals, and
applying a command packet causing the
memory device to adjust the timing offset of
the synchronization signals to the selected final
timing oifset.

27. The memory system of claim 26 wherein the digital
signal pattern generator generates the repeating 15 bait
pseudo-random bit sequence “111101011001000” for the
synchronization digital signals.

28. The memory system of claim 26 wherein the control
circuit comprises:

a command buffer and address capture circuit adapted to
latch and output command-address signals applied on a
command address bus;

a command decoder and sequencer coupled to the output
of the command buffer and address capture circuit that
generates a plurality of control signals responsive to the
latched command-address signals, and generates a
phase command word responsive to adjustment signals
included 1n the latched command-address signals; and

a phase select latch coupled to the command decoder and
sequencer that latches the phase command word output
from the command decoder and sequencer and applies
the latches phase command word to the clock control
circuit.

29. An integrated circuit adapted to receive a plurality of

input signals and generate a plurality of output signals on
respective, externally accessible terminals, comprising;:
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a circuit adapted to receive a plurality of mput signals
applied to respective other of the terminals and to
generate a plurality of output signals on respective
other of the terminals;

a read synchronization circuit that adaptively adjusts the
timing offset of digital signals applied on respective
external terminals relative to an external clock signal
applied on an external clock terminal substantially
coincident with the digital signals to enable an external
device coupled to the integrated circuit to latch the
digital signals responsive to the external clock signal,
comprising,

a digital signal pattern generator that generates prede-
termined synchronization digital signals responsive
to an activation signal;

a register and clocking circuit having an 1nput coupled
to the pattern generator, an output coupled to the
corresponding external terminals, and first and sec-
ond 1nternal clock terminals adapted to receive
respective first and second 1nternal clock signals, the
circuit clocking in the synchronization data signals
from the pattern generator responsive to the first
internal clock signal, clocking the synchronization
data signals onto the external terminals responsive to
the second internal clock signal, and generating the
external clock signal responsive to the first internal
clock signal;

a clock control circuit controlling the phase of the
second internal clock signal relative to the first
internal clock signal responsive to a phase command
signal;

a control circuit coupled to the pattern generator, clock
control circuit, and coupled to external control ter-
minals of the integrated circuit adapted to receive
control signals, the control circuit operable respon-
sive to a synchronization command applied on the
control terminals to activate the pattern generator
and apply a phase command signal to the clock
control circuit, and to adjust the value of the phase
command signal responsive to subsequent synchro-
nization command signals applied on the control bus.

30. The integrated circuit of claim 29 wherein the digital

signal pattern generator generates the repeating 15 bat
pseudo-random bit sequence “111101011001000” for the
synchronization digital signals.

31. A computer system, comprising:
a processor having a processor bus;

an 1nput device coupled to the processor through the
processor bus adapted to allow data to be entered 1nto
the computer system;

an output device coupled to the processor through the
processor bus adapted to allow data to be output from
the computer system; and

a packetized dynamic random access memory coupled to
the processor bus, comprising,

at least one array of memory cells adapted to store data
at a location determined by a row address and a
column address;

a row address circuit adapted to receive and decode the
row address, and select a row of memory cells
corresponding to the row address responsive to a first
set of command signals;

a column address circuit adapted to receive or apply
data to one of the memory cells 1n the selected row
corresponding to the column address responsive to a
second set of command signals;
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a write data path circuit adapted to couple data between

a data bus portion of the processor bus and the
column address circuit responsive to a third set of
command signals, and having a latch adapted to

read data path circuit on the data clock terminal
substantially coincident with the data signals, com-

30

to the data bus, and first and second read clock
terminals adapted to receive respective first and
seccond 1nternal read clock signals, the circuit
clocking in the synchronization data signals from

receive and latch data packets applied on the data bus s the pattern generator responsive to the first inter-
responsive to a first internal clock 5_1g1131 genn:::rated nal read clock signal, clocking the synchronization
responsive to an external dat:’.fl clock signal applied on data signals onto the data bus responsive to the
atl exterléalbdq‘;a clock.te:rmmal, q " q second 1nternal read clock signal, and generating,
command buller receiving command packets an the external data clock signal on the external data
initialization packets on a command-address bus 10 . : .

. . clock terminal responsive to the first internal read
portion of the processor bus, the command buifer . _
; . . . clock signal;
including a latch storing each of the received packets L :

: . . : a clock control circuit controlling the phase of the
responsive to a transition of a second internal clock 1 internal read clock sional relative to th
signal generated responsive to a second external Eecoq = erlna rga lc EC .51g111£1 teldlive 10 e
clock signal, the command buffer further generating 15 rst internal rea CIOCR Sighdl TESPONSIVE o a
respective command words and initialization words phase command signal; and
corresponding to each received command packet and a control circuit coupled to the pattern generator,
initialization packet, respectively; and clock control circuit, and coupled to the command

a read data path circuit adapted to couple data between butfer, the control circuit operable when the com-
the data bus and the column address circuit respon- 20 mand buffer outputs an initialization word respon-
sive to a fourth set of command signals during sive to recerved command packet corresponding
normal operation of the memory device, and com- to a read synchronization request packet to acti-
prising a read synchronization circuit that adaptively vate the pattern generator and apply a phase
adjusts the timing offset of data signals output on the command signal to the clock control circuit, and to
data bus relative to a data clock signal applied by the 25 adjust the value of the phase command signal

responsive to subsequent 1nitialization words out-
put from the command buffer.

Prising; 32. The computer system of claim 31 wherein the digital

a digital signal pattern generator that generates pre- signal pattern generator genecrates the repeating 15 bat
determined synchronization digital signals 30 pseudo-random bit sequence “111101011001000” for the
responsive to an activation signal; synchronization digital signals.

a register and clocking circuit having an input
coupled to the pattern generator, an output coupled £k ok k%
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