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INTEGER PERMUTATION METHOD AND
INTEGER PERMUTATION SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an integer permutation
method and an integer permutation system for permuting a
data sequence 1n the magnitude order of data.

2. Related Art

A method called radix sort 1s known as sort processing for
permuting data in the magnitude order (permutation
processing). Here, the radix sort method will be discussed by
taking integer permutation of 3-digit iteger data as an
example with reference to FIG. 6. First, as shown in FIG.
6(a), the integer data to be sorted is disassembled into
elements at hundreds, tens, and units. Next, attention 1S
focused on the units and the data 1s permuted so that the
values of the elements at the units are arranged in the
ascending magnitude order, as shown in FIG. 6(b). For the
data sequence after the permutation 1s executed, then the
data 1s permuted so that the values of the elements at the tens
are arranged 1n the ascending magnitude order, as shown 1n
FIG. 6(c). Last, the data is permuted so that the values of the
clements at the hundreds are arranged i1n the ascending
magnitude order, as shown in FIG. 6(d). Integer permutation
for each digit place 1s executed i1n sequence from the
low-order place to the high-order place, thereby finally
providing an integer data sequence resulting from integer

permutation in the ascending magnitude order of the integer
data.

To execute the radix sort method by hardware, generally
two buffers (first and second buffers) are used as described
below:

First, the integer data sequence to be sorted 1s once stored
in the first buffer. The mteger data in the first buifer 1s read
in sequence and written into storage areas 1n the second
buffer. The storage areas into which the integer data 1s
written are determined based on the values of the elements
at units of the integer data. That 1s, the integer data 1s
distributed 1 sequence to the storage areas in the second
buffer 1n such a manner that the mteger data whose element
at units 1s 0 1s written 1nto the top storage area in the second
buffer, that the integer data whose element at units 1s 1 1s
written 1nto the next storage area, . . ., and that the integer
data whose element at units 1s 9 1s written into the last
storage arca. As a result of the processing, an integer data
sequence undergoing integer permutation at units 15 pro-
vided 1 the second buffer.

Next, the mnteger data 1s read 1n sequence starting at the
top storage area 1n the second buifer and written into the
storage areas 1n the first bufler. In this case, the storage areas
into which the integer data 1s written are determined based
on the values of the elements at tens of the integer data. After
the processing 1s performed, an integer data sequence under-
ogolng Integer permutation at tens 1s provided in the first
buffer. Last, the integer data i1s read 1n sequence starting at
the top storage arca in the first buffer and written into the
storage arcas 1n the second buifer corresponding to the
values of the elements at hundreds of the mteger data. An
integer data sequence undergoing integer permutation 1s
now provided 1n the second builer.

However, if such a method 1s adopted, storage areas 1nto
which all integer data pieces can be written for each element
need to be provided because the values of the elements of all
integer data can equal in the worst case. Therefore, assuming
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2

that the number of integer data pieces 1s N, that the number
of elements making up each integer data piece 1s M, and that
the number of types of values that each element can take 1s
P, the number of storage areas required i the first and
second buffers 1s NxP (=NxPxMlog,P bits). Thus, if the
conventional integer permutation method 1s attempted to be
executed by hardware, buifers of extremely large capacities
become necessary depending on the integer permutation
processing contents.

SUMMARY OF THE INVENTION

It 1s therefore an object of the invention to provide an
integer permutation method and an integer permutation
system not requiring large-capacity storage means and being
capable of executing integer permutation processing of a
large number of data pieces at high speed.

According to the present invention, there 1s provided an
integer permutation method for performing integer permu-
tation of a plurality of data pieces each consisting of a
plurality of elements, the method comprising the steps of:

a. executing an nput process of storing the data pieces in
storage means;

b. by determining element values 1n the data pieces for
cach element, 1n a data sequence which will result from
performing integer permutation of the data pieces with
clements as keys, finding addresses of top data pieces
of data pieces having the corresponding element of
cach value for each value and setting the addresses as
initial values of pointers each provided corresponding
to each value of the corresponding element;

c. selecting the elements 1n order from low-order to
high-order elements, and for each of the elements
selected 1n order, executing;:
cl. a process of reading the data pieces 1n sequence
from the storage means;

c2. a process of determining the value of the corre-
sponding element 1n the data pieces and storing each
data piece 1n a storage area In the storage means
addressed by the pointer corresponding to the value;
and

c3. a process of incrementing the pointer used for
addressing the data piece.

According to the other aspect of the mvention, there 1s
provided an integer permutation method for performing
integer permutation of a plurality of data pieces each con-
sisting of a plurality of elements, the method comprising the
steps of:

a. executing an mput process of storing the data pieces in
storage means;

b. determining element values 1n the data pieces for each
clement, totalizing the number of data pieces having
the corresponding element of the corresponding value
for each value of the corresponding element, 1n a data
sequence which will result from performing integer
permutation of the data pieces with the elements as
keys, finding addresses of top data pieces of data pieces
having the corresponding element of each value for
cach value based on the totalization result, and setting,
the addresses as 1nitial values of pointers each provided
corresponding to each value of the corresponding ele-
ment,

c. selecting the elements 1n order from low-order to
high-order elements, and for each of the elements
selected 1n order, executing;:
cl. a process of reading the data pieces 1n sequence

from the storage means;
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c2. a process of determining the value of the corre-
sponding clement 1n the data pieces and storing each
data piece 1 a storage arca In the storage means
addressed by the pointer corresponding to the value;
and

c3. a process of incrementing the pointer used for
addressing the data piece.

According to still the other aspect of the mnvention, there
1s provided an integer permutation system for performing
integer permutation of a plurality of data pieces each con-
sisting of a plurality of elements, the system comprising:

means for storing the data pieces;

dividing means for determining element values in the data
pieces for each element;

a plurality of pointers each provided for each value of
cach element;

dividing analysis means, by determining element values
in the data pieces for each element, 1n a data sequence
which will result from performing integer permutation
of the data pieces with elements as keys, for finding
addresses of top data pieces of data pieces having the
corresponding element of each value for each value and
setting the addresses 1n the pointers each corresponding
to each value of the corresponding element as initial
values; and

integer permutation means for selecting the elements in
order from low-order to high-order elements, and for
cach of the elements selected 1n order, executing:

a process of reading the data pieces 1n sequence from
the storage means;

a process of determining the value of the corresponding
clement in the data pieces and storing each data piece
1n a storage area 1n the storage means specified by the
pointer corresponding to the value; and

a process of 1incrementing the pointer used for speciii-
cation of the storage area of the data piece.

In still the other aspect the invention, in the integer
permutation system, the storage means 1s made up of first
and second buffers, and

the iInteger permutation means executes the processes
while transferring the data pieces between the first and
second buffers alternately.

According to the present invention, for a plurality of data
pieces, 1nteger permutation 1s performed with elements as
keys from low-order to high-order elements, and a data
sequence of data pieces integer-permuted 1n the ascending
magnitude order of the data pieces 1s finally provided. The
integer permutation with elements as keys 1s executed by
reading data pieces from the storage means and relocating
them in storage areas 1n the storage means. At the time, each
data piece 1s written 1nto the storage area corresponding to
the value of the corresponding element of the data piece, of
the storage areas previously allocated for each value of the
corresponding element. That 1s, before the integer
permutation, the values of the elements making up each of
the data pieces are determined, and 1n a data sequence which
will result from performing integer permutation of the data
pieces with elements as keys, the addresses of top data
pieces of data pieces having the corresponding element of
cach value are found for each value and are set as the initial
values of the pointers each provided corresponding to each
value of the corresponding element. When integer permu-
tation with each element as a key 1s performed, the value of
the corresponding element of data read from the storage
means 1s determined, the pointer corresponding to the value
of the element of the determination result 1s referenced, and
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the data piece 1s written 1nto the storage area addressed by
the pointer. Then, the pointer 1s incremented. According to
the 1nvention, since integer permutation 1s executed accord-
ing to such procedures, when integer permutation with
clements as keys 1s performed, data pieces to be processed
can be stored 1n the storage arcas of the storage means 1n
pack relation. Therefore, mteger permutation of a large
number of data pieces can be executed without using large-
capacity storage means.

In the 1invention, the pointers are initialized by determin-
ing the element values 1n the data pieces for each element.
The 1nvention provides one form of a speciiic procedure.
That 18, 1n the 1nvention, for each value of each element, the
number of data pieces having the corresponding element of
the corresponding value 1s totalized and the address to be set
in the pointer as an 1nitial value 1s calculated based on the
totalization result.

The 1nvention also relates to an 1nteger permutation
system. According to the invention, the integer permutation
method can be carried out by a minimum required configu-
ration.

In the mvention, two bulfers are used as the storage means
and 1nteger permutation 1s executed while data pieces to be
processed are transferred from one buffer to the other and
from the other to the one alternately. From the viewpoint of
simplifying the circuit configuration for access control to the
storage means, 1t 1s effective to use two buflers 1n such a
manner.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram to show the configuration of an
integer permutation system according to one embodiment of
the 1mvention;

FIG. 2 1s a block diagram to show a configuration
example of a portion corresponding to one element 1n a
dividing analysis section in the embodiment;

FIG. 3 1s an 1llustration to show the contents of 1nitial-
1zation processing in the embodiment;

FIG. 4(a) illustrates a memory map of the first buffer in
connection with the integer permutation processing having a
first element as a key according to the preferred embodiment
of the present invention;

FIG. 4(b) illustrates a memory map of the initial values of
the pointer 1n connection with the integer permutation
processing with a first element as a key shown in FIG. 4(a);

FIG. 4(c) shows a memory map illustrating the incre-
menting of the pointer relative to a second bufler 1n con-
nection with the mteger permutation processing with a first
clement as a key shown in FIG. 4(a);

FIG. 5(a) 1llustrates a memory map of the second buffer
in connection with the mteger permutation processing hav-
ing a second element as a key according to the preferred
embodiment of the present invention;

FIG. 5(b) illustrates a memory map of the initial values of
the pointer 1n connection with the integer permutation
processing with a second element as a key shown 1 FIG.
S(a);

FIG. 4(c) shows a memory map illustrating the incre-
menting of the pointer relative to the first butfer 1n connec-
tion with the integer permutation processing with a second
clement as a key shown in FIG. 5(a); and

FIGS. 6(a)-6(d) illustrate the steps of the general radix
sorting method as known 1n the prior art.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

An embodiment of the mvention will be discussed for
furthermore easy understanding of the invention. It shows
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one form of the invention; 1t does not limit the invention and
can be changed as desired within the scope of the invention.

FIG. 1 1s a block diagram to show the configuration of an
integer permutation system according to one embodiment of
the mvention. The mteger permutation system receives 100
8-bit data pieces and integer-permutes the data in the ascend-
ing magnitude order. The configuration of the system will be
discussed with reference to FIG. 1.

First, in FIG. 1, numeral 1 1s a first buffer and numeral 2
1s a second buffer. These buffers are used to store an 8-bit
data sequence to which integer permutation processing 1s
applied. In the embodiment, basically mnteger permutation 1s
executed 1n accordance with the radix sort method; more
specifically, each data piece to which integer permutation
processing 1s applied 1s divided into the first element con-
sisting of the least significant bit (LSB) or the zeroth bit and
the first bit, the second element consisting of the second and
third bits, the third element consisting of the fourth and fifth
bits, and the fourth element consisting of the sixth bit and the
most significant bit (MSB) or the seventh bit, and integer
permutation with each element as a key 1s applied to the data
sequence to be processed in the order of the first element,
second element, third element, and fourth element. It 1s
executed by moving the data to be processed alternately
from one of the first and second buffers 1 and 2 to the other
and from the other to one.

In the embodiment, to perform integer permutation with
the elements as keys, the data pieces to be processed are
stored 1n the storage areas in the first buffer 1 or second
buffer 2 1in pack relation. To enable such integer permutation,
for each value of the corresponding element, the number of
data pieces having the corresponding element of such a
value 1s preliminarily surveyed 1n the embodiment. When
integer permutation 1s executed, the initial value of a write
address for writing data into the second buffer 2 (first buffer
1) is found for each value of each element based on the result
of the preliminary survey. In the embodiment, processing of
finding the 1nitial values of the write addresses and process-
ing of reading a data string to be sorted are collectively
called 1nitialization processing. In actual integer
permutation, data write address control 1s performed accord-
ing to the initial values of the write addresses previously
found 1n the mitialization processing.

A dividing analysis section 10 1n FIG. 10 1s means for
executing management of write addresses 1n the 1nitializa-
tion processing and integer permutauon and consists of a
dividing section 11 and pom er sections 12A-12D. The
dividing section 11 1s a circuit for dividing an 8-bit 1nput
data piece into the first to fourth elements and determining
which of “00,” “01,” “10,” and “11” each of the elements i1s.
The pointer sections 12A—12D are circuits provided 1n a
one-to-one correspondence with the first to fourth elements,
cach pomnter section for outputting four pointers POO-P11
about the corresponding element. These pointers POO—-P11
are used for write address specification when data 1s written

into the second buffer 2 (first buffer 1).

FIG. 2 1s a block diagram to show a configuration
example of a portion corresponding to one element in the
dividing analysis section 10. In the figure, a decoder 111 and
AND gates 112—-114 are parts corresponding to the dividing,
section 11 1n FIG. 1. The decoder 111 determines which of
“00,” “01,” “10,” and “11” the value of one of four elements
into which the data to be processed is divided (2-bit data) is.
If the element 1s “00” as a result of the determination, signal
“1” 1s given to the AND gate 112; 1if the element 1s “01,”
signal “1” 1s given to the AND gate 113; 1if the element 1s
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“10,” signal “1” 1s given to the AND gate 114. Data input
clock CK and operation change signal I/P are input to each

of the AND gates 112-114. The data input clock CK 1s a
clock given 1n synchronization with the event each time one
data piece to be processed 1s input to the integer permutation
system. The operation change signal I/P 1s a signal output by
an 1nitializer 50 1n FIG. 1; 1t 1s set to “1” while nitialization
processing 1s performed, then to “0” while permutation 1s
performed.

Next, up-counters 121-124 and OR gates 126—130 arc
parts corresponding to one of the pointer sections 12A-12D
in FIG. 1. The counts of the up-counters 121-124 are output
from output terminals OUT as the pointers POO—P11. When
mnitialization processing is started, initial clear signal IC 1s
supplied to a clear terminal CLR of each up-counter from the
initializer 50 in FIG. 1, whereby the counts of the
up-counters are initialized to “0.”

Data count clocks U0O-U3 are mnput to clock terminals UP
of the up-counters 121-124, respectively, directly or via the
OR gates. They are output for incrementing the pointers
PO0O—P11 when permutation processing 1s performed; they
are set to “0” while 1nitialization processing of the pointers
PO0-P11 1s performed. Therefore, in 1nitialization
processing, the output signals from the AND gates 112114
are supplied via the OR gates 126—130 to the up-counters
122-124 for counting. Since the OR gates 126—130 arc
connected as shown 1n FIG. 2, the following 1nitial values of
the pointers POO—P11 are set 1n the up-counters as a result of
counting of the up-counters 121-124:

Pointer POO: No counting 1s performed during initialization
processing. Therefore, “0” 1s the 1nitial value.

Pointer PO1: The number of data pieces with the value of the
corresponding element being “00” 1s set as the initial
value.

Pointer P10: The number of data pieces with the value of the
corresponding element bemng “00” or “01” 1s set as the
initial value.

Pointer P11: The number of data pieces with the value of the
corresponding element being “00,” “01,” or “10” 1s set as
the 1nitial value.

We have discussed the details of the portion correspond-
ing to one of the first to fourth elements 1n the dividing
analysis section 10.

Referring again to FIG. 1, the configuration of the system
will be discussed. As described above, the embodiment uses
the radix sort method on the basic principle and executes
integer permutation with the first to fourth elements as keys
in sequence. To carry out such operation, when integer
permutation with each element as a key 1s executed, the four
pointers POO—P11 corresponding to the element need to be
selected. A switch SW1 and a digit place setting section 21
in FIG. 1 make up selection means for the purpose. That is,
while mteger permutation with the first element as a key 1s
executed, the first element 1s selected by the digit place
setting section 21, whereby the pointer section 12D 1s
selected by the switch SW1. While integer permutation with
the second to fourth elements as keys 1s executed, the second
to fourth elements are selected by the digit place setting
section 21, whereby the pointer sections 12C, 12B, and 12A
are sclected by the switch SW1.

When 1nteger permutation 1s executed, 1t 1s necessary to
determine the write address according to the pointer corre-
sponding to the value of the element of the data to be
transterred, of the pointers POO—P11 selected by the switch
SW1 (pointers corresponding to the key element).

A digit place sort section 22 and a switch SW2 in FIG. 1
are means provided for performing such control. That 1s, the
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digit place sort section 22 determines which of “00,” “01,”
“10,” and “11” the value of the element of the data to be
transferred (namely, element selected by the digit place
setting section 21) is. The data to be transferred is passed to
the digit place sort section 22 via a switch circuit section 30.
The switch SW2 1s switched according to the determination
result. When the value of the element 1s “00,” pointer POO 1s
selected by the switch S2. When the value of the element 1s
“10,” pomter P10 1s selected by the switch S2. When the
value of the element 1s “11,” pointer P11 1s selected by the
switch S2. The pointer selected by the switch SW2 1s used
for write address specification when the data 1s transferred.

The pointer used thus for addressing is incremented by
one 1n preparation for the next write. That 1s, 1f the value of
the element of the transferred data 1s “00,” data count clock
UO 1s output by the digit place sort section 22; if the value
of the element of the transferred data 1s “01,” data count
clock Ul 1s output by the digit place sort section 22; if the
value of the element of the transferred data 1s “10,” data
count clock U2 1s output by the digit place sort section 22;
or if the value of the element of the transferred data 1s “11,”
data count clock U3 1s output by the digit place sort section
22. The data count clock UO, U1, U2, or U3 1s sent to the
pointer section of 12A-12D corresponding to the element
for incrementing the corresponding pointer.

The switch circuit 30 1s switch means provided for
input/output control of the first and second butfers 1 and 2.
The data pieces to be processed come one after another
during 1nitialization processing. The switch circuit 30 guides
the data to a write data terminal WD of the first buifer 1.
Also, 1t connects an output terminal of an address counter 60
and an address terminal ADR of the first buffer 1 during
initialization processing. The address counter 60 counts data
input clocks CKs during the initialization processing and
outputs address data 0-99 1n sequence. As a result of making
such circuit connection, 100 data pieces to be processed are
stored 1n the storage areas corresponding to addresses 0 to 99
of the first buffer 1.

Integer permutation processing with elements as keys 1s
performed by reading data from one of the first and second
buffers 1 and 2 and writing data mto the other. The switch
circuit 30 switches the circuit connection state around the
bufifers to enable such data transfer between the buifers. That
1s, the output terminal of the address counter 60 1s connected
to the address terminal ADR of the first buifer 1 or second
buffer 2 from which data 1s read. On the other hand, the
address supplied through the switch SW2 (any one of
pointers POO-P11) is supplied to the address terminal ADR
of the buffer into which data 1s written. A read data terminal
RD of the buffer from which data is read and the write data
terminal WD of the buffer into which data 1s written are
connected. Such connection enables data to be transferred
between the two buflers.

The transferred data, namely, the data read from the first
buffer 1 or second buffer 2 1s supplied via the switch circuit
30 to the digit place sort section 22.

FIG. 3 1s an 1llustration to show the contents of processing,
performed by the dividing analysis section 10 1n 1nitializa-
tion processing. FIGS. 4 and § are illustrations to show the
contents of mteger permutation processing with elements as
keys. The operation of the embodiment will be discussed
with reference to the figures.

(1) Initialization Processing

For iteger permutation of a data sequence, 1nitialization
processing and permutation processing with elements as
keys are performed in order. In the initialization processing,
data pieces coming one after another are stored in the first
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buffer 1 through the switch circuit 30, and are also passed to
the dividing analysis section 10 for initializing the pointers
POO-P11 to perform integer permutation processing with
clements as keys based on the data.

That 1s, as shown 1n FIG. 3, data pieces D,, D,_,, . . .
coming to the system one after another are input to the
dividing analysis section 10 and the values of the first to
fourth elements of each data piece are determined by the
four decoders 111 1n the dividing section 11. In each of the
pointers 12A—12D corresponding to the first to fourth
clements, 1f the value of the element 1s “00,” the up-counter
122 up counts; if the value of the element 1s “01,” the
up-counters 122 and 123 up count; or if the value of the
clement 1s “10,” the up-counters 122, 123, and 124 up count.
The processing 1s performed for all data pieces D,, D, -, .
. . to be processed 1n the pointer sections corresponding to
the first to fourth elements. Resultantly, the pointers
PO0-P11 are provided for the first to fourth elements.

(2) Permutation Processing with Elements as Keys

Upon completion of the mitialization processing, permu-
tation processing with elements as keys 1s performed in
sequence. FIG. 4 shows the contents of integer permutation
processing with the first element as a key executed first.

First, the first element 1s selected by the digit place setting,
section 21 and the pointer section 12D 1s selected by the
switch SW1. Resultantly, the pointer POO—P11 correspond-
ing to the first element 1s output through the switch SWI1.
FIG. 4(b) illustrates the pointers POO-P11. The switch circuit
30 connects the output terminal of the address counter 60 to
the address terminal ADR of the first buffer 1, the read data
terminal RD of the first buffer 1 to the write data terminal
WD of the second buffer 2, and the switch SW2 to the
address terminal ADR of the second buifer 2. In such a
connection state, integer permutation processing with the
first element as a key 1s executed.

In the 1integer permutation processing, the address counter
60 up counts, address data pieces 0-99 are given to the
address terminal ADR of the first buffer 1 in sequence, and
the data pieces 1n the storage areas of addresses 0-99 of the
buffer are read in sequence (FIG. 4(a)). The read data pieces
are given through the switch circuit 30 to the digit place sort
section 22 and the write data terminal WD of the second
buffer 2 1n sequence.

The digit place sort section 22 determines the value of the
first element of the data read from the first buffer 1 (FIG.
4(a)) and switches the SW2 according to the determination
result. For example, when the value of the first element of
the data 1s “00,” the pointer POO 1s selected by the switch
SW2 and 1s given through the switch circuit 30 to the
address terminal ADR of the second buifer 2. Resultantly,
the data given to the write data terminal WD of the second
buffer 2 at the point 1n time 1s written into the storage area
addressed by the pointer POO.

As the pointer POO 1s used for the addressing, the data
count signal UO 1s output by the digit place sort section 22
and 1s given to the pomnter section 12D. Resultantly, the
pointer POO is incremented by one (FIG. 4(c)).

If the value of the first element of the data read from the
first buffer 1 1s any other value than “00,” likewise the data
1s written 1nto the storage arca addressed by the pointer
corresponding to the value and the value of the pointer is
incremented by one.

The processing 1s executed for 100 data pieces 1n the first
buffer 1 and a data sequence resulting from performing the
integer permutation with the first elements as keys 1s pro-
vided 1 the storage areas of addresses 0—99 1n the second

buftfer 2.
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Next, integer permutation processing with the second
clement as a key 1s executed. FIG. 5 shows the contents of
the 1nteger permutation processing.

In the processing, the pointer section 12C 1s selected and

the pointer POO—P11 corresponding to the second element 1s
output through the switch SW1. FIG. 5(b) illustrates the

pointers POO—P11. The switch circuit 30 connects the output
terminal of the address counter 60 to the address terminal

ADR of the second buffer 2, the read data terminal RD of the
second buffer 2 to the write data terminal WD of the first
buffer 1, and the switch SW2 to the address terminal ADR
of the first buffer 1. That 1s, 1n contrast to the integer
permutation processing with the first element as a key, data
1s written 1nto the buffer 1 and read from the buifer 2. In such
a connection state, integer permutation processing with the
second element as a key 1s executed.

As 1n the integer permutation processing with the first
clement as a key, the address counter 60 up counts. The data
pieces 1n the storage areas of addresses 0-99 of the second

buffer 2 are read in sequence (FIG. 5(b)). The read data
pieces are given through the switch circuit 30 to the digit
place sort section 22 and the write data terminal WD of the
first buffer 1 1n sequence.

The digit place sort section 22 determines the value of the
second element of the data read from the second buffer 2
(FIG. 5(b)) and switches the SW2 according to the deter-
mination result. Resultantly, the pointer corresponding to the
value of the second element 1s given through the switch SW2
and the switch circuit 30 to the address terminal ADR of the
first buffer 1. The data given to the write data terminal WD
of the first buffer 1 at the point in time 1s written 1nto the
storage area addressed by the pointer. The pointer used for
the addressing is incremented by one (FIG. 5(c¢)), as
described above.

The processing 1s executed for 100 data pieces in the
second buffer 2 and a data sequence resulting from perform-
ing the integer permutation with the second elements as keys
1s provided 1n the storage areas of addresses 0—99 in the first
buffer 1.

Integer permutation processing with the third and fourth
clements as keys 1s also performed according to similar
procedures to those described above and a data sequence
resulting from 1nteger permutation 1n the magnitude order 1s
provided.

Thus, according to the embodiment, the total storage
capacity of the buffers used for performing integer permus-
tation processing needs only to be a capacity as large as
twice the number of data pieces to be processed, so that a

small-scale configuration can be adopted.
C. Other Modifications

We have discussed the embodiment of the invention, but
the scope of the invention 1s not limited to i1t and, for
example, the following modifications are possible:

(1) Modification of circuit for setting pointers POO—-P11

(FIG. 2)

In FIG. 2, the OR gates 127 and 129 are deleted and
output signals of the AND gates 113 and 114 are supplied
directly to the OR gates 128 and 130. That 1s, the
up-counters 122, 123, and 124 count the number of data
pieces with the element value “00,” the number of data
pieces with the element value “01,” and the number of data
pieces with the element value “10.” Adders are provided
following the up-counters 123 and 124. The counts of the
up-counters 122 and 123 are added and output as pointer PO1
and the count of the up-counter 124 1s added to the value of
the pointer PO1 and output as pointer P11. Such a configu-
ration would enable the same operation as in the embodi-
ment.
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(2) Although the embodiment uses two physically separate
buffers of the first and second buflers, the storage arca of
one memory may be divided into two portions for use as
the first and second bulifers.

(3) In the embodiment, each data piece to be processed is
divided into four equal pieces and integer permutation 1s
executed with 2-bit elements as keys, but the data piece
may be divided into elements consisting of a different
number of bits.

(4) The components of the embodiment may be provided by
software. The components to be put into software may be
selected 1n response to the purposes of 1nteger
permutation, required processing speed, etc.

D. Application Examples of the Invention
The 1nvention can be applied to a wide range of applica-

tions requiring 1nteger permutation processing; particularly

it can prove 1ts worth 1n application where it 1s necessary to

perform 1nteger permutation of a large amount of data 1n a

short time. For example, when three-dimensional image

display 1s produced 1n an 1mage processing field, a method
of drawing 1mage data of objects in sequence from the
farthest object to the nearest object 1n overlap relation is
available. To perform such control, image data correspond-
ing to the objects 1s previously integer-permuted with the
coordinate values on the axis 1n the depth direction of the
screen (Z axis) as keys. This processing is so-called Z sort.

The number of data pieces to which the Z sort 1s applied 1s

ogenerally large and moreover processing must be completed

in a comparatively short time. The system according to the
invention can also be sufficiently applied to the Z sort.

As we have discussed, the invention produces the effect of
being capable of executing integer permutation processing
of a large number of data pieces without using large-capacity
storage means. Also, 1t has advantages of the configuration
casily provided by hardware and easy integer permutation
processing procedures appropriate for high-speed process-
ng.

What 1s claimed is:

1. An mteger permutation method for performing integer
permutation of a plurality of data pieces each consisting of
a plurality of elements, said method comprising the steps of:

a. executing an input process of storing said plurality of
data pieces 1n storage means;

b. by determining element values in said plurality of data
pieces for each element, 1n a data sequence which will
result from performing integer permutation of said
plurality of data pieces with elements as keys, finding
addresses of top data pieces of data pieces having the
corresponding element of each value for each value and
setting the addresses as 1nitial values of pointers each
provided corresponding to each value of the corre-
sponding element;

c. selecting the elements 1 order from low-order to
high-order elements, and for each of the elements
selected 1n order, executing;:
cl. a process of reading said plurality of data pieces 1n
sequence from said storage means;

c2. a process of determining the value of the corre-
sponding element 1n said plurality of data pieces and
storing cach data piece 1n a storage area in said
storage means addressed by the pointer correspond-
ing to the value; and

c3. a process of incrementing the pointer used for
addressing the data piece.

2. An integer permutation method for performing integer

permutation of a plurality of data pieces each consisting of
a plurality of elements, said method comprising the steps of:
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a. executing an 1nput process of storing said plurality of
data pieces 1n storage means;

b. determining element values 1n said plurality of data
pieces for each element, totalizing the number of data

12

a plurality of pointers each provided for each value of
cach element;

dividing analysis means, by determining element values
in said plurality of data pieces for each element, in a

piecesi having the corresponding element ot the COLTe- . data sequence which will result from performing inte-
sponding value for each value of the corresponding ger permutation of said plurality of data pieces with
elexfnent,i 111.at data Sequetnf:e Wl}flCh_dW1lﬂ rfiult ffzio?l elements as keys, for finding addresses of top data
erforming integer permutation of said plurality of data - : - -
gieces wit% the ge:leII])Jents as keys, ﬁndiig addr}:—:sses of p}fecesli) ' dla 5 i)wces llllaw?g the zorrtetS:pOIltcllllng;(liement
top data pieces of data pieces having the corresponding 10 O At VATiE IOT Bath VAHD anet SURILE e attiesses
clement of each value for each value based on the n the p01ntf3 rs each Correspopgmg to each value of the
totalization result, and setting the addresses as initial _ correspondmg.elemem as nitial szlues; and |
values of pointers each provided corresponding to each integer permutation means for selecting the elements n
value of the corresponding element; order from low-order to high-order elements, and for
c. selecting the elements in order from low-order to *° cach of the 6161]216]51’[5 self—::cted in f)rder, executi‘ng: |
high-order elements, and for each of the elements a process of readmg said plurality of data pieces in
selected in order, executing: sequence from said storage means;
cl. a process of reading said plurality of data pieces in a process ot determining the value of the corresponding
sequence from said storage means; clement 1n said plurality of data pieces and storing
c2. a process of determining the value of the corre- 2 each data piece 1n a storage area In said storage
sponding element in said plurality of data pieces and means specified by the pointer corresponding to the
storing each data piece 1n a storage area in said value; and
storage means addressed by the pomter correspond- a process of 1incrementing the pointer used for speciii-
ing to the value; and . cation of the storage arca of the data piece.

c3. a process of incrementing the pointer used for
addressing the data piece.

4. The 1nteger permutation system as claimed 1n claim 3

wherein said storage means 1s made up of first and second

3. An 1nteger permutation system for performing integer buffers, and wherein

permutation of a plurality of data pieces each consisting of

. . o sald integer permutation means executes the processes
a plurality of elements, said system comprising:

20 while transferring said plurality of data pieces between
the first and second buifers alternately.

means for storing said plurality of data pieces;

dividing means for determining element values in said
plurality of data pieces for each element; * % % ok ok
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