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57] ABSTRACT

A computer system having a core logic chipset that functions
as a bridge between an Accelerated Graphics Port (“AGP”)
bus device such as a graphics controller, and a host processor
and computer system memory wherein a Graphics Address
Remapping Table (“GART table™) is used by the core logic
chipset to remap virtual memory addresses used by the AGP
ographics controller mto physical memory addresses that
reside 1in the computer system memory. The GART table
enables the AGP graphics controller to work 1n contiguous
virtual memory address space, but actually use non-
contiguous blocks or pages of physical system memory to
store textures, command lists and the like. A plurality of
AGP memory-mapped status and control registers are stored
in the computer system memory, and are used for status and
control of AGP functions 1n the computer system.

58 Claims, 65 Drawing Sheets
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ACCELERATED GRAPHICS PORT MEMORY

MAPPED STATUS AND CONTROL
REGISTERS

CROSS REFERENCE TO RELATED PATENT
APPLICATION

This patent application 1s related to commonly owned
U.S. patent application Ser. No. 08/853,289; filed May 9,

1997; entitled “Dual Purpose Apparatus, Method And Sys-
tem For Accelerated Graphics Port And Peripheral Compo-
nent Interconnect” by Ronald T. Horan and Sompong Olarig,
and 1s hereby incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to computer systems using,
a bus bridge(s) to interface a central processor(s), video
graphics processor(s), random access memory and input-
output peripherals together, and more particularly, 1in effi-
ciently allocating memory space for the video graphics
processor(s) in the computer system.

2. Description of the Related Technology

Use of computers, especially personal computers, 1n busi-
ness and at home 1s becoming more and more pervasive
because the computer has become an integral tool of most
information workers who work 1n the fields of accounting,
law, engineering, insurance, services, sales and the like.
Rapid technological improvements in the field of computers
have opened up many new applications heretofore unavail-
able or too expensive for the use of older technology
mainirame computers. These personal computers may be
stand-alone workstations (high end individual personal
computers), desk-top personal computers, portable lap-top
computers and the like, or they may be linked together 1n a
network by a “network server” which 1s also a personal
computer which may have a few additional features speciiic
o 1ts purpose 1n the network. The network server may be
used to store massive amounts of data, and may facilitate
interaction of the individual workstations connected to the
network for electronic mail (“E-mail”), document databases,
video teleconferencing, white boarding, integrated enter-
prise calendar, virtual engineering design and the like.
Multiple network servers may also be interconnected by
local area networks (“LAN”) and wide area networks
(“WAN™).

A significant part of the ever increasing popularity of the
personal computer, besides 1ts low cost relative to just a few
years ago, 1s 1ts ability to run sophisticated programs and
perform many useful and new tasks. Personal computers
today may be easily upgraded with new peripheral devices
for added flexibility and enhanced performance. A major
advance in the performance of personal computers (both
workstation and network servers) has been the implemen-
tation of sophisticated peripheral devices such as video
ographics adapters, local area network interfaces, SCSI bus
adapters, full motion video, redundant error checking and
correcting disk arrays, and the like. These sophisticated
peripheral devices are capable of data transfer rates
approaching the native speed of the computer system micro-
processor central processing unit (“CPU”). The peripheral
devices’ data transfer speeds are achieved by connecting the
peripheral devices to the microprocessor(s) and associated
system random access memory through high speed expan-
sion local buses. Most notably, a high speed expansion local
bus standard has emerged that 1s microprocessor indepen-
dent and has been embraced by a significant number of
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peripheral hardware manufacturers and software program-
mers. This high speed expansion bus standard 1s called the
“Peripheral Component Interconnect” or “PCL” A more
complete definition of the PCI local bus may be found 1n the

PCI Local Bus Specification, revision 2.1; PC/PCI Bridge
Specification, revision 1.0; PCI System Design Guide, revi-
sion 1.0; PCI BIOS Specification, revision 2.1, and Engi-
neering Change Notice (“ECN”) entitled “Addition of ‘New
Capabilities’ Structure,” dated May 20, 1996, the disclosures
of which are hereby incorporated by reference. These PCI

specifications and ECN are available from the PCI Special
Interest Group, P.O. Box 14070, Portland, Oreg. 97214.

A computer system has a plurality of information (data
and address) buses such as a host bus, a memory bus, at least
one high speed expansion local bus such as the PCI bus, and
other peripheral buses such as the Small Computer System
Interface (SCSI), Extension to Industry Standard Architec-
ture (EISA), and Industry Standard Architecture (ISA). The
microprocessor(s) of the computer system communicates
with main memory and with the peripherals that make up the
computer system over these various buses. The
microprocessor(s) communicates to the main memory over
a host bus to memory bus bridge. The peripherals, depending,
on their data transfer speed requirements, are connected to
the various buses which are connected to the microprocessor
host bus through bus bridges that detect required actions,
arbitrate, and translate both data and addresses between the
various buses.

Increasingly sophisticated microprocessors have revolu-
tionized the role of the personal computer by enabling
complex applications software to run at mainframe com-
puter speeds. The latest microprocessors have brought the
level of technical sophistication to personal computers that,
just a few years ago, was available only 1n mainframe and
mini-computer systems. Some representative examples of
these new microprocessors are the “PENTIUM” and “PEN-
TIUM PRO” (registered trademarks of Intel Corporation).
Advanced microprocessors are also manufactured by
Advanced Micro Devices, Cyrix, IBM, Digital Equipment
Corp., and Motorola.

These sophisticated microprocessors have, 1n turn, made
possible running complex application programs using
advanced three dimensional (“3-D”) graphics for computer
aided drafting and manufacturing, engineering simulations,
cames and the like. Increasingly complex 3-D graphics
require higher speed access to ever larger amounts of
oraphics data stored 1n memory. This memory may be part
of the video graphics processor system, but, preferably,
would be best (lowest cost) if part of the main computer
system memory. Intel Corporation has proposed a low cost
but improved 3-D graphics standard called the “Accelerated
Graphics Port” (AGP) initiative. With AGP 3-D, graphics
data, 1n particular textures, may be shifted out of the
oraphics controller local memory to computer system
memory. The computer system memory 1s lower 1n cost than
the graphics controller local memory and 1s more casily
adapted for a multitude of other uses besides storing graph-
ics data.

The proposed Intel AGP 3-D graphics standard defines a
high speed data pipeline, or “AGP bus,” between the graph-
ics controller and system memory. This AGP bus has sufli-
cient bandwidth for the graphics controller to retrieve tex-
tures from system memory without materially affecting
computer system performance for other non-graphics opera-
tions. The Intel 3-D graphics standard 1s a specification
which provides signal, protocol, electrical, and mechanical
specifications for the AGP bus and devices attached thereto.
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This specification 1s entitled “Accelerated Graphics Port
Interface Specification Revision 1.0,” dated Jul. 31, 1996,
(heremafter AGP Specification) the disclosure of which is
hereby incorporated by reference. The AGP Specification 1s
available from Intel Corporation, Santa Clara, Calif.

The AGP Specification uses the 66 MHz PCI (Revision

2.1) specification as an operational baseline, with three
performance enhancements to the PCI specification which
are used to optimize the AGP Specification for high perfor-

mance 3-D graphics applications. These enhancements are:
1) pipelined memory read and write operations, 2) demul-
tiplexing of address and data on the AGP bus by use of
sideband signals, and 3) data transfer rates of 133 MHz for
data throughput 1n excess of 500 megabytes per second
(“MB/s”). The remaining AGP Specification does not
modify the PCI Specification, but rather provides a range of
graphics-oriented performance enhancements for use by 3-D
oraphics hardware and software designers. The AGP Speci-
fication 1s neither meant to replace nor diminish full use of
the PCI Specification standard in the computer system. The
AGP Specification creates an independent and additional
high speed local bus for use by 3-D graphics devices such as
a graphics controller, wherein the other input-output (“I/0”)

devices of the computer system may remain on any combi-
nation of the PCI, SCSI, EISA and ISA buses.

To functionally enable this AGP 3-D graphics bus, new
computer system hardware and software are required. This
requires new computer system core logic designed to func-
fion as a host bus/memory bus/PCI bus to AGP bus bridge
meeting the AGP Specification, and new Read Only
Memory Basic Input Output System (“ROM BIOS”) and
Application Programming Interface (“API”) software to
make the AGP dependent hardware functional 1n the com-
puter system. The computer system core logic must still
meet the PCI standards referenced above and facilitate
interfacing the PCI bus(es) to the remainder of the computer
system. In addition, new AGP compatible device cards must
be designed to properly interface, mechanically and
clectrically, with the AGP bus connector.

AGP and PCI device cards are not physically interchange-
able even though there i1s some commonality of signal
functions between the AGP and PCI interface specifications.
The present AGP Specification only makes allowance for a
single AGP device on an AGP bus, whereas, the PCI
Specification allows two plug-in slots for PCI devices plus
a bridge on a PCI bus running at 66 MHz. The single AGP
device is capable of functioning in both a 1x mode (264
MB/s peak) and a 2x mode (532 MB/s peak). The AGP bus
1s defined as a 32 bit bus, and may have up to four bytes of
data transferred per clock 1n the 1x mode and up to eight
bytes of data per clock 1 the 2x mode. The PCI bus 1s
defined as either a 32 bit or 64 bit bus, and may have up to
four or eight bytes of data transferred per clock, respectively.
The AGP bus, however, has additional sideband signals
which enables 1t to transfer blocks of data more efficiently
than 1s possible using a PCI bus. An AGP bus running 1n the
2x mode provides sufficient video data throughput (532
MB/s peak) to allow increasingly complex 3-D graphics
applications to run on personal computers.

A major performance/cost enhancement using AGP 1n a
computer system 1s accomplished by shifting texture data
structures from local graphics memory to main memory.
Textures are 1deally suited for this shift for several reasons.
Textures are generally read-only, and therefore problems of
access ordering and coherency are less likely to occur.
Shifting of textures serves to balance the bandwidth load
between system memory and local graphics memory, since
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a well-cached host processor has much lower memory
bandwidth requirements than does a 3-D rendering machine;
texture access comprises perhaps the single largest compo-
nent of rendering memory bandwidth, so avoiding loading
or caching textures 1n local graphics memory saves not only
this component of local memory bandwidth, but also the
bandwidth necessary to load the texture store in the first
place, and, further, this data must pass through main memory
anyway as 1t 1s loaded from a mass store device. Texture size
1s dependent upon application quality rather than on display
resolution, and therefore may require the greatest increase in
memory as soltware applications become more advanced.
Texture data 1s not persistent and may reside 1n the computer
system memory only for the duration of the software
application, so any system memory spent on texture storage
can be returned to the free memory heap when the applica-
tion concludes (unlike a graphic controller’s local frame
buffer which may remain in persistent use). For these
reasons, shifting texture data from local graphics memory to
main memory significantly reduces computer system costs
when 1implementing 3-D graphics.

A 32 bit address bus, as used 1in the PCI 2.1 Specification,
permits addressing devices within 4 gigabytes (GB) of the
computer system address space. Extended addressing 1is
required to access memory addresses above 4 GB. Extended
addressing typically uses a 64 bit address bus, but 1s not
commonly used 1n the personal computer industry because
it raises the computer system costs and 1s more complex to
implement. If extended addressing 1s not used, and there 1s
not enough address space for system devices, device address
space must be taken from the physical memory address
space. This 1s not desirable as expensive physical memory
space may be wasted.

As personal computers become more sophisticated, they
require more memory. The more advanced personal com-
puters are capable of accommodating physical system
memory which may approach the 4 GB limit. Input-output
devices such as, for example, video graphics adapters
(VGA), SCSI, network interface cards (NIC) and the like,
must use the address space which resides above the top of
the physical system memory and below the 4 GB limit. If the
required address space for these devices 1s not available,
then extended addressing must be utilized or physical
memory addresses must be used, preventing or wasting the
use of the physical memory at those address locations. It 1s
therefore desirable to conserve the address space above the
top of the physical memory.

Generally, 1n a computer system memory architecture the
oraphics controller’s physical address space resides above
the top of system memory. The graphics controller uses this
physical address space to access 1ts local memory which
holds information required to generate a graphics screen. In
the AGP system, information still resides 1n the graphics
controller’s local memory (textures, alpha, z-buffer, etc.),
but some data which previously resided 1n this local memory
is moved to system memory (primarily textures, but also
command lists, etc.). The address space employed by the
ographics controller to access these textures becomes virtual,
meaning that the physical memory corresponding to this
address space doesn’t actually exist above the top of
memory. In reality, each of these virtual addresses corre-
sponds to a physical address 1n system memory. The graph-
ics controller sees this virtual address space, referenced
hereinafter as “AGP device address space,” as one contigu-
ous block of memory, but the corresponding physical
memory addresses may be allocated in 4 kilobyte (“KB”),
non-contiguous pages throughout the computer system
physical memory.
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There are two primary AGP usage models for 3D render-
ing that have to do with how data are partitioned and
accessed, and the resultant interface data flow characteris-
tics. In the “DMA” model, the primary graphics memory 1s
a local memory referred to as ‘local frame buffer’ and 1s
assoclated with the AGP graphics controller or “video accel-
erator.” 3D structures are stored 1n system memory, but are
not used (or “executed”) directly from this memory; rather
they are copied to primary (local) memory, to which the
rendering engine’s address generator (of the AGP graphics
controller) makes references thereto. This implies that the
tratfic on the AGP bus tends to be long, sequential transfers,
serving the purpose of bulk data transport from system
memory to primary graphics (local) memory. This sort of
access model 1s amenable to a linked list of physical
addresses provided by software (similar to operation of a
disk or network I/0 device), and is generally not sensitive to
a non-contiguous view of the memory space.

In the “execute” model, the video accelerator uses both
the local memory and the system memory as primary
oraphics memory. From the accelerator’s perspective, the
two memory systems are logically equivalent; any data
structure may be allocated 1n either memory, with perfor-
mance optimization as the only criteria for selection. In
general, structures 1n system memory space are not copied
into the local memory prior to use by the video accelerator,
but are “executed” 1n place. This implies that the traffic on
the AGP bus tends to be short, random accesses, which are
not amenable to an access model based on software resolved
lists of physical addresses. Since the accelerator generates
direct references 1nto system memory, a contiguous view of
that space 1s essential. But, since system memory 1s dynami-
cally allocated 1n, for example, random 4,096 byte blocks of
the memory, hereinafter 4 kilobyte (“KB™) pages, it is
necessary 1n the “execute” model to provide an address
mapping mechanism that maps the random 4 KB pages into
a single contiguous address space above the physical
memory address space or top of memory (TOM).

The AGP Specification, incorporated by reference
hereinabove, supports both the “DMA” and “execute” mod-
cls. However, since a primary motivation of the AGP 1s to
reduce growth pressure on the graphics controller’s local
memory (including local frame buffer memory), the
“execute” model 1s preferred. Consistent with this
preference, the AGP Specification requires a virtual-to-
physical address re-mapping mechanism which ensures the
graphics accelerator (AGP master) will have a contiguous
view of graphics data structures dynamically allocated in the
system memory. This address re-mapping applies only to a
single, programmable range of the system physical address
space and 1s common to all system agents. Addresses falling
in this range are re-mapped to non-contiguous pages of
physical system memory. All addresses not 1n this range are
passed through without modification, and map directly to
main system memory, or to device specific ranges, such as
a PCI device’s physical memory. Re-mapping 1s accom-
plished via a “Graphics Address Remapping Table” (“GART
table”) which is set up and maintained by the GART
miniport driver software, and used by the core logic chipset
to perform the re-mapping. In order to avoid compatibility
issues and allow future implementation flexibility, this
mechanism 1s specified at a software (API) level. In other
words, the actual GART table format may be abstracted to
the API by a hardware abstraction layer (“HAL”) or mini-
port driver that 1s provided by the manufacturer of the AGP
compliant core logic chipset. While this API does not
constrain the future partitioning of re-mapping hardware, the
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re-mapping function will typically be implemented 1n the
core logic chipset.

The aforementioned AGP Specification defines some con-
figuration registers to be used for AGP operation 1n the
computer system, but does not define registers for things like
the base address of the GART table 1tself What 1s needed are
implementation-specific registers that may be memory resi-
dent and provide the necessary functionality for proper
operation of AGP 1in a computer system. Some of these
implementation-specific registers may only be accessed
once during imitialization, while others may be accessed
many times by software programs such as a GART miniport
driver during operation of the computer system.

OBJECTS OF THE INVENTION

It 1s therefore an object of the present invention to define
the Tunctions and locations of registers to be used for AGP
operation 1n the computer system.

Another object 1s to enhance AGP operation by speeding
up register accesses by using memory resident registers
instead of having to access PCI configuration space which 1s
slower than direct memory accesses.

SUMMARY OF THE INVENTION

The above and other objects of the present invention are
satisfied, at least 1n part, by providing 1n a computer system
a core logic chipset that functions as a bridge between an
AGP bus and host and memory buses wherein a “Graphics
Address Remapping Table” (“GART table”) which may
reside 1 the computer system memory, and 1s used by the
core logic chipset to remap virtual addresses used by the
AGP graphics controller into physical addresses that reside
in the computer system memory. The GART table enables
the AGP graphics controller to reference memory addresses
in contiguous virtual address space, but actually use non-
contiguous blocks of physical system memory to store
textures, command lists and the like. The present invention
utilizes memory mapped status and control registers for
operation of the core logic chipset. The computer system
processor may access these memory mapped registers with
memory accesses which are faster than accesses to input-
output (“I/O”) device space, such as PCI configuration
space, which typically takes two I/O cycles to complete for
cach transaction.

The embodiments of the present invention comprise a
plurality of AGP Memory-Mapped Control Registers
located 1n the computer system physical memory space, and
which may be used for status and control of AGP functions.
An AGP Memory-Mapped Control Registers Pointer
register, hereinafter Base Address Register 1 (“BAR1”), is
used for addressing the plurality of AGP Memory-Mapped
Control Registers. The BAR1 may reside 1in a host-to-PCI
bridge (Function 0) of the core logic chipset.

In the present mmvention, the AGP Memory-Mapped Con-
trol Registers are accessed via an address residing in the
BARI1 that may be located 1n the host-to-PCI bridge of the
core logic chipset. The address contained in the BARI 1s
determined by and written to the BAR1 by the computer
system BIOS. The plurality of AGP Memory-Mapped Con-
trol Registers may be used by the GART miniport driver to
control AGP functionality within the core logic chipset
during operation of the computer system. The AGP
Memory-Mapped Control Registers, have their contents
stored 1n the computer system physical memory, comprise
the following registers: a Revision Identification (ID)
Register, a GART Capabilities Register, an AGP Feature
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Control Register, an AGP Feature Status Register, a GART
Table/Directory Base Address Register, a GART Directory/
Table Cache Size Register, a GART Directory/Table Cache
Control Register, a GART Table Cache Entry Control
Register, a Posted Write Bufler Control Register, an AGP
Bus Utilization/Bandwidth/Latency Command Register, an

AGP Bus Utilization Register, an AGP Bus Bandwidth
Register, and an AGP Bus Latency Register.

The Revision ID Register may be used by the GART
miniport driver to 1dentity the format and features provided
by the chipset specific AGP control registers, and may

specily the AGP interface specification supplement revision
number the core logic chipset complies with.

The GART Capabilities Register defines the GART fea-
tures supported by the core logic chipset. An AGP Bus
Utilization, Bandwidth, and Latency Supported first portion
of the GART Capabilities Register comprises a bit which, 1f
set to a logic “17, indicates that the core logic chipset of the
present invention 1s capable of performing AGP Bus
Utilization, Bandwidth, and Latency calculations. An
Address Translation Level Supported second portion of the
GART Capabilities Register comprises a bit that indicates
whether single-level or two-level address translation 1s sup-
ported by the core logic chipset. When this bit 1s set to a
logic “0”, single-level address translation 1s supported.
When this bit 1s set to a logic “17, two-level address
translation supported. Hardware strapping or software con-
trol 1n the computer system may be used to configure this bit
in chipsets which support both types of GART address
translations. A GART Entry Linking Supported third portion
of the GART Capabilities Register comprises a bit which,
when set to a logic “17, indicates that the core logic chipset
1s capable of using the predefined link bit in each GART
table entry to determine whether or not to cache the next
contiguous GART table entry. The link bit 1s maintained by
the GART miniport driver. A Valid Bit Error Reporting
Supported fourth portion of the GART Capabilitics Register
comprises a bit which, when set to a logic “1”, indicates that
the core logic chipset 1s capable of generating a SERR#
when a graphics device attempts to access an 1invalid page in
AGP memory.

The AGP Feature Control Register enables the GART
features supported by the core logic chipset. A GART Cache
Enable first portion of the AGP Feature Control Register
comprises a bit which, when set to a logic “1”, enables the
chipset’s GART cache, and when set to a logic “07, disables
the GART cache. The default value for this bit may be logic
“0” (disabled). A GART Entry Linking Enable second
portion of the AGP Feature Control Register comprises a bit
which, when set to a logic “17, the core logic chipset will use
the predefined link bit 1n each GART table entry to deter-
mine whether or not to cache the next contiguous GART
table entry. The link bit 1s maintained by the GART miniport
driver. A Valid Bit Error Reporting Enable third portion of
the AGP Feature Control Register comprises a bit which,
when set to a logic “17, will enable the core logic chipset to
cgenerate SERR# when a graphics device attempts to access
an 1mnvalid page in AGP memory.

The AGP Feature Status Register 1s used to record status

information for AGP and GART related events. A Valid Bit
Error Detected first portion of the AGP Feature Status

Register comprises a bit which, when set to a logic “17,
indicates a Valid Bit Error has been detected and SERR# has

been generated. A logic “1” written to the Valid Bit Error
Detected first portion will reset the bit to a logic “0”.

The GART Table/Directory Base Address Register pro-
vides the physical address for a GART table/directory in
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system memory. In computer systems using single-level
GART address translation, the value 1n the GART Table/

Directory Base Address Register corresponds to the base
address of the GART table. In computer systems using
two-level GART address translation, the value in the GART
Table/Directory Base Address Register corresponds to the
base address of the GART directory. The GART Table/

Directory Base Address Register 1s 1nitialized by the GART
miniport driver whenever memory for the GART table/
directory 1s allocated. Refer to the Software description
hereinbelow for a description of the GART table memory
allocation. A GART Base Address portion of the GART
Table/Directory Base Address Register comprises a plurality
of bits which define the base address of the GART table/
directory, located 1n physical system memory. In computer
systems using single-level GART address translation, the
GART Table/Directory Base Address Register corresponds
to the base address of the GART table. In computer systems
using two-level GART address translation, the GART Table/
Directory Base Address Register corresponds to the base
address of the GART directory. The GART Base Address
portion may be 20 bits which correspond to the 20 most
significant bits (bits 31:12) of the 32 bit GART table/
directory base address which 1s aligned on a 4 KB page
boundary. Twenty bits provide 4 KB resolution. A value 1n
the GART Table/Directory Base Address Register of other
than 00000h defines a valid base address.

The GART Directory/Table Cache Size Register identifies

the maximum number of GART table entries, which may be
cached by the core logic chipset in the GART directory
cache and the GART table cache. A first portion of the
GART Directory/Table Cache Size Register comprises a
plurality of bits and discloses a maximum number of GART
directory entries which may be cached by the core logic
chipset. This first portion 1s used 1n systems using two-level
GART address translation. A second portion of the GART
Directory/Table Cache Size Register comprises a plurality of
bits and discloses a maximum number of GART table
entries, which may be cached by the core logic chipset.

The GART Directory/Table Cache Control Register pro-
vides the computer system software with a mechanism to
invalidate the entire GART directory and table caches,
thereby maintaining coherency with the GART directory and
the GART table 1n the computer system memory. In com-
puter systems using a single-level address translation, the
GART Directory/Table Cache Control Register only applies
to the GART table. In computer systems using two-level
address translation, the GART Directory/Table Cache Con-
trol Register applies to both the GART directory and the
GART table. A GART Directory and Table Cache Invalidate
portion of the GART Dairectory/Table Cache Control Reg-
ister comprises a bit which, when set to a logic “17, indicates
for computer systems using single-level GART address
translation that the core logic chipset invalidates the entire
GART table cache. Likewise, for computers systems using,
two-level GART address translation, the core logic chipset
invalidates the entire GART directory and GART table
caches. Upon completion of the invalidate operation, the
core logic chipset may reset the GART Directory and Table
Cache Invalidate portion bit to a logic “0”. The GART
miniport driver may poll this bit to verily completion of
cache 1nvalidation.

The GART Table Cache Entry Control Register 1s used by
the computer system software to update/invalidate a speciiic
GART table cache entry. When the GART miniport driver
receives a call to update/invalidate entries 1n the GART
table, it 1s required to maintain coherency of the GART
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cache. If the updated/invalidated entry is not present 1n the
GART cache, the invalidate function will have no effect. The
GART miniport driver may perform 32 bit write accesses to

this register. A GART Table Entry Offset first portion of the
GART Table Cache Entry Control Register comprises a
plurality of bits which define the AGP device address of the
particular GART table entry to be invalidated/updated. The
GART miniport driver derives this device address from the
linear address (Lin-to-Dev command). When a device
address 1s written to the GART Table Cache Entry Control
Register (GART Table Entry Offset first portion) by the
GART miniport driver, the core logic chipset invalidates/
updates the referenced cache entry based upon the appro-
priate setting in the Update or Invalidate bits (bits 1 and 0
respectively) described hereinafter. A GART Table Cache
Entry Update second portion of the AGP Feature Control
Register comprises a bit which, when set to a logic “17,
enables the core logic chipset for updating the GART table
cache entry referenced by the GART Table Entry Offset first
portion with the current entry in the GART table 1n system
memory. The update function may be performed 1immedi-
ately following the write to the GART Table Cache Entry
Control Register (GART Table Entry Offset first portion).
When the update operation 1s completed, the core logic
chipset resets the GART Table Cache Entry Update second
portion bit to a logic “0”. The GART miniport driver may
poll this bit to verify completion of the update operation. A
GART Table Cache Entry Invalidate third portion of the
AGP Feature Control Register comprises a bit which, when
set to a logic “1”, enables the core logic chipset to invalidate
the GART table cache entry referenced by the GART Table
Entry Offset first portion, if present in the GART table cache.
The 1nvalidate function may be performed immediately
following the write to the GART Table Cache Entry Control
Register. When the invalidate operation 1s completed, the
core logic chipset resets the GART Table Cache Entry
Invalidate third portion bit to a logic “0”. The GART
miniport driver may poll this bit to verify completion of the
invalidate operation.

The Posted Write Buffer Control Register 1s set by the
GART minmiport driver to flush the core logic chipset’s
processor to memory posted write buffers. This 1s necessary
during mapping of a GART table entry. When the processor
writes a valid entry to the GART table, the data can get
placed 1n the core logic chipset’s posted write buifers. It the
AGP graphics controller tries to access the GART table entry
that 1s posted, the entry will not be valid and an error may
occur. A similar problem occurs when the processor clears a
GART table entry. If the data gets posted and the AGP
ographics controller tries to access that GART table entry, the
returned data may be corrupt. A Flush Posted Write Bulifer
portion of the Posted Write Buifer Control Register com-
prises a bit which, when set to a logic “1”, enables the core
logic chipset to flush 1ts processor to memory posted write
buffers. Upon completion of the flush, the core logic chipset
sets the Flush Posted Write Bufler portion bit back to a logic
“0”. The GART miniport driver may poll this bit to verily
completion of the flush operation.

The AGP Bus Utilization/Bandwidth/Latency Command
Register controls the AGP bus utilization, bandwidth, and
latency counters 1n the core logic chipset. There may be
three 32-bit counters provided to measure the AGP bus
utilization, bandwidth, and latency. Each base 32-bit counter
is clocked (incremented) using the 66 MHz AGP clock,
which may count for 60 seconds. To measure utilization,
bandwidth, or latency, the value 1n the utilization counters
after the base counter expires should be multiplied by 15 ns
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and divided by 60. The utilization, bandwidth, and latency
counters can be initialized and enabled using this register. A
clear utilization register bit may clear all of these counters.
The AGP Bus Utilization, Bandwidth, and Latency registers
are counters which may be independently started by setting,
the corresponding bits in the AGP Bus Utilization/
Bandwidth/Latency Command Register. Counting may con-
tinue 1n the AGP Bus Utilization, Bandwidth, and Latency
register counters until the corresponding bits 1n the AGP Bus
Utilization/Bandwidth/Latency Command Register are
cleared to a logic “0”. An Enable AGP Bus Latency Counter
first portion of the AGP Bus Utilization/Bandwidth/Latency
Command Register comprises a bit which, when set to a
logic “17, starts the AGP Bus Latency Register counter. The
AGP Bus Latency Register counter stops when the first
portion bit 1s cleared to a logic “0”. An Enable AGP Bus
Bandwidth Counter second portion of the AGP Bus
Utilization/Bandwidth/Latency Command Register com-
prises a bit which, when set to a logic “17, starts the AGP
Bus Bandwidth Register counter. The AGP Bus Bandwidth

Register counter stops when the second portion bit 1s cleared
to a logic “0”. An Enable AGP Bus Utilization Counter third

portion of the AGP Bus Utilization/Bandwidth/Latency
Command Register comprises a bit which, when set to a

logic “17, starts the AGP Bus Utilization Register counter.
The AGP Bus Utilization Register counter stops when the
third portion bit 1s cleared to a logic “0”. A Clear AGP Bus
Utilization Counters fourth portion of the AGP Bus
Utilization/Bandwidth/Latency Command Register com-
prises a bit which, when set to a logic “17, clears the AGP
Bus Utilization Register, AGP Bus Bandwidth Register and
AGP Latency Register counters to a zero value (0000h) by
writing a logic “0” to the fourth portion bit.

The AGP Bus Utilization Register holds the AGP bus
utilization counter value which 1s incremented every AGP
bus clock when the AGP AD[31:0] bus is active with either
one of the following transactions: 1) PCI address and data
phase—FRAME# or IRDY# 1s sampled active, 2) PIPE#

request enqueuing—PIPE# 1s sampled active (does not
occur in SBA mode), and 3) AGP data phase—Starts when

GNT# is asserted active and ST[2] equals O and continues
until data transfer has completed. Note that the AGP bus
does not indicate the end of a data phase. It 1s up to the
device measuring utilization (usually the core logic chipset)
to track sizes of transactions. The AGP bus utilization
counter value 1s 1nitialized to a zero value when the fourth
portion bit [0] of the AGP Bus Utilization/Bandwidth/
Latency Command Register 1s set to a logic “1”. The counter
starts when the third portion bit [1] of the AGP Bus
Utilization/Bandwidth/Latency Command Register 1s set to
a logic “1” and stops when the third portion bit [1]1s cleared
to a logic “0”.

The AGP Bus Bandwidth Register holds the AGP bus
bandwidth counter value which 1s incremented 1n every AGP
bus clock when the AGP AD[31:0] bus 1s active with either
one of the following transactions: 1) PCI data phase—
IRDY# and TRDY# are sampled active, and 2) AGP data
phase—Starts when GNT# is asserted active and ST[2]
equals O and continues until data transfer has completed.
Note that AGP bus does not the indicate end of a data phase.
It 1s up to the device measuring utilization (usually the core
logic chipset) to track sizes of transactions. The counter is
initialized to zero when the fourth portion bit [0] of the AGP
Bus Utilization/Bandwidth/Latency Command Register 1s
set to a logic “1”. The counter starts when the second portion
bit [ 2] of the AGP Bus Utilization/Bandwidth/Latency Com-
mand Register 1s set to a logic “1” and stops when the second
portion bit [2] is cleared to a logic “07.
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The AGP Bus Latency Register holds the AGP bus latency
counter value which 1s incremented for every AGP bus clock
that expires while the chipset 1s processing a particular AGP
read request. The AGP bus latency counter value represents
the time 1t takes to process an AGP transaction starting at the
fime the read request 1s enqueued and completing when the
first quad word 1s data 1s returned to the master. Preferably,
the core logic chipset tracks a particular AGP read request
starting from the time 1t 1s enqueued and ending when the
first quad word of data i1s returned to the master. Time
required to process previously enqueued requests may be
ignored by when computing this value. The AGP bus latency
counter value 1s 1mitialized to zero when the fourth portion
bit [0] of the AGP Bus Utilization/Bandwidth/Latency Com-
mand Register 1s set to a logic “1”. The AGP Bus Latency
Register counter starts when the first portion bit [3] of the
AGP Bus Utilization/Bandwidth/Latency Command Regis-
ter 1s set to a logic “1” and stops when the first portion bit
[3] 1s cleared to a logic “0”,

It 1s contemplated 1n the present invention that logic levels
“1” and “0” may be interchanged herein.

A feature of the present invention 1s storing a plurality of
AGP registers 1n memory space which may be used for
configuration and control of AGP functions i the computer
system.

An advantage of the present invention 1s that PCI memory
accesses are faster than accesses to PCI configuration space.

Another advantage 1s that the processor may access the
registers of the present invention using Memory accesses
which are the fastest access mechanism.

Other and further objects, features and advantages will be
apparent from the following description of presently pre-
ferred embodiments of the 1invention, given for the purpose
of disclosure and taken in conjunction with the accompa-

nying drawings.
BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1 and 1A are a schematic block diagram of a prior
art computer system,

FIGS. 2 and 2A are a schematic block diagram of a
computer system according to the present invention;

FIG. 3 1s a schematic functional block diagram of an
embodiment of the present mnvention according to the com-

puter system of FIGS. 2 and 2A;

FIG. 4 1s a schematic diagram of a computer system
memory map according to the present invention;

FIG. 5 1s a schematic diagram of a memory map of an
AGP single-level address translation;

FIG. 6 1s a schematic diagram of a memory map of an
AGP two-level address translation;

FIG. 7 1s a schematic functional block diagram of the AGP
single-level address translation according to FIG. 5;

FIG. 8 1s a table of bits required for page offset in a
single-level translation;

FIG. 9 1s a schematic flow diagram of single-level address
remapping;

FIG. 1 1s a schematic functional block diagram of the AGP
two-level address translation according to FIG. 6;

FIG. 11 1s a table of bits required for directory and page
offset 1n a two-level translation;

FIG. 12 and 12A are a schematic flow diagram of two-
level address remapping;

FIGS. 13 and 13A are a schematic diagram of a memory
map of the GART table, according to the present invention;
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FIGS. 14 and 14A are a schematic diagram of a memory
map of entries mn a GART directory, a page of GART table
entries and an AGP memory, according to the present
mvention;

FIG. 15 1s a table of maximum GART table size versus
size of AGP memory;

FIG. 16 1s a schematic functional block diagram of the
AGP logical architecture;

FIG. 17A1s a schematic table of registers according to the
AGP functional block diagram of FIG. 16 and an embodi-
ment of the present mnvention;

FIGS. 17B, 17Ba and 17C are tables of a functional
description of the bits used 1in the AGP registers of FIG. 17A,
according to the present 1nvention;

FIGS. 18A and 18Aa are a schematic table of registers
according to the AGP functional block diagram of FIG. 16
and an embodiment of the present invention;

FIGS. 18B—18Ma are tables of a functional description of
the bits used 1n the AGP registers of FIGS. 18 and 18Aa,

according to the present invention;

FIG. 19A 1s a schematic table of memory-mapped regis-
ters according to the AGP functional block diagram of FIG.

16 and an embodiment of the present invention;

FIGS. 19B—19N are tables of functional descriptions of
the bits used 1n the AGP registers of FIG. 19A, according to
the present invention;

FIG. 20 1s a schematic memory map of caching GART
table entries, according to an embodiment of the present

mvention;

FIG. 21 1s a schematic memory map of prefetching GART
table entries, according to an embodiment of the present
mvention;

FIG. 22A 1s a schematic table of AGP graphics controller
conflguration registers according to the AGP functional

block diagram of FIG. 16 and an embodiment of the present
mvention;

FIGS. 22B-22FE are tables of functional descriptions of
the bits used 1n the AGP registers of FIG. 16A, according to
the present mvention;

FIG. 23 1s a table of best, typical, and worst case latencies
for AGP, according to the present invention;

FIG. 24 1s a schematic functional block diagram of the
AGP software architecture;

FIGS. 25A-25F are tables of software services provided
by the GART miniport driver; and

FIGS. 26A and 26B are tables of software services
available to the GART miniport driver.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The present invention provides a core logic chipset 1n a
computer system which 1s capable of implementing a bridge
between host processor and memory buses, an AGP bus
adapted for an AGP device(s), and a PCI bus adapted for PCI
devices. The AGP device may be a graphics controller which
utilizes graphical data such as textures by addressing a
contiguous virtual address space, heremafter “AGP device
address space,” that i1s translated from non-configuous
memory pages located in the computer system physical
memory by the core logic chipset. The core logic chipset
utilizes a “Graphics Address Remapping Table” (“GART
table”) which may reside in a physical memory of the
computer system, such as system random access memory,
and may be controlled by the core logic chipset software
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driver(s). The function of the GART table is to remap virtual
addresses referenced by the AGP device to the physical
addresses of the graphics data located in the computer
system memory. The present invention comprises a plurality
of AGP Memory-Mapped Control Registers stored in the
computer system physical memory space. The AGP
Memory-Mapped Control Registers may be used for status
and control of AGP functions 1n the computer system. An
AGP Memory-Mapped Control Registers Pointer register,
hereinafter Base Address Register 1 (“BAR1”), is used for
addressing the AGP Memory-Mapped Control Registers.
The BAR1 may reside in a host-to-PCI bridge (Function 0)

of the core logic chipset. The address contained in the BAR1
1s determined by and written to the BAR1 by the computer
system BIOS. The AGP Memory-Mapped Control Registers
may be used by the GART miniport driver to control AGP
functionality within the core logic chipset during operation
of the computer system. The AGP Memory-Mapped Control
Registers, have their contents stored 1n the computer system
physical memory.

For 1llustrative purposes, the preferred embodiments of
the present invention are described hereinafter for computer
systems utilizing the Intel x86 microprocessor architecture
and certain terms and references will be specific to those
processor platforms. AGP and PCI are interface standards,
however, that are hardware independent and may be utilized
with any host computer designed for these interface stan-
dards. It will be appreciated by those skilled in the art of
computer systems that the present invention may be adapted
and applied to any computer platform utilizing the AGP and

PCI interface standards.

The PCI specifications referenced above are readily avail-
able and are hereby incorporated by reference. The AGP
Specification entitled “Accelerated Graphics Port Interface
Specification Revision 1.0,” dated Jul. 31, 1996, as refer-
enced above, 1s readily available from Intel Corporation, and
1s hereby incorporated by reference. Further definition and
enhancement of the AGP Specification 1s more fully defined
in “Compaq’s Supplement to the ‘Accelerated Graphics Port
Interface Specification Version 1.0°,” Revision 0.8, dated
Apr. 1, 1997, and 1s hereby mncorporated by reference. Both
of these AGP specifications were included as Appendices A
and B in commonly owned co-pending U.S. patent applica-
fion Ser. No. 08/853,289; filed May 9, 1997, entitled “Dual
Purpose Apparatus, Method and System for Accelerated
Graphics Port and Peripheral Component Interconnect” by
Ronald T. Horan and Sompong Olarig, and which 1s hereby
incorporated by reference.

Referring now to the drawings, the details of preferred
embodiments of the present invention are schematically
illustrated. Like elements in the drawings will be repre-
sented by like numbers, and similar elements will be rep-
resented by like numbers with a different lower case letter
suflix. Referring now to FIGS. 2 and 2A, a schematic block
diagram of a computer system utilizing the present invention
1s 1llustrated. A computer system 1s generally indicated by
the numeral 200 and comprises a central processing unit(s)
(“CPU”) 102, core logic chipset 204, system random access
memory (“RAM”) 106, a video graphics controller 210, a
local frame bufier 208, a video display 112, a PCI/SCSI bus
adapter 114, a PCI/EISA/ISA bridge 116, and a PCI/IDE
controller 118. Single or multilevel cache memory (not
illustrated) may also be included in the computer system 200
according to the current art of microprocessor computer

systems. The CPU 102 may be a plurality of CPUs 102 1n a
symmetric or asymmetric multi-processor configuration.

The CPU(s) 102 is connected to the core logic chipset 204
through a host bus 103. The system RAM 106 1s connected

10

15

20

25

30

35

40

45

50

55

60

65

14

to the core logic chipset 204 through a memory bus 105. The
video graphics controller(s) 210 is connected to the core
logic chipset 204 through an AGP bus 207. The PCI/SCSI
bus adapter 114, PCI/EISA/ISA bridge 116, and PCI/IDE

controller 118 are connected to the core logic chipset 204
through a primary PCI bus 109. Also connected to the PCI
bus 109 are a network interface card (“NIC”) 122 and a
PCI/PCI bridge 124. Some of the PCI devices such as the
NIC 122 and PCI/PCI bridge 124 may plug into PCI

connectors on the computer system 200 motherboard (not
illustrated).

Hard disk 130 and tape drive 132 are connected to the
PCI/SCSI bus adapter 114 through a SCSI bus 111. The NIC
122 1s connected to a local area network 119. The PCI/EISA/
ISA bridge 116 connects over an EISA/ISA bus 113 to a
ROM BIOS 140, non-volatile random access memory
(NVRAM) 142, modem 120, and input-output controller
126. The modem 120 connects to a telephone line 121. The
input-output controller 126 interfaces with a keyboard 146,
real time clock (RTC) 144, mouse 148, floppy disk drive
(“FDD”) 150, and serial/parallel ports 152, 154. The EISA/
ISA bus 113 1s a slower mnformation bus than the PCI bus
109, but 1t costs less to interface with the EISA/ISA bus 113.

Referring now to FIG. 3, a schematic functional block
diagram of the core logic chipset 204 of FIGS. 2 and 2A,
according to the present mvention, 1s illustrated. The core
logic chipset 204 functionally comprises CPU host bus
interface and queues 302, memory interface and control 304,
host/PCI bridge 306, AGP logic 318, and PCI/PCI bridge
320. The AGP logic 318 comprises AGP arbiter 316, GART
cache 322, AGP data and control 310, and AGP request/reply
queues 312. The CPU host bus interface and queues 302
connect to the host bus 103 and include interface logic for
all data, address and control signals associated with the
CPU(s) 102 of the computer system 200. Multiple CPUs 102
and cache memory associated therewith (not illustrated) are
contemplated and within the scope of the present invention.

The CPU host bus interface and queues 302 interfaces
with the host/PCI bridge 306 and memory interface and
control 304 over a core logic bus 311. The CPU host bus
interface and queues 302 interfaces with the AGP logic 318
over the core logic bus 311. The memory interface and
control 304 interfaces with the AGP logic 318 over a core
logic bus 309. An advantage of having separate buses 309
and 311 1s that concurrent bus operations may be performed
thereover. For example, video data stored 1n system RAM
106, connected to the bus 105, may be transferring to the
video graphics controller 210 (AGP device) on the AGP bus
207 while the CPU 102 on the host bus 103 1s accessing an
independent PCI device (i.e., NIC 122) on the PCI bus 109.

The host bus interface and queues 302 allows the CPU
102 to pipeline cycles and schedule snoop accesses. The
memory interface and control 304 generates the control and
timing signals for the computer system RAM 106 which
may be synchronous dynamic RAM and the like. The
memory interface and control 304 has an arbiter (not
illustrated) which selects among memory accesses for CPU
writes, CPU reads, PCI writes, PCI reads, AGP reads, AGP
writes, and dynamic memory refresh. Arbitration may be
pipelined into a current memory cycle, which ensures that
the next memory address 1s available on the memory bus 105
before the current memory cycle 1s complete. This results in
minimum delay, 1f any, between memory cycles. The
memory interface and control 304 also 1s capable of reading
ahead on PCI master reads when a PCI master 1ssues a read
multiple command, as more fully described in the PCI
specification.
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The host/PCI bridge 306 controls the interface to the PCI
bus 109. When the CPU 102 accesses the PCI bus 109, the
host/PCI bridge 306 operates as a PCI master. When a PCI
device 1s a master on the PCI bus 109, the host/PCI bridge
306 operates as a PCI slave. The host/PCI bridge 306

contains base address registers for PCI device targets on its
PCI bus 109 (not illustrated).

The AGP data and control 310, AGP arbiter 316, and AGP
request/reply queues 312 interface to the AGP bus 207 and
also have signal, power and ground connections (not
illustrated) for implementation of signals defined in the AGP
and PCI interface standards. The AGP bus 207 1s adapted to
connect to an AGP device(s) and/or an AGP connector(s)
(not 1illustrated). The GART cache 322 is used to store
GART table entries for reordering and retrieving random
non-contiguous AGP pages 412 (FIG. 4) in the computer
system memory 106 to contiguous AGP device address
space 406 for use by the graphics controller 210.

The PCI/PCI bridge 320 is connected between the PCI
bus 109 and the AGP bus 207. The PCI/PCI bridge 320
allows existing enumeration code 1n the computer system
BIOS 140 to recognize and handle AGP compliant devices,
such as the video graphics controller 210, residing on the
AGP bus 207. The PCI/PCI bridge 320, for example, may be
used 1n configuring the control and status registers of the
AGP graphics controller 210 or the AGP logic 318 by bus
enumeration during POST, both being connected to the AGP
bus 207, as more fully described heremnbelow.

Referring now to FIG. 4 (also see FIGS. 13 and 13A), a
schematic diagram of a computer system memory map 1S
illustrated. A logical memory map of the computer system
memory 106 1s generally indicated by the numeral 402, the
local frame buffer memory by the numeral 404, and the AGP
device (virtual) address space by the numeral 406. The
computer system 200 may address up to 4 gigabytes (“GB”)
of memory, however, some of this 4 GB of memory address
space may be used for local memory associated with various
devices such as the local frame bufler 208 of the AGP video
graphics controller 210 (e.g., local frame buffer memory
404). In addition, some of this memory address space may
be used as “virtual memory address space” for devices in the
computer system 200. The bottom (lowest address) of the
computer system physical memory 106 is represented by the
numeral 408 and the top (highest address) is represented by
the numeral 410. In between the bottom 408 and the top 410
are various blocks or “pages” of memory represented by the
numeral 412. Each page 412 of memory comprises a con-
figuous set of memory addresses. The embodiments of the
present mvention comprise a plurality of AGP Memory-
Mapped Control Registers 452 stored in the computer sys-
tem physical memory space 402 and having a base address

454.

In the present invention, the AGP Memory-Mapped Con-
trol Registers 452 (FIGS. 4 and 19A) are accessed via an
address residing in the BAR1 1704 (FIG. 17A) located in the
host-to-PCI bridge 306 of the core logic chipset 204. The
BAR1 1704 address 1s determined by and written to by the
computer system BIOS. The plurality of AGP Memory-
Mapped Control Registers 452 may be used by the GART
miniport driver to control AGP functionality within the core

logic chipset 204 during operation of the computer system
200.

Referring now to FIGS. 19A—19N, the AGP Memory-

Mapped Control Registers 452 have their contents stored in
the computer system physical memory 106 and are com-
prised of the following registers: a Revision Identification

10

15

20

25

30

35

40

45

50

55

60

65

16

(ID) Register 1902, a GART Capabilities Register 1904, an
AGP Feature Control Register 1906, an AGP Feature Status
Register 1908, a GART Table/Directory Base Address Reg-
ister 1910, a GART Directory/Table Cache Size Register
1912, a GART Directory/Table Cache Control Register
1914, a GART Table Cache Entry Control Register 1916, a
Posted Write Buifer Control Register 1918, an AGP Bus
Utilization/Bandwidth/Latency Command Register 1920, an
AGP Bus Utilization Register 1922, an AGP Bus Bandwidth
Register 1924, and an AGP Bus Latency Register 1926.

The Revision ID Register 1902, illustrated in FIG. 19B,
may be used by the GART miniport driver to i1dentify the
format and features provided by the chipset specific AGP
control registers, and may specily the AGP interface speci-
fication supplement revision number the core logic chipset
204 complies with.

The GART Capabilities Register 1904, 1llustrated in FIG.
19C, defines the GART features supported by the core logic
chipset 204. An AGP Bus Utilization, Bandwidth, and
Latency Supported first portion 1940 of the GART Capa-
bilities Register 1904 comprises a bit which, if set to a logic
“1”, 1indicates that the core logic chipset 204 1s capable of
performing AGP Bus Utilization, Bandwidth, and Latency

calculations. An Address Translation Level Supported sec-
ond portion 1942 of the GART Capabilities Register 1904

comprises a bit that indicates whether single-level or two-
level address translation 1s supported by the core logic

chipset 204.

When this bit 1s set to a logic “07, single-level address
translation 1s supported. When this bit 1s set to a logic “17,
two-level address translation supported. Hardware strapping

or software control 1n the computer system 200 may be used
to configure this bit in chipsets 204 which support both types
of GART address translations. A GART Entry Linking
Supported third portion 1944 of the GART Capabilities
Register 1904 comprises a bit which, when set to a logic “17,
indicates that the core logic chipset 204 1s capable of using
the predefined link bit in each GART table entry (see FIGS.
13 and 13 A and related disclosure hereinbelow) to determine
whether or not to cache the next contiguous GART table
entry. The link bit 1s maintained by the GART miniport
driver. A Valid Bit Error Reporting Supported fourth portion
1946 of the GART Capabilities Register 1904 comprises a
bit which, when set to a logic “1”, indicates that the core
logic chipset 204 1s capable of generating a SERR# when a
oraphics device 210 attempts to access an invalid page in
AGP memory.

The AGP Feature Control Register 1906, illustrated in
FIG. 19D, enables the GART {features supported by the core
logic chipset 204. A GART Cache Enable first portion 1948
of the AGP Feature Control Register 1906 comprises a bit
which, when set to a logic “1”, enables the chipset’s GART
cache 322 (FIG. 3), and when set to a logic “0”, disables the
GART cache 322. The default value for this bit may be logic
“0” (disabled). A GART Entry Linking Enable second
portion 1950 of the AGP Feature Control Register 1906
comprises a bit which, when set to a logic “17, the core logic
chipset 204 will use the predefined link bit 1n each GART
table entry to determine whether or not to cache the next
contiguous GART table entry. The link bit 1s maintained by
the GART mimiport driver. A Valid Bit Error Reporting
Enable third portion 1952 of the AGP Feature Control
Register 1906 comprises a bit which, when set to a logic “17,
will enable the core logic chipset 204 to generate SERR#
when a graphics device 210 attempts to access an invalid
page 1n AGP memory.

The AGP Feature Status Register 1908, 1llustrated in FIG.
19E, 1s used to record status information for AGP and GART



3,936,640

17

related events. A Valid Bit Error Detected first portion 1954
of the AGP Feature Status Register 1908 comprises a bit

which, when set to a logic “17, indicates a Valid Bit Error has
been detected and SERR# has been generated. A logic “1”

written to the Valid Bit Error Detected first portion will reset
the bit to a logic “0”.

The GART Table/Directory Base Address Register 1910,
illustrated 1n FIG. 1 9F, provides the physical address for a
GART table/directory 1in system memory. In computer sys-
tems using single-level GART address translation, the value
in the GART Table/Directory Base Address Register corre-
sponds to the base address of the GART table. In computer
systems using two-level GART address translation, the
value 1n the GART Table/Directory Base Address Register
corresponds to the base address of the GART directory. The
GART Table/Directory Base Address Register 1s initialized
by the GART minmiport driver whenever memory for the
GART table/directory 1s allocated. Refer to the Software
description herembelow for a detailed description of GART
table memory allocation. A GART Base Address portion
1956 of the GART Table/Directory Base Address Register
1910 comprises a plurality of bits which define the base
address of the GART table/directory, located 1n the physical
system memory 106. In computer systems using single-level
GART address translation, the GART Table/Directory Base
Address Register 1910 corresponds to the base address of
the GART table (FIGS. 13 and 13A). In computer systems
using two-level GART address translation, the GART Table/
Directory Base Address Register 1910 corresponds to the
base address of the GART directory (FIGS. 14 and 14A).
The GART Base Address portion 1956 may be 20 bits which
correspond to the 20 most significant bits (bits 31:12) of the
32 bit GART table/directory base address which 1s aligned
on a 4 KB page boundary. Twenty bits provide 4 KB
resolution. A value 1 the GART Table/Directory Base
Address Register 1910 of other than 00000h defines a valid
base address.

The GART Dairectory/Table Cache Size Register 1912,
llustrated 1n FIG. 19G, 1dentifies the maximum number of
entries, which may be cached by the core logic chipset in the
GART directory and the GART table caches. A first portion
1958 of the GART Directory/Table Cache Size Register
1912 comprises a plurality of bits and has a value stored
therein which represents a maximum number of GART
directory entries which may be cached by the core logic
chipset 204. This first portion 1958 1s used 1 systems using
two-level GART address translation. A second portion 1960
of the GART Directory/Table Cache Size Register 1912
comprises a plurality of bits and has a value stored therein
which represents a maximum number of GART table entries,
which may be cached by the core logic chipset 204.

The GART Directory/Table Cache Control Register 1914,
illustrated 1 FIG. 19H, provides the computer system
software with a mechanism to invalidate the entire GART
directory and table caches, therefore maintaining coherency
with the GART directory and table in the computer system
memory. In computer systems using a single-level address
translation, the GART Directory/Table Cache Control Reg-
ister 1914 only applies to the GART table cache. In com-
puter systems using two-level address translation, the GART
Directory/Table Cache Control Register 1914 applies to both
the GART directory cache and the GART table cache. A
GART Dairectory and Table Cache Invalidate portion 1962 of
the GART Dairectory/Table Cache Control Register 1914
comprises a bit which, when set to a logic “1”, indicates for
computer systems using single-level GART address trans-
lation that the core logic chipset 204 invalidates the entire
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GART table cache. Likewise, for computers systems using,
two-level GART address translation, the core logic chipset
204 invalidates the entire GART directory and GART table
caches. Upon completion of the invalidate operation, the
core logic chipset 204 may reset the GART Directory and
Table Cache Invalidate portion 1962 bit to a logic “0”. The
GART miniport driver may poll this bit to verity completion

of cache invalidation.

The GART Table Cache Entry Control Register 1916,
illustrated 1n FIG. 191, 1s used by the computer system
software to update/invalidate a specific GART table cache
entry. When the GART miniport driver receives a call to
update/invalidate entries 1n the GART table, 1t 1s required to
maintain coherency of the GART table cache. If the updated/
invalidated entry i1s not present in the GART cache, the
invalidate function will have no effect. The GART miniport
driver may perform 32 bit write accesses to this register. A
GART Table Entry Offset first portion 1964 of the GART
Table Cache Entry Control Register 1916 comprises a
plurality of bits which define the AGP device address of the
particular GART table entry to be mvalidated/updated. The
GART miniport driver derives this device address from the
linear address (Lin-to-Dev command). When a device
address 1s written to the GART Table Cache Entry Control
Register 1916 (GART Table Entry Offset first portion 1964)
by the GART miniport driver, the core logic chipset 204
invalidates/updates the referenced cache entry based upon
the appropriate setting in the Update or Invalidate bits (bits
1 and 0 respectively) described hereinafter. A GART Table
Cache Entry Update second portion 1966 of the AGP
Feature Control Register 1916 comprises a bit which, when
set to a logic “1”, enables the core logic chipset 204 for
updating the GART table cache entry referenced by the
GART Table Entry Offset first portion 1964 with the current
entry 1n the GART table 1n system memory 106. The update

function may be performed immediately following the write
to the GART Table Cache Entry Control Register 1916

(GART Table Entry Offset first portion 1964). When the
update operation 1s completed, the core logic chipset 204
resets the GART Table Cache Entry Update second portion
1966 bit to a logic “0”. The GART miniport driver may poll
this bit to verify completion of the update operation. A
GART Table Cache Entry Invalidate third portion 1968 of
the AGP Feature Control Register 1916 comprises a bat
which, when set to a logic “1”, enables the chipset 204 to
invalidate the GART table cache entry referenced by the
GART Table Entry Offset first portion 1964, if present 1n the
GART table cache. The invalidate function may be per-
formed immediately following the write to the GART Table
Cache Entry Control Register 1916. When the invalidate
operation 1s completed, the core logic chipset 204 resets the
GART Table Cache Entry Invalidate third portion 1968 bit
to a logic “0”. The GART miniport driver may poll this bat
to verity completion of the invalidate operation.

The Posted Write Bulfer Control Register 1918, 1llus-
trated 1n FIG. 197, 1s set by the GART miniport driver to
flush the core logic chipset’s processor to memory posted
write buffers (not illustrated). This is necessary during
mapping of a GART entry. When the processor 102 writes
a valid entry to the GART table, the data can get placed 1n
the core logic chipset’s posted write buffers. If the AGP
oraphics controller 210 tries to access the GART table entry
that 1s posted, the entry will not be valid and an error may
occur. A similar problem occurs when the processor 102
clears a GART entry. If the data gets posted and the AGP
oraphics controller 210 tries to access that GART entry, the
returned data may be corrupt. A Flush Posted Write Buifer
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portion 1970 of the Posted Write Buffer Control Register
1918 comprises a bit which, when set to a logic “1”, enables
the core logic chipset 204 to flush its processor to memory
posted write buflers. Upon completion of the flush, the core
logic chipset 204 sets the Flush Posted Write Builer portion

1970 bit back to a logic “0”. The GART miniport driver may
poll this bit to verifty completion of the flush operation.

The AGP Bus Utilization/Bandwidth/Latency Command
Register 1920, 1llustrated in FIG. 19K, controls the AGP bus
utilization, bandwidth, and latency counters in the core logic
chipset 204. There may be three 32-bit counters provided to
measure the AGP bus utilization, bandwidth, and latency.
Each base 32-bit counter is clocked (incremented) using the
66 MHz AGP clock, which will count for 60 seconds. To
measure utilization, bandwidth, or latency, the value 1n the
utilization counters after the base counter expires should be
multiplied by 15 ns and divided by 60. The utilization,
bandwidth, and latency counters can be mitialized and
enabled using this register. A clear utilization register bit
clears all the counters. The AGP Bus Utilization, Bandwidth,
and Latency Registers 1922, 1924 and 1926, respectively,
illustrated 1 FIGS. 19L—19N, are counters which may be
independently started by setting the corresponding portion
bits 1n the AGP Bus Utilization/Bandwidth/Latency Com-
mand Register 1920. The counting continues 1n the counters
of the AGP Bus Utilization, Bandwidth, and Latency Reg-
isters 922, 1924 and 1926, until the corresponding bits in the
AGP Bus Utilization/Bandwidth/Latency Command Regis-
ter 1920 are cleared to a logic “0”. An Enable AGP Bus
Latency Counter first portion 1972 of the AGP Bus
Utilization/Bandwidth/Latency Command Register 1920
comprises a bit which, when set to a logic “17, starts the
counter 1n the AGP Bus Latency Register 1926. The counter
in the AGP Bus Latency Register 1926 stops when the first
portion 1972 bait 1s cleared to a logic “0”. An Enable AGP
Bus Bandwidth Counter second portion 1974 of the AGP
Bus Utilization/Bandwidth/Latency Command Register
1920 comprises a bit which, when set to a logic “17, starts
the counter 1n the AGP Bus Bandwidth Register 1924. The
counter 1n the AGP Bus Bandwidth Register 1924 stops
when the second portion 1974 bait 1s cleared to a logic “0”.
An Enable AG Bus Utilization Counter third portion 1976 of
the AGP Bus Utilization/Bandwidth/Latency Command
Register 1920 comprises a bit which, when set to a logic <17,
starts the counter 1n the AGP Bus Utilization Register 1922.
The counter 1n the AGP Bus Utilization Register 1922 stops
when the third portion 1976 bit 1s cleared to a logic “17. A
Clear AGP Bus Utilization Counters fourth portion 1978 of
the AGP Bus Utilization/Bandwidth/Latency Command
Register 1920 comprises a bit which, when set to a logic <17,
clears the counters 1mn the AGP Bus Utilization Register
1922, AGP Bus Bandwidth Register 1924 and AGP Latency
Register 1926 to zero values (0000h) by writing a logic “1”
to the fourth portion 1978 bat.

The AGP Bus Utilization Register 1922 holds the AGP
bus utilization counter value which 1s incremented every
AGP bus clock when the AGP AD|[31:0] bus is active with
either one of the following transactions: 1) PCI address and
data phase—FRAME# or IRDY# is sampled active, 2)
PIPE# request enqueuing—PIPE# 1s sampled active (does
not occur in SBA mode), and 3) AGP data phase—Starts
when GNT# i1s asserted active and ST[2] equals O and
continues until data transfer has completed. Note that the
AGP bus does not indicate the end of a data phase. It 1s up
to the device measuring utilization (usually the core logic
chipset 204) to track sizes of transactions. The AGP bus
utilization counter value 1s 1nitialized to a zero value when
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the fourth portion bit [0] of the AGP Bus Utilization/
Bandwidth/Latency Command Register 1s set to a logic “17.
The counter starts when the third portion bit [1] of the AGP
Bus Utilization/Bandwidth/Latency Command Register 1s
set to a logic “1” and stops when the third portion bit [1] 1s
cleared to a logic “0”.

The AGP Bus Bandwidth Register 1924 holds the AGP
bus bandwidth counter value which 1s incremented 1n every
AGP bus clock when the AGP AD|[31:0] bus 1s active with
either one of the following transactions: 1) PCI data phase—
IRDY# and TRDY# are sampled active, and 2) AGP data
phase—Starts when GNT# is asserted active and ST[2]
equals O and continues until data transfer has completed.
Note that AGP bus does not the indicate end of a data phase.
[t 1s up to the device measuring utilization (usually the core
logic chipset 204) to track sizes of transactions. The counter
is initialized to zero when the fourth portion 1978 bit [0] of
the AGP Bus Utilization/Bandwidth/Latency Command
Register 1920 1s set to a logic “1”. The counter starts when
the second portion 1974 bit [2] of the AGP Bus Utilization/
Bandwidth/Latency Command Register 1920 1s set to a logic
“1” and stops when the second portion 1974 bit [2]1s cleared
to a logic “0”.

The AGP Bus Latency Register 1926 holds the AGP bus
latency counter value which 1s incremented for every AGP
bus clock that expires while the chipset i1s processing a
particular AGP read request. The AGP bus latency counter
value represents the time 1t takes to process an AGP trans-
action starting at the time the read request 1s enqueued and
completing when the first quad word 1s data 1s returned to the
master. Preferably, the core logic chipset 204 tracks a
particular AGP read request starting from the time 1t 1s
enqueued and ending when the first quad word of data is
returned to the master. Time required to process previously
enqueued requests may be 1gnored when computing this
value. The AGP bus latency counter value 1s 1nitialized to
zero when the fourth portion 1978 bit [0] of the AGP Bus
Utilization/Bandwidth/Latency Command Register 1920 1s
set to a logic “1”. The AGP Bus Latency Register counter
starts when the first portion 1972 bit [3] of the AGP Bus
Utilization/Bandwidth/Latency Command Register 1920 1s
set to a logic “1” and stops when the first portion 1972 bat
[3] 1s cleared to a logic “07.

It 1s contemplated 1n the present invention that logic levels
“1” and “0” may be used interchangeably herein.

AGP Specification

The Intel AGP Speciification entitled “Accelerated Graph-
ics Port Interface Specification Revision 1.0,“dated Jul. 31,
1996, incorporated by reference hereinabove, provides
signal, protocol, electrical, and mechanical specifications for
the AGP bus. However, further design must be implemented
before a fully function computer system with AGP capabili-
ties 1s realized. The following disclosure defines the imple-
mentation specific parts of an AGP interface according to the
present 1nvention. The following disclosure includes the
GART table, bulfer depths, latencies, registers, and driver
functionality and interfaces so that one of ordinary skill in
the art may practice the present invention without undue
experimentation when used with the aforementioned Intel
AGP Specification mcorporated by reference herein.

Moving textures and other information required by the
ographics controller, such as command lists, out of the local
frame buffer mnto system memory creates a problem: the
presently 1mplemented prior art computer system
architecture, illustrated in FIGS. 1 and 1A, cannot support
the bandwidth requirements of tomorrow’s 3-D graphics
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enhanced applications. The standard PCI bus 109 (33 MHz,
32 bit) bandwidth is 132 MB/s peak and 50 MB/s typical.
Microsoft Corporation estimates that future graphics appli-
cations will require 1in excess of 200 MB/s. This means that
the PCI bus 109 1n the computer system architecture 1llus-
trated in FIGS. 1 and 1A will likely starve the graphics
controller 110 as well as other PCI devices (122, 124, 114,
116 and 118) also trying to access the PCI bus 109.

AGP Architecture

To remedy this situation, Intel developed the AGP archi-
tecture 1llustrated 1n FIGS. 2, 2A and 3. In the Intel AGP
architecture, a graphics controller 210 1s removed from the
existing PCI bus 109 and placed on a higher bandwidth AGP
bus 207. This AGP bus 207 has a peak bandwidth of 532
megabytes per second (“MB/s”). The bandwidth bottleneck
now exists 1n the core logic chipset 204 and the memory bus
105, which have to handle requests from the host bus 103,
the PCI bus 109, and the AGP bus 207 (FIGS. 2 and 2A), as
well as memory 106 refreshing by the memory interface and
control 304. However, with the introduction of faster
memory 106 and highly integrated, faster chipsets, this
problem becomes manageable.

Understanding the necessity for the Graphics Address
Remapping Table (“GART table”) requires a full under-
standing of the AGP addressing scheme. Referring now to
FIGS. § and 6, schematic memory maps of an AGP single-
level address translation and an AGP two-level address
translation, respectively, are illustrated. In the prior art
computer system architecture illustrated in FIGS. 1 and 1A,
the graphics controller’s physical address space resides
above the top of system memory. The graphics controller
110 used this physical address space for the local frame
buifer 108, texture cache, alpha bufifers, Z-buifers, etc. In the
AGP system, information still resides in the graphics con-
troller memory (alpha, z-buffer, local frame buffer 208, etc.),
but some data which previously resided in the prior art local
frame buffer 108 1s moved to system memory 106 (primarily
textures, but also command lists, etc.). The address space
employed by the graphics controller 210 to access these
textures becomes virtual, meaning that the physical memory
corresponding to this address space doesn’t actually exist
above the top of memory. In reality, each of these virtual
addresses correspond to a physical address in the system
memory 106. The graphics controller 210 addresses this
virtual address space, referenced hereinabove and hereinat-
ter as “AGP device address space” as one contiguous block
of memory 406, but the corresponding physical addresses
are allocated 1n 4 KB, non-contiguous pages 412 throughout
the computer system memory 106.

A system, method and apparatus 1s needed to remap the
oraphics controller’s contiguous, AGP device addresses nto
their corresponding physical addresses that reside in the
system memory 106. This 1s the function of the GART table.
The GART table resides in the physical memory 106 (FIGS.
1 and 1A), and is used by the core logic chipset 204 to remap
AGP device addresses that can originate from either the AGP
bus 207, host bus 103, or PCI bus(es) 109. The GART table
1s managed by a GART miniport driver. In the present
invention, the GART table implementation supports two

options for remapping AGP addresses: single-level address
translation and two-level address translation.

Single-Level GART Table Translation

A single-level address translation may improve overall
AGP performance by reducing the number of GART table
entry lookups required by the chipset. Single-level means
that the chipset need only perform one GART table lookup
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to get the physical address of the desired page (table—page).
This 1s possible because the GART table 1s allocated by the
operating system 1nto one single, contiguous block of
uncachable memory. Allocation of this memory 1s typically
performed early 1 the initialization process to ensure that
configuous memory 1s available. However, defragmentation
of the computer system memory to obtain the necessary
configuous memory space at any time during operation of
the computer system 1s contemplated herein.

In a computer system using single-level address
translation, the AGP device addresses used by the graphics
controller 210 can be viewed as consisting of three parts as
illustrated m FIG. 7: the base address of device address
space (bits 31:x), the page offset into AGP device address
space (bits x:12), and the offset into the 4 KB page (bits
11:0). Note that the page offset into AGP device address
space can also be used as an enfry index into the GART
table. Also note that the number of bits comprising the page
oifset mto AGP device address space depends upon the size
of virtual (and physical) memory allocated to AGP. For
instance, it takes 13 bits to represent all of the pages 1n a
system with 32 MB of AGP memory. The table of FIG. 8
illustrates the number of bits required to represent each 4 KB
page 1n AGP memory versus the size of the AGP memory.

System memory requires an address with the format
illustrated 1n FIG. 7. This address consists of the base
address of the 4 KB page (bits 31:12) and the offset into the
4 KB page (bits 11:0). The base address of each 4 KB page
1s information required by the GART table to remap corre-
sponding device addresses. The offset into the 4 KB page 1s
the same offset that exists 1n the AGP device address.

Referring now to FIG. 9, a schematic flow diagram for
converting device addresses into physical addresses 1n a
single-level address translation 1s 1llustrated. The base
address of AGP device address space, along with the size of
AGP memory can optionally be used by the chipset to
determine if the address in the request falls within AGP
device address space before remapping occurs. To remap the
address, the page offset from the AGP base address i1s
multiplied by the size of a single GART table entry (4) and
added to the base address of the GART table. This provides
the physical address of the required GART table entry. This
entry 1s retrieved from the GART table, which resides in
system memory. Within this GART table entry 1s the base
address of the desired 4 KB page; a page which resides
somewhere 1n system memory. Adding the offset into the 4
KB page to this base address yields the required physical
address. Note that the offset into the 4 KB page 1n virtual
AGP memory (bits 11:0) is equivalent to the offset into the
4 KB page in physical (system) memory.

Two-Level GART Table Translation

Two-level address translation requires two GART table
lookups to remap an AGP device address to a physical
address in memory (directory — page — table). The first
lookup reads the GART directory entry from system
memory. The GART directory entry contains the physical
address of a corresponding page of GART table entries, also
residing 1n physical memory. A second lookup 1s required to
retrieve the appropriate GART table entry which then points
to the base address of the desired 4 KB page of AGP data in

the computer system physical memory.

In some designs, two-level address translation may be
preferred over the single-level address translation because 1t
1s not necessary for the GART directory and 4 KB pages
comprising the GART table to be contiguous. The operating
system may be more likely to successtully allocate physical
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memory for the GART table using two-level address trans-
lation since a large block of contiguous memory 1s not
needed. Dynamic allocation of the GART table using either
single-level or two-level address translation 1s contemplated
in the present 1nvention.

In a system using two-level address translation, the device
addresses used by the graphics controller can be viewed as
consisting of four parts as illustrated 1in FIG. 10: the base
address of AGP device address space (bits 31:x), the direc-
tory offset into AGP device address space (bits x: 22) the
page offset into a table entry (bits 21:12), and the offset into
the 4 KB page (bits 11:0). Note that the number of bits
comprising the directory offset into AGP device address
space depends upon the size of AGP device address space.
For 1nstance, 1t takes 6 bits to represent all of the GART
directory entries (64) in a system with 256 MB of AGP
memory. Since each GART directory entry corresponds to 4
MB of address space (i.e. 1024 pages), cach page offset can
be addressed using 10 bits. The table of FIG. 11 illustrates
the number of bits required to represent the GART directory
and page 1n AGP memory versus the size of AGP memory.

Referring now to FIGS. 12 and 12A, a schematic flow
diagram for converting device addresses into physical
addresses 1n a two-level address translation 1s illustrated.
The base address of AGP device address space (bits 31:x),
along with the size of AGP memory can optionally be used
by the chipset 204 to determine 1f the address in the request
falls within AGP device address space before remapping
occurs. To remap the address, the directory offset (bits x:22)
is multiplied by the size of a single GART directory entry (4
bytes) and added to the base address of the GART directory
(a.k.a.—base address of 4KB page containing the directory).
This provides the physical address of the required GART
directory entry. The GART directory entry is retrieved from
physical memory, and within this GART directory entry 1s
the physical address to the base of the 4KB page holding the
GART table entry corresponding to the request. To get the
GART table entry, the page offset (bits 21:12) 1s multiplied
by the size of a single GART table entry (4 bytes) and added
to the base address of the retrieved page of the GART table.
This GART table entry 1s then fetched from memory, and
within this GART table entry i1s the base address of the
desired 4 KB page of AGP graphics data, The AGP graphics
data page resides 1in system memory. Addmg the offset 1nto
the AGP data 4 KB page (bits 11:0) base address yields the
required physical address. Note that the offset into the 4 KB
page in AGP device address space (bits 11:0) 1s equivalent
to the offset into the AGP data 4 KB page in physical
(system) memory.

In a two-level address translation, both a GART table and
a GART directory are required. In a single-level address
translation, only the GART table 1s necessary. The format for

the GART table and use thereof are identical for both the
single and the two-level address translations.

GART Table

Referring now to FIGS. 13 and 13A, a schematic memory
map of a GART table 1s 1llustrated. Each entry in the GART
table 1s four bytes long and may comprise the following
information: page base address (bits 31:12), dirty bit (bit 2),
link bit (bit 1), and valid bit (bit 0). The page base address
(bits 31:12) specifies the physical address of the first byte of
the corresponding 4 KB page 1n physical memory. The bits
in this field (bits 31:12) are interpreted as the twenty most
significant bits of the physical address and align the asso-
ciated page on a 4 KB boundary. The page base address 1s
initialized and managed by the GART miniport driver.
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Bits 11:0 may be used as flag bits to customize and
characterize each associated page. The present invention
allows future enhancements to the AGP specification by
utilizing these flag bits. For example, a cacheability tlag bit
may 1ndicate whether the 4 KB page 1s cacheable, and a
write combinable bit may indicate whether the 4 KB page 1s
write combinable. More specific examples of the present
invention are as follows:

Bit 2 may be used as a dirty bit. The dirty bit may indicate
when the page referenced by this GART table entry has been
modified.

Bit 1 may be used as a link bit. The link bit may be set and
managed by the GART miniport driver. It indicates that the
next GART table entry 1s associated with the current GART
table entry. The link bit can be used by the chipset when
prefetching GART table entries as part of a GART table
lookup. If the link b1t 1s set 1n the first GART table entry, the
chipset may cache the second entry. If the link bit 1n the
second entry 1s set, then the third entry may get cached. This
may continue until the link bit 1s not set 1n one of the entries
and can be utilized when doing a normal cache read so that
no more than the necessary number of GART table entries
are cached, 1.e., a fill cache line read 1s not needed. The link
bit 1s also usetul when textures overlap mto contiguous 4 KB
pages within AGP device address space.

Bit 0 may be used as a present flag. This present flag
indicates whether the AGP data page being pointed to by the
GART table entry has been reserved by the GART miniport
driver. When the present tlag 1s set, the AGP data page has
been reserved 1n physical memory and address translation
may be carried out. When the present flag 1s clear, the AGP
data page has not been reserved 1n memory and the chipset
must determine whether to perform the translation or gen-
erate an error (SERR#). The present flag does not necessar-
i1ly indicate whether the entry actually maps to an AGP data
page, but that the GART table entry has been reserved for an
application by the GART miniport driver.

GART Directory

Referring now to FIGS. 14 and 14A, a schematic memory
map of entries in a GART directory, a page of GART table
entries, and the AGP memory 1s illustrated. The GART
directory may be contained a single 4 KB page residing in
uncacheable physical memory. Since each GART directory
entry may be 4 bytes long, 1024 GART directory entries can
exist within a single 4 KB page 1n the computer system
memory. Thus, up to 4 GB of physical memory may be
addressed with a single 4 KB page size for the GART
directory. To support up to 2 GB of AGP device address
space only 512 GART directory entries are required. Bits
31:0 contain the base address (offset=0) of the GART
directory entry’s corresponding page of the GART table,
which may also reside 1n physical memory.

GART table size 1s a function of the amount of AGP
memory required by the system. In a system using a single-
level address translation, size 1s computed using the follow-
Ing equation:

GART Size (Bytes) =

AGP Memory Required (Bytes)

* GART Entry Size (4 DBytes)
page Size (4096 Bytes)

Where:

AGP Memory Required=The amount of system memory
dedicated to AGP
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Page Size=Standard page size 1n system memory

GART Entry Size=The size of a single entry in the GART
table
Note that this equation computes maximum GART table

size based upon the amount of AGP device address space
reserved. The amount of actual GART table memory
reserved may depend upon the operating system.

In a two-level address translation, an additional 4 KB
page (4096 bytes) is required for the GART directory. In a
system using the two-level address translation, size 1s com-
puted using the following equation:

GART Si1ze (Bytes) =

AGP Memory Required

* GART Entry Size + Page Size
Page Size

Referring to FIG. 15, a table showing the correlation
between allocated AGP memory and the maximum size of
the GART table 1s illustrated. For clarity only, implementa-
tions of GART tables based upon AGP memory require-
ments of 32 MB, 64 MB, 128 MB, 256 MB, 512 MB, 1 GB,
and 2 GB are 1illustrated, however, any AGP memory size
may be accommodated and 1s contemplated to be within the
scope of the present invention. Note that the two-level
translation requires one additional 4 KB page for its direc-
tory.

AGP Logical Architecture

Referring now to FIG. 16, a functional block diagram of
the AGP chipset 204 according to the present invention 1s
illustrated. The AGP chipset 204 performs two main func-
tions: Host to PCI Bridge functions (function 0) and PCI to
PCI bridge functions (function 1). The Host to PCI bridge is
the standard interface generally found in a PCI-based core
logic. The PCI to PCI bridge 1s used to facilitate the
coniiguration of the AGP port without changing existing bus
enumeration code. Each of these functions has its own
coniliguration registers, which reside 1n its own PCI con-
figuration header type as required by the PCI 2.1 Specifi-
cation. These configuration registers are listed in FIGS. 17 A,
18A and 18Aaq, respectively, and more detailed register bit
information for the AGP specific registers are listed in FIGS.
17B, 17Ba, 17C and 18B—18Ma. Note that the AGP chipset
implements the New Capabilities mechanism as more fully
described 1n the Engineering Change Notice (“ECN”)
enfitled “Addition of ‘New Capabilities’ Structure,” dated
May 20, 1996, and 1s herein incorporated by reference. The
New Capabilities structure 1s implemented as a linked list of
registers containing information for each function supported
by the device. The AGP registers are included 1n the linked
lst.

The PCI-PCI bridge 320 function need not be a fully
functional PCI-PCI bridge. It need only allow memory write
fransactions that originate on the PCI bus 109 to be for-
warded to the AGP bus 207. It does not have to do AGP to
PCI memory write transactions. Nor does 1t have to do other
PCI commands such as, for example, I/O (read and write),
configuration (read and write), and memory read (memory
read, memory read line, memory read multiple), special
cycles and interrupt acknowledge to cross the interface.
These limitations only apply to the PCI-AGP and AGP-PCI
interface. All Host to AGP and Host to PCI commands are
supported by the present invention.

AGP compliant masters have certaln memory require-
ments that must be placed 1n the system memory map using
the Memory Base, Memory Limit, Prefetchable Memory
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Base, and Prefetchable Memory Limit registers found at
offsets 20h, 22h, 24h, and 26h respectively. Host-to-PCI

(Function 0) and PCI-to-PCI (Function 1) device ID’s also
may be different to accommodate Microsoft’s policy regard-
ing device drivers for multifunction devices. The following
set of registers, described below, preferably are registers that
may be required to implement an AGP compliant core logic
chipset according to the present mnvention.

Host to PCI Bridge

Referring to FIG. 17A, a schematic table of registers for
the host to PCI bridge 306 function, according to an embodi-
ment of the present invention, 1s 1llustrated. A Base Address
Register 0 (BARO) 1702 1s used by system BIOS memory
mapping software to allocate AGP device address space for
the AGP compliant master. FIGS. 17B and 17Ba 1llustrate
the functional description of the bits used 1n this register.
System BIOS determines the size and type of address space
required for AGP 1implementation by writing all ones to
BARO 1702 and then reading from the register. By scanning
the returned value from the least-significant bit of BARO
1702 upwards, BIOS can determine the size of the required
address space. The binary-weighted value of the first one bit
found indicates the required amount of space. Once the
memory has been allocated by BIOS, the base address of the
AGP device address space 1s placed 1 bits 31:4 of this
register. This register also contains information hard-wired
to 1ndicate that this 1s prefetchable memory range that can be
located anywhere 1n 32-bit address space. Any other means
for determining the required AGP device address space may
also be used and 1s contemplated herein.

Accesses to a PCI device’s configuration space are rela-
fively slow. In the Intel x86 based computer systems, one
PCI register access requires two I/0 cycles: one to the PCI
address register (address CF8h) and the other to the PCI data
register (address CFCh). Processor related I/O cycles are
also slower than memory cycles. Therefore, 1n the present
invention, a Base Address Register 1 (BAR1) 1704 may be
used by the GART miniport driver to access memory-
mapped AGP control registers. FIG. 17C 1illustrates the
functional description of the bits used 1n this register. System
BIOS determines the size and type of address space required
by the AGP memory-mapped control registers by writing all
ones to BAR1 1704 and then reading from the register. By
scanning the returned value from the least-significant bit of
BAR1 1704 upwards, BIOS can determine the size of the
required memory address space. The binary-weighted value
of the first one bit found indicates the required amount of
space. Once the memory has been allocated by BIOS, the
base address of the AGP memory address space 1s placed 1n
bits 31:4 of this register. This register also contains infor-
mation hard-wired to indicate that this 1s non-prefetchable
memory range that can be located anywhere 1n 32-bit
address space. Any other means for determining the required
memory address space may also be used and 1s contemplated

herein.
PCI to PCI Bridge

Referring to FIGS. 18A and 18Aq4, a schematic table of
registers for the PCI to PCI bridge 320 (function 1), accord-
ing to an embodiment of the present invention, 1s 1llustrated.
A Command Register 1806 provides coarse control over the
PCI-to-PCI bridge 320 function within the core logic chipset
204. This register controls the ability to generate and
respond to PCI cycles on both the AGP bus 207 and PCI bus
109. FIGS. 18B and 18Ba 1llustrate the functional descrip-
tion of the bits used 1in the Command Register 1806.

A Status Register 1808 provides course status of the
PCI-to-PCI bridge 320 function within the core logic chipset
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204. FIG. 18C 1llustrates the functional description of the
bits used 1n the status register 1808. The Status Register
1808 1s included 1n this specification to emphasis that the
Capabilities Pointer Supported bit (bit 4) should be set to 1
in a host bridge compliant with 1mplementation of the
present invention. When a status bit 1s set, the bit 1s cleared
using standard procedures as specified by the PCI Specifi-
cation (i.e.—write a “1” to the bait).

A Secondary Status Register 1810 1s similar 1n function
and bit definition to the status register 1808 (Offset 06h)
however 1its bits reflect status conditions of the secondary
side of the PCI-to-PCI bridge 320 interface connected to the
AGP bus 207. FIG. 18D 1llustrates the functional description
of the bits used 1n the Secondary Status Register 1810. Aside
from the redefinition of bit 14 as defined in the PCI-to-PCI
bridge specification, the 66 Mhz capable bit (bit 5) has been
redefined for AGP. When a status bit 1s set, the bit 1s cleared
using standard procedures as specified by the PCI Specifi-
cation (i.e.—write a “1” to the bait).

A Memory Base Register 1812 1s used by the computer
system BIOS memory mapping software to store the base
address of the non-prefetchable address range used by the
AGP master (graphics controller). FIG. 18E illustrates the
functional description of the bits used in the Memory Base
Register 1812. System BIOS bus enumeration software
allocates a block of physical memory above the top of
memory (TOM) based upon the requirements found in the
AGP master’s base address register (BAR). The BIOS
places the base address of the block of memory in this
register. It also places the address of the top of the address
range 1 a Memory Limit Register 1814. Given this
information, the core logic chipset 204 can use these two
addresses to decode cycles to the AGP master’s non-
prefetchable memory space. This non-prefetchable memory
1s where the master’s control registers and FIFO-like com-
munication interfaces are mapped. The memory address
range may reside on 1 MB boundaries.

The Memory Limit Register 1814 1s used by the computer
system BIOS memory mapping solftware to store the top
address of the non-prefetchable address range used by the
AGP master (graphics controller). FIG. 18F illustrates the
functional description of the bits used 1n the Memory Limait
Register 1814. System BIOS bus enumeration software
allocates a block of physical memory above the top of
memory (TOM) based upon the requirements found in the
master’s base address register (BAR). BIOS places the top
address of the block of memory 1n this register. It also places
the address of the base of the address range 1n the Memory
Base Register 1812. Given this information, the memory
controller can use these two addresses to decode cycles to
the AGP master’s non-prefetchable memory space. This
non-prefetchable memory i1s where the master’s control
registers and FIFO-like communication interfaces are
mapped. The memory address range resides on 1 MB
boundaries.

A Prefetchable Memory Base Register 1816 1s used by the
computer system BIOS memory mapping software to store
the base address of the prefetchable address range used by
the AGP master (graphics controller). FIG. 18G illustrates
the functional description of the bits used 1n the Prefetchable
Memory Base Register 1816. System BIOS bus enumeration
software may allocate a block of memory addresses above
the top of memory (TOM) based upon the requirements
found in a master’s base address register (BAR), or may use
a look-up table to determined the block of memory
addresses based upon the type of AGP device indicated 1n 1ts
configuration registers (see FIG. 22A). BIOS places the base
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address of the block of memory 1n the Prefetchable Memory
Base Register 1816. It also places the address of the top of
the address range 1n a Prefetchable Memory Limit Register
1818. Given this information, the core logic chipset 204 can
use these two addresses to decode cycles to the AGP
master’s prefetchable memory space. This prefetchable
memory 1s where the graphics controller’s Local Frame
Buffer 208 1s mapped. The memory address range may
reside on 1 MB boundaries.

The Prefetchable Memory Limit Register 1818 1s used by
the computer system BIOS memory mapping software to
store the top address of the prefetchable address range used
by the AGP master (graphics controller). FIG. 18H illus-
trates the functional description of the bits used 1n the
Prefetchable Memory Limit Register 1818. System BIOS
bus enumeration software allocates a block of memory
addresses above the top of memory (TOM) based upon the
requirements found in the AGP master’s base address reg-
ister (BAR), or may use a look-up table to determined the
block of memory addresses based upon the type of AGP
device indicated in its configuration registers (see FIG.
22A). BIOS places the top address of the block of memory
in this register. It also places the address of the base of the
address range 1n the Prefetchable Memory Base Register
1816. Given this information, the core logic chipset 204 can
use these two addresses to decode cycles to the AGP
master’s prefetchable memory space. This prefetchable
memory 1s where the graphics controller’s Local Frame
Buffer 1s mapped. The memory address range may reside on
1 MB boundaries.

A Capabilities Pointer Register 1820 provides an offset
pointer to the first function supported by this device, 1n
accordance with the New Capabilities mechanism as
described by PCI 2.1 Specification (reference: ECN defining
“New Capabilities”). FIG. 18I illustrates the functional
description of the bits used i1n the Capabilities Pointer
Register 1820. AGP 1s a function supported by the New
Capabilities ECN specification.

An AGP Capability Identifier Register 1822 1dentifies this
function in the capabilities list to be the AGP function. FIG.
18] 1illustrates the functional description of the bits used 1n
the AGP Capabilities Capability Register 1822. It also
provides a pointer to the next function in the capabilities list

and cites the AGP Specification revision number conformed
to by the AGP device.

An AGP Status Register 1824 provides status of AGP
functionality for the AGP device. FIG. 18K 1illustrates the
functional description of the bits used 1n the AGP Status
Register 1824. Information reported includes maximum
request queue depth, sideband addressing capabilities, and
transier rates. The AGP Status Register 1824 1s a read only
register. Writes have no affect and reserved or ummple-

mented fields return zero when read.
An AGP Command Register 1826 allows software to

enable sideband addressing, enable AGP, and set the AGP
transfer rate. FIG. 18L 1llustrates the functional description
of the bits used 1n the AGP Command Register 1826.

An AGP Device Address Space Size Register 1828 deter-
mines the size of AGP Device Address Space to be allocated
by system BIOS. FIGS. 18M and 18Ma 1illustrates the
functional description of the bits used in the AGP Device
Address Space Size Register 1828. The AGP Device
Address Space Size Register 1828 also may determine
whether an AGP device 1s valid in the computer system.

Referring now to FIG. 19A, a schematic table of memory-
mapped registers, according to an embodiment of the
present 1nvention, 1s 1illustrated. The chipset’s memory-
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mapped control registers illustrated in FIG. 19A are
accessed via the address residing in BAR1 1704 (FIG. 17A)
in the Host to PCI bridge 306 (function 0) configuration
header (offset 14h). This address i1s determined and written
to the BAR1 1704 by system BIOS. The registers within this
system memory 106 space may be used by the GART
miniport driver to control AGP functionality within the
chipset 204 during run-time. An advantage of storing infor-
mation in the system memory-mapped registers 1s that the
processor 102 accesses these memory mapped registers with
memory accesses, 1ts fastest mechanism for data retrieval.
This may be important for the run-time accessible registers
like the cache control registers (not illustrated).

A Revision ID Register 1902 1s provided so that the
GART miniport driver can 1dentify the format and features
provided by the chipset specific AGP control registers. FIG.
19B 1llustrates the functional description of the bits used 1n
the Revision ID Register 1902.

A GART Capabilities Register 1904 defines the GART
features supported by the core logic chipset. FIG. 19C
illustrates the functional description of the bits used 1n the
GART Capabilities Register 1904.

An AGP Feature Control Register 1906 enables the GART
features supported by the chipset 204. FIG. 19D illustrates
the functional description of the bits used in the AGP Feature
Control Register 1906.

An AGP Feature Status Register 1908 1s used to record
status information for AGP and GART related events. FIG.
19E 1llustrates the functional description of the bits used 1n
the AGP Feature Status Register 1908. A bit 1s reset when-
ever a logic “17 1s written to that bit.

A GART Table/Directory Base Address Register 1910
provides the physical address for the GART table/directory
in system memory. FIG. 19F 1illustrates the functional
description of the bits used in the GART Table/Directory
Base Address Register 1910. In systems using single-level
address translation, this register corresponds to the base
address of the GART table. In systems using two-level
address translation, this register corresponds to the base
address of the GART directory. This register 1s 1nitialized by
the GART mlmport driver whenever memory for the GART
table/directory 1s allocated. Refer to the Software Specifi-
cation description hereinbelow for a more detailed descrip-
tion of GART table memory allocation.

A GART Directory/Table Cache Size Register 1912 1den-
fifies the maximum number of entries which can be cached
by the core logic chipset in the GART directory and the
GART table caches. FIG. 19G 1llustrates the functional
description of the bits used 1n the GART Directory/Table
Cache Size Register 1912.

A GART Directory/Table Cache Control Register 1914
provides software with a mechanism to invalidate the entire
GART directory and table caches, therefore maintaining
coherency with the GART directory and table in system
memory. FIG. 19H 1illustrates the functional description of
the bits used 1n the GART Directory/Table Cache Control
Register 1914. In systems using a single-level address
translation, this register only applies to the GART table
cache. In systems using two-level address translation, this

register applies to both the GART directory cache and the
GART table cache.

A GART Table Cache Entry Control Register 1916 1s used
by software to update/invalidate a specific GART table

cache entry. FIG. 191 1llustrates the functional description of
the bits used 1n the GART Table Cache Entry Control
Register 1916. When the GART miniport driver receives a

call to update/invalidate entries in the GART table, 1t 1s
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required to maintain coherency of the GART table cache. It
the updated/invalidated entry is not present in the GART
cache, the invalidate function will have no effect. The GART
miniport driver must perform 32 bit write accesses to this
register only.

A Posted Write Bulfler Control Register 1918 gets set by
the GART miniport driver to flush the chipset’s processor to
memory posted write bullers. FIG. 19] 1llustrates the func-
tional description of the bits used 1n the Posted Write Buifer
Control Register 1918. This 1s necessary during mapping of
a GART table entry. When the processor writes a valid entry
to the GART table, the data can get placed in the chipset’s
posted write builers. If the graphics controller tries to access
the GART table entry that 1s posted, the entry will not be
valid and an error occurs. A similar problem occurs when the
processor clears a GART table entry. If the data gets posted
and the graphics controller tries to access that GART table

entry, the returned data may be corrupt.
An AGP Bus Utilization/Bandwidth/Latency Command

Register 1920, illustrated in FIG. 19K, controls the AGP bus
utilization, bandwidth, and latency counters 1n the core logic
chipset 204. There may be three 32-bit counters provided to
measure the AGP bus utilization, bandwidth, and latency.
Each base 32-bit counter 1s clocked (incremented) using the
66 MHz AGP clock, which will count for 60 seconds. To
measure utilization, bandwidth, or latency, the value 1n the
utilization counters after the base counter expires should be
multiplied by 15 ns and divided by 60. The utilization,
bandwidth, and latency counters can be itialized and
enabled using this register. A clear utilization register bit
clears all the counters. AGP Bus Utilization, Bandwidth, and
Latency Registers 1922, 1924 and 1926, respectively, 1llus-
trated 1 FIGS. 19L-19N, are counters which may be

independently started by setting the corresponding portion
bits 1n the AGP Bus Utilization/Bandwidth/Latency Com-

mand Register 1920. The counting continues in the counters
of the AGP Bus Utilization, Bandwidth, and Latency Reg-
isters 1922, 1924 and 1926, until the corresponding bits in
the AGP Bus Utilization/Bandwidth/Latency Command
Register 1920 are cleared to a logic “0”.

The AGP Bus Utilization Register 1922 holds the AGP
bus utilization counter value which 1s incremented every
AGP bus clock when the AGP AD|[31:0] bus 1s active with
either one of the transactions illustrated 1n FIG. 19L.

The AGP Bus Bandwidth Register 1924 holds the AGP
bus bandwidth counter value which 1s incremented 1n every
AGP bus clock when the AGP AD]|31:0] bus is active as
illustrated in FIG. 19M.

The AGP Bus Latency Register 1926 holds the AGP bus
latency counter value which 1s incremented for every AGP
bus clock that expires while the chipset 1s processing a
particular AGP read request. The AGP bus latency counter
value represents the time it takes to process an AGP trans-
action starting at the time the read request 1s enqueued and
completing when the first quad word 1s data 1s returned to the
master. Preferably, the core logic chipset 204 tracks a
particular AGP read request starting from the time 1t 1s

enqueued and ending when the first quad word of data 1s
returned to the AGP master.

GART Table Caching and Prefetching

Latency of AGP cycles would suffer greatly 1f each AGP
request required a GART table/directory lookup. In a system
using single-level address translation, a GART table entry
fetch from memory adds a minimum of 16 AGP clocks (66
MHz) to an AGP request. This gets worse when the addi-
tional time required to arbitrate for the memory bus and time
for refresh cycles 1s taken into account. It 1s preferred to
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cache (save) GART table entries to prevent this problem and
improve performance. This 1s illustrated i FIG. 20.
Likewise, 1t 1s also preferred to cache both GART table and
GART directory entries 1n systems using two-level address
translation. Since each GART directory entry covers 4 MB
of address space, the GART directory cache need not be as
big as the GART table cache.

The need for GART caching becomes more evident when
it 1s understood that the minimum AGP request size 1s 8
bytes of data. As a worst case, 512 AGP requests could
access the same 4 KB page 1in physical memory. By fetching
and caching the necessary GART table and directory entries
to service the first request, the next 511 requests would not
require a GART table or directory lookup. Thus, caching a
single entry greatly improves performance. Note, this
assumes textures reside contiguously in physical memory
and span 4 KB pages. Increasing the cache size will further
improve system performance.

Graphics controllers typically will identily four streams,
at mmmmum, that will be accessing AGP memory via the
GART table: CPU, video, textures, and command lists.
Given this, a preferred embodiment of an AGP graphics
controller 204 will have, at minimum, a four-way set asso-
ciative GART table cache to prevent thrashing. In systems
with two-level address translation, the GART directory
cache should preferably have at least four entries, one for
cach stream.

Prefetching GART table entries also may improve per-
formance. Prefetching occurs when the chipset retrieves the
next GART table entry while fetching the GART table entry
required to service the current AGP request. This entry 1s
cached along with past GART table entries.

Overhead for prefetching this extra entry 1s negligible
considering that each GART table entry 1s 4 bytes wide
while the typical memory data bus 1s 8 bytes wide; meaning,
that two GART table entries are retrieved with a single
request. In addition, some chipsets burst an entire cache line
(eight bytes) when reading data from memory. In this case
seven GART table entries could easily be prefetched.
Prefetching GART table entries 1s illustrated in FIG. 21.

Core Logic Chipset Data Coherency

The core logic chipset 204 will preferably ensure that read
accesses from the AGP bus 207 are coherent with write
accesses from the host processor bus 103, so long as both
devices are accessing AGP memory through the AGP device
address range. For example: a read request from the AGP
bus 207 will pull out the most recently written data from the
host bus 103, provided both data transfers use the AGP
device address space (GART table translation). The device
address range should preferably be marked uncacheable 1n
the host processor 102. This ensures that the core logic
chipset 204 does not need to snoop the host processor 102
cache(s) for each AGP stream access on the AGP bus 207.
If the host processor accesses AGP memory directly, outside
the virtual graphics address range, the host processor will
most likely have this region marked as writeback cacheable,
and will cache these accesses. Since the core logic chipset
does not snoop the host processor caches for AGP stream
accesses on the AGP bus, coherency problems may occur.

The core logic chipset 204 preferably ensures that read
accesses from the host bus 103 and the PCI bus 109 are
coherent with AGP stream write accesses on the AGP bus
207 by use of the AGP Flush Command only. Once an AGP
Flush Command 1s retired on the AGP bus 207, all previ-
ously retired AGP write data will become available to
devices on the host and PCI buses 103 and 109, respectively.
Without the use of the AGP Flush Command, coherency
problems may occur.
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AGP Graphics Controller

In conjunction with the preferred embodiments of the
present invention, an AGP graphics controller may prefer-
ably be mmplemented 1n accordance with the following
specification:

Issue AGP requests on cache line boundaries to 1improve
performance. The core logic chipset 1s typically optimized
for cache line transfers in and out of memory. If the AGP
master requests read data and the transaction size crosses a
cache line boundary, two cache line memory reads are
required to fetch the data. This 1s mefhicient; particularly
when the master runs back-to-back cache line reads off
cache line boundaries. The inefficiency due to non-cache
line aligned transactions 1s minimized as the size of the
request 1ncreases.

AGP requests may range 1n size from 8 bytes to 32 quad
words (QW) for reads and up to 8 QW for writes. This means
it 1s 1mpossible for the graphics controller to issue all
requests on cache line boundaries. It 1s preferred that the
chipset perform combined reordering of reads to minimize
the performance impact of requests less than 4 QW 1n size.

Issue cache line or multiple cache line sized AGP requests
to improve performance. The core logic chipset 1s typically
optimized for 32 byte (cache line) accesses to main system
memory. Whenever possible, an AGP compliant master
preferably may perform 32 byte address aligned accesses
with data transfer lengths, which are multiples of 32 bytes.
This may maximize bandwidth between main system
memory and the AGP bus.

Use SBA request queuing mechanism instead of PIPE. A
preferred host bridge AGP target request queue 1s capable of
holding multiple requests. In order to maximize target
ciiciency, the request queue should preferably be kept as
full as possible. This 1s preferably accomplished using
sideband request enqueueing in order to take advantage of
the speed of the AGP 2x mode and also to avoid AD bus
arbitration overhead.

If the graphics controller 210 can generate PCI cycles,
implement the PCI Cache Line Size register (configuration
space offset OCh) and use the most efficient PCI write and
read commands possible. Pentium and Pentium Pro systems
use a cache line size of 32 bytes, so preferably at least this
size should be supported.

The Memory Write and Invalidate (MWI) command helps
write burst performance, especially on Pentium Pro-based
systems where the CPU cache snoop overhead 1s high. It
allows the host bridge to 1gnore CPU cache writeback data;
once the CPU recognizes the snoop address, the host bridge
can write data from the PCI stream into memory. This
command 1s preferred so as to burst multiple cache lines
without disconnects.

The Memory Read Line (MRL) and Memory Read Mul-
tiple (MRM) commands cause the host bridge to prefetch
additional cache lines from memory. This speeds up read
bursts, allowing bursts to continue without disconnects 1n a
larger number of situations. Without these commands, CPU
cache snoops hold up bursts. Prefetching hides the snoop
time during the previous cache line data transfers.

Referring now to FIG. 22A, a schematic table of the AGP
cgraphics controller 210 configuration registers, according to
an embodiment of the present invention, 1s 1llustrated. The
AGP configuration registers 1n the graphics controller 210
contain 1nformation needed to configure AGP bus param-
cters for the AGP master. A Capabilities Pointer Register
2202 provides an offset pointer to the first function sup-
ported by this device in accordance with the New Capabili-
ties mechanism as described by the PCI 2.1 Specification
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(reference: ECN defining “New Capabilities”). AGP 1s a
function supported by the New Capabilities. FIG. 22B
illustrates the functional description of the bits used 1n the
Capabilities Pointer Register 2202.

An AGP Capability Identifier Register 2204 1dentifies this
function 1n the capabilities list to be the AGP function. FIG.
22C 1llustrates the functional description of the bits used in
the AGP Capability Identifier Register 2204. The AGP
Capability Identifier Register 2204 also provides a pointer to
the next function i1n the capabilities list and cites the AGP
specification revision number conformed to by this device.

An AGP Status Register 2206 provides status of AGP
functionality for this device. FIG. 22D 1llustrates the func-
tional description of the bits used 1n the AGP Status Register
2206. Information reported includes maximum request
queue depth, sideband addressing capabilities, and transfer
rates. This AGP status register 1s preferably a read only
register. Writes have no affect and reserved or unimple-
mented fields return zero when read.

An AGP Command Register 2208 allows software to
enable sideband addressing, enable AGP, and set the AGP
transfer rate. FIG. 22E 1llustrates the functional description
of the bits used 1n the AGP Command Register 2208. These
bits are set by the operating system during initialization.

AGP Latency

Intel’s AGP Specification version 1.0 does not specily
latency for AGP cycles. For the purpose of disclosing the
present mvention, AGP latency 1s defined as the number of
AGP bus clocks (66 MHz) occurring from the time a single
request is enqueued until the first double word of data (for
the corresponding request) is presented to the AGP master.
Latency begins when the request gets placed by the AGP
master on either the AD or the SBA buses (depending upon
which AGP addressing scheme is being used) and PIPE# or
SBA (respectively) i1s active. Latency terminates when
TRDY# 1s active and the first double word of data for the
corresponding request 1s placed on the AD bus. Latency 1s
defined only 1 terms of AGP read cycles because write
cycles get posted 1n the core logic chipset 204. FIG. 23
1llustrates expected latencies for best, typical, and worst
cases.

Best case latency may be computed by assuming a GART
cache hit and a memory subsystem page hit while retrieving
the targeted data (i.e.—no precharge). It also assumes that
the AD bus 1s available, the request 1s aligned on a cache
line, and the core logic chipset memory bus arbiter grants the
AGP request access to the memory bus immediately. CAS#
latency used 1n the computation 1s 2 clocks.

Typical latency assumes the AD bus i1s available
immediately, the request 1s aligned on a cache line, a GART
cache hit, and a memory subsystem page miss (i.e.—
precharge and activate required). In this case, the AGP
request must wait for a pending processor to memory or PCI
bus to memory cycle to complete before being granted the
memory bus by the arbiter. Precharge and activate penalties
are 1ncluded. CAS# latency used 1n the computation 1s 2
clocks.

Worst case latency assumes the AD bus 1s available
immediately, the request 1s aligned on a cache line boundary,
a GART cache miss (i.e., GART table entry lookup
required), and a page miss (i.e., precharge and activate
required). In this case, the GART table entry lookup must
wait for a pending processor to memory or PCI to memory
cycle to complete before being granted the memory bus.
Once the memory bus 1s available, the chipset performs the
GART table entry read. The AGP request must then wait for
another processor or PCI to memory cycle and a refresh

10

15

20

25

30

35

40

45

50

55

60

65

34

cycle to complete before being granted the memory bus.
Once access to the memory bus 1s granted, the AGP data 1s
read from memory. Precharge and activate penalties are
included. CAS# latency used 1n the computation 1s 2 clocks.

AGP Bus Utilization and Bandwidth

Bus utilization and bandwidth are useful figures when
optimizing or troubleshooting an AGP-equipped system 1n
determining whether bottlenecks exist, and 1in determining
potential improvements for even faster operation. AGP AD
bus utilization and bandwidth are defined hereinbelow. Also
defined 1s SBA bus utilization, but because the SBA bus i1s
not used for data transfer, bus bandwidth 1s not applicable to
the SBA bus.

AGP AD]|31:0] Bus Utilization

AGP bus utilization 1s defined as the number of AGP
clock cycles the AGP AD|31:0] bus 1s used for either a PCI
address or data phase, PIPE# request enqueing, or AGP data
transmission versus the total number of clock cycles within
the sampling period. In basic terms, 1t 1s the percentage of
time the AGP AD|[31:0] bus is doing something within a
certain time period.

Criteria for bus utilization are as follows:

PCI address and data phase—FRAME# or IRDY# 1s
sampled active.

PIPE# request enqueuing—PIPE# 1s sampled active.

PIPE# request enqueuing 1s not applicable while 1n
SBA mode.

AGP data phase—Starts when GNT# 1s asserted active
and ST| 2] equals 0 and continues until data transfer has
completed. Note that the AGP bus does not indicate end
of data phase. It 1s up to the device measuring utiliza-
tion (usually the core logic chipset) to track sizes of
transactions.

AGP AD]|31:0] Bus Bandwidth

AGP data bus bandwidth 1s defined as the number of AGP
clock cycles the AGP AD bus 1s being used for either PCI or
AGP data phases versus the total number of clock cycles
within the sampling period. In other words, AGP data bus
bandwidth 1s the percentage of time data 1s being transferred
on the AD|31:0] bus. Criteria for AGP bus bandwidth is the

following:
PCI data phase—IRDY# and TRDY# are sampled active.

AGP data phase—Starts at beginning of data transfer and
continues until data transfer has completed. Note that
AGP bus does not mdicate end of data phase. It 1s up
to the device measuring utilization (usually the core
logic chipset) to track the sizes of transactions.

SBA Bus Utilization

SBA bus uftilization 1s not a real good indicator of SBA

bus performance. This 1s because the SBA bus 1s not likely
to be the bottleneck 1n an AGP-equipped system. Instead the
bottleneck 1s likely to be the request queue depth m the
chipset. Consequently, the SBA bus 1s likely to be sitting
1dle, waiting for a request to be enqueued. SBA bus utili-
zation may be useful to indicate when the SBA bus 1s 100%
utilized. While 1n SBA mode, SBA address bus utilization/
bandwidth 1s defined the number of AGP clock cycles the
SBA[7:0] bus is being used for enqueuing requests versus
the total number of clock cycles within the sampling period.
Criteria for SBA bus uftilization 1s the following:

SBA request enqueuing—Type 1, 2, or 3 sideband com-
mand 1s transmitted on the sideband bus.
Software Description
Key components of the AGP software architecture include
System BIOS, the chipset miniport driver, the operating
system, and the graphics or Direct Draw driver. These
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components are required to imitialize and control the AGP
and GART table functions within the chipset and graphics
controller as illustrated 1n FIGS. 18A and 18Aa. The dis-
closure hereinafter discusses the principal AGP software
components. It primarily examines both the system BIOS
and the GART miniport driver. It briefly describes the
operating system/API and the graphics controller driver as
applied to AGP.

System BIOS

During boot, System BIOS power-on self-test (POST)
performs the following AGP functions: 1) Enables the core
logic chipset’s AGP error reporting and 2). May configure
the core logic chipset with size of AGP device address space
(optional). Each of these functions is described in more
detail below.

Enabling Error Reporting

When the graphics controller attempts to access a page 1n
AGP memory that 1s not valid, the chipset can either ignore
the failure and continue processing or generate SERR#.
Because this feature 1s platform specific, system BIOS 1is
responsible for setting the appropriate registers (as opposed
to GART miniport driver). It configures the system to
ogenerate SERR# upon AGP failure using the following
algorithm:

1. System BIOS first determines 1if AGP error reporting 1s
supported by reading the chipset’s Valid Bit Error
Reporting Supported bit (bit 0) in the AGP Capabilities
register 1904 (see FIGS. 19A and 19C). When this bit
1s set to 1, the chipset 1s capable of generating SERR#
when the graphics controller attempts to access an
invalid page in AGP memory.

2. If generating SERR# 1s supported, the chipset can
enable SERR# generation by setting the Valid Bit Error
Reporting Enable bit (bit 0) in the AGP Feature Control
register 1906 to 1 (see FIGS. 19A and 19D). Setting this
bit to 0 will cause the system to ignore the failure and
continue processing the request.

Configuring Size of AGP Device Address Space

To reuse existing bus enumeration code and to optimize

the amount of virtual and physical memory allocated to
AGP, system BIOS can configure the read/write attributes in
Base Address Register 0 (BARO) 1702 in the chipset’s
Host-PCI bridge configuration header (function 0) (see FIG.
17A) prior to execution of the bus enumeration code;
assuming the core logic chipset supports this feature. System
BIOS uses the following algorithm to do this:

1. Prior to bus enumeration/memory mapping solftware,
determine the make and model of the AGP graphics
controller installed in the system. Based upon the
ographics controller, BIOS can determine the amount of
memory required by AGP.

2. Using size obtained i1n step 1, set appropriate size in
VAS Size bits (bits 2:1) of AGP Device Address Space
Size register 1828 accessed 1n the chipset’s PCI-PCI
bridge configuration header (function 1) (see FIGS.
18A 18Aa, 18M and 18Ma). When bits 2:1 are
modified, the chipset will automatically adjust the
read/write attributes in BARO 1702 of the Host-PCI
bridge configuration header (function 1) to reflect the
amount of desired memory (see FIGS. 17A and 17C).

3. If no AGP device was found then set the AGP Valid bt
in AGP Device Address Space Size register to 0 to

indicate AGP 1s invalid. The chipset will automatically
update BARO 1702 of the Host-PCI bridge configura-
tion header to indicate no memory 1s required for AGP.

The PCI-PCI bridge (function 1) capabilities pointer
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will be set to point to the next item 1n the linked list or
null 1f there 1s no other item.

4. Bus enumeration code will find the requested size 1n
BARO 1702 and allocate (as required) this memory in
the memory map. The base address of the block of AGP
device address space will be placed 1n BARO 1702 and
will reside on a 32-MB boundary.

Implementation of the AGP Device Address Space Size
register 1s chipset speciiic. BIOS must know 1f its core logic
chipset supports configuration of AGP device address space
size. If not, then the AGP device address space size 1s hard
coded 1n BARO 1702 of the Host-PCI bridge configuration
header and no action 1s required by BIOS.

GART Miniport Driver

The GART miniport driver (hereinafter “GART MPD” or
“MPD”) of the present invention is used by the operating
system software to perform the following functions:

Initializes GART capabilities within the chipset.
Creates and initializes the GART table.
Reserves GART table entries.

Maps GART table entries with allocated 4 KB pages 1n
physical memory.

Flushes pages 1n the LL1/1.2 cache.

Unmaps GART table entries and maintains GART cache
and link bit coherency.

Frees GART table entries.

Terminates GART translation upon exit.

Each of these functions 1s described 1n more detail below.
Services provided by the GART miniport driver are 1llus-
trated in FIGS. 25A-25F. Services available to the GART
miniport driver are illustrated in FIGS. 26A and 26B. For
more 1nformation on these services reference 1s made to
Microsoft’s AGP Software Functional Spemﬁcatlon The
Microsoft AGP Software Functional Specification 1s avail-
able from Microsoit Corporation, Redmond, Wash., and 1s
hereby 1ncorporated by reference.

Initializing GART Capabilities

Upon receipt of the PCIMPInit( ) call from the operating
system, the GART miniport driver (MPD) performs the
following functions to initialize GART functionality in the
chipset:

1. MPD reads the pointer to AGP Device Address Space
from BAR 0 1n the chipset’s Host-PCI bridge configu-
ration header. This pointer points to the base of AGP
Device Address Space. The MPD stores this pointer.

2. MPD reads the Device Address Space Size field (bits
2:1) from the chipset’s AGP Device Address Space Size
register located 1n the chipset’s PCI-PCI bridge con-
figuration header. This field provides the MPD with the
amount of device address space allocated to AGP. The
MPD stores this value for later use. In a preferred

embodiment of the present invention, this value may be
32 MB, 64 MB, 128 MB, 256 MB, 512 MB, 1 GB, or

2 GB.

3. MPD gets pointer to AGP memory mapped control
reglsters from Base Address Register 1 (BAR1—offset
14h) in the chipset’s Host to PCI bridge configuration
header. This pointer 1s stored for later use. The MPD
also stores the location of the GART table Base Address
Register. This register resides at offset 04h 1n the GART
table’s memory mapped space.

4. MPD gets pointer to AGP memory mapped control
reglsters from Base Address Register 1 (BAR1—offset
14h) in the chipset’s Host to PCI bridge configuration
header. Using this pointer, MPD enables the GART




3,936,640

37

table cache by setting the GART Cache Enable bit (bit
3) in the AGP Feature Control Register (offset 02h from
pointer) to a 1. It 1s now up to the GART MPD to
maintain GART cache coherency.

5. MPD gets pointer to AGP memory mapped control
registers from Base Address Register 1 (BAR1—offset
14h) in the chipset’s Host to PCI bridge configuration

header. Using this pointer, MPD reads the GART Entry
Linking Supported bit (bit 1) in the AGP Capabilities
register (offset O1h from pointer) to determine if this
chipset supports linking. If the chipset supports linking,
the MPD sets the GART Entry Linking Enable bit (bit
1) in the AGP Feature Control register (offset 02h from
pointer) to a 1 to enable the linking/prefetching func-
tion. It 1s now up to the MPD to set link bits as required.
Allocating and Initializing the GART Directory/Table
Following AGP initialization and upon receipt of the
PCIMPReset( ) call from the operating system, the chipset
miniport driver (MPD) performs the following functions to
(re)create and initialize the GART directory/table:

1. MPD allocates “n” 4 KB pages of system memory for
the GART table by calling the operating system using
the PCIAllocatePages( ) command. The MPD must
determine “n”, how many pages to allocate based upon
the number of pages of system memory available
(provided by the operating system in the PCIMPReset
call) and the amount of AGP device address space
allocated by system BIOS (reference BARO in the
chipset’s Host-PCI bridge configuration header). Note
that systems using two-level address translation must
have an additional entry allocated for the GART direc-
tory.

As disclosed above, the AGP implementation of the
present mnvention supports two types of address translation:
one-level address translation (page — table) and two-level
translation (directory — table — page). In systems using a
single-level address translation, the GART must be allocated
as a single, contiguous block of memory. When using the
PCIAllocatePages( ) service, the MPD must set the Page-
Contig flag to request contiguous pages from the operating
system. Preferably, the GART table memory allocation will
be performed immediately following operating system star-
tup to ensure that the required contiguous memory will be
available. In systems using two-level address translation, the
GART table need not be contiguous.

The MPD sets the PageZerolnit flag in the
PCIAllocatePages( ) service so the operating system will fill
the allocated pages with zeros; thus initializing the GART
directory/table.

To maintain L.1/L.2 cache coherency, the MPD sets the
MP__FLUSHES 12 CACHE {flag to indicate the operat-

ing system should flush the L1 and L2 caches.

2. In response to the PCIAllocatePages( ) call, the oper-
ating system returns NULL if the request failed or the
lincar address of the GART table if the call was
successful. This linear address 1s saved for future use
by the MPD. The MPD must also convert this linear
address to a physical address using the PCILinToDev(
) command. The MPD then gets the pointer to AGP
memory mapped control registers from Base Address
Register 1 (BAR1—offset 14h) in the chipset’s host to
PCI bridge configuration header. Using this pointer,
MPD writes the base (physical) address for the first 4
KB page allocated to the AGP GART Base Address
register (offset 04h from pointer) in the chipset’s AGP
memory mapped space. In systems using single-level
translation, this first entry represents the base of the
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GART table. In systems using two-level translation,
this first entry 1s the base of the GART directory.

3. In systems using a two-level address translation, the
MPD must “walk” the returned linear address range,
determine the physical address of each 4 KB page just
allocated, and write the physical address for the start of

cach 4 KB page to 1ts corresponding GART directory
entry. This {ills in the GART directory.

Reserving GART Table Entries

During run-time and upon receipt of the
PCIMPReserveEntries( ) call from the operating system, the
chipset miniport driver (MPD) performs the following func-
tions to reserve GART table entries for the operating system:

1. The MPD searches the GART table to find “n” available
contiguous entries; where “n” 1s the number of 4 KB

pages requested by the operating system 1n the
PCIMPReserveEntries( ) call. Upon finding the con-

tiguous entries, the MPD reserves these entries for the
operating system by setting the valid bit (bit 0) in each
GART table entry.

2. The MPD then returns a map handle, which 1s the linear
address of the first GART table entry reserved. This
map handle 1s used later by the MPD to map and
maintain GART table entries. Note that the map handle
corresponds to the base address of the corresponding
page 1n AGP device address space.

Mapping GART Table Entries

After GART table entries have been reserved and upon

receipt of the PCIMPMapEntries( ) call from the operating
system, the chipset miniport driver (MPD) performs the
following functions to map previously allocated 4 KB pages
in physical memory with reserved GART table entries:

1. The MPD converts the system linear address provided
by the PCIMPMapEntries( ) call into a physical address
using the PCILinToDev( ) command. The resulting
address represents the base address of the particular 4
KB page 1n physical system memory. Note, the non-
conticuous 4 KB pages in physical address space
appear to the processor 1n system linear address space
as contiguous.

2. The MPD writes the resulting physical address to the
particular GART table entry indexed by the map
handle. This map handle 1s obtained while reserving
GART table entries and 1s passed to the MPD by the
operating system. The map handle 1s a linear address to
the respective GART table entry. Since the pages reside

on 4 KB boundaries, bits 31:12 are written to bits 31:12
in the GART table entry.

3. If linking 1s supported in the system, the link bit (bit 1)
1s set as required 1n the corresponding entry by the
MPD. The link bit indicates that the next GART table
entry 1s associated with the current GART table entry.
When mapping “n” entries with linking enabled, the
link bit should be set i entries 1 through n-1. For
example, when mapping 8 entries as a result of the
PCIMPMapEntries( ) call, it is assumed that all 8
entries are associated. Setting the link bit for entries 1
through 7 will allow entries 2 through 8 to be
prefetched and cached in the GART table cache. Note,
this assumes chipset burst memory accesses during

GART table lookups.

4. Repeat steps 1-3 “n” times, where “n” 1s the number of
pages that need mapping. Note that the map handle and
the system linear address must be incremented during
cach 1iteration.

5. Upon completion of steps 1-4, MPD gets a pointer to
AGP memory mapped control registers from Base
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Address Register 1 (BAR1—offset 14h) in the chipset’s
Host to PCI bridge configuration header. Using this
pointer, MPD {flushes the chipset’s Host-Memory
posted write buflers setting the Flush Posted Write

Buffers bit (bit 0) in the Posted Write Buffer Control
Register (offset 14h) to a 1. This bit gets reset to 0 by
the chipset upon completion. The MPD does not have

to poll this bit to verify completion of the flush.
Instead, 1t performs a read-back of the last entry that was
written to the GART table. Completion of the flush 1s

cuaranteed before the data 1s returned from the read-back.
Flushing .1/1.2 Caches
Immediately following mapping GART table entries and

upon receipt of the PCIMPFlushPages( ) call from the
operating system, the chipset miniport driver (MPD) per-
forms the following functions to flush specific pages in the

[.1/1.2 caches:

1. MPD flushes the L1 cache using the processor’s CR3
register.

2. MPD flushes the specific pages from L2 cache, if
possible. If the MPD 1s incapable of flushing a speciiic
L2 page, then it should not flush the entire L2 cache.
Instead 1t should do nothing.
Unmapping GART Table Entries and Maintaining GART
Cache and Link Bit Coherency
During run-time and upon receipt of the
PCIMPUnMapEntries( ) call from the operating system, the
chipset miniport driver (MPD) performs the following func-
tfions to unmap GART table entries while mamtaining GART
cache coherency:

1. Using the map handle provided by the
PCIMPUnMapEntries( ) call as a linear address into the

GART table, the MPD i1nitializes the mndexed GART
table entry (excluding valid bit) to some invalid state.
The valid bit remains valid to indicate that this entry 1s
still reserved for the application.

2. It GART caching 1s enabled, the MPD must invalidate

cither the particular cached entry or the entire GART
cache. To mnvalidate a particular GART cache line, the
MPD writes the AGP device address to bits 31:12 of the
GART Cache Entry Control register (offset 10h) and
sets the GART Cache Entry Invalidate bit (bit 0) to a 1
in that same register. The single GART cache entry will
be 1mnvalidated. Upon completion, bit 0 will be reset to
zero by the chipset. If the entry does not exist, the
request 1s 1gnored. To invalidate the entire GART
cache, the MPD writes a 1 to the GART Cache Invali-
date bit (bit 0) of the GART Cache Control register
(offset OCh). The entire GART cache will be automati-
cally invalidated. Upon completion, the Cache Invali-
date bit will be reset to zero by the chipset.
Invalidation of the entire GART cache preferably may be
performed after all “n” GART table entries have been

imnvalidated; where “n” 1s the number of GART table entries
to free provided by the PCIMPFreeEntries( ) call.

3. If linking 1s enabled, the MPD must ensure that link bit
coherency 1s maintained. For example, 1if GART table
entries 0, 1, 2, and 3 exist with the link bit 1s set 1n
entries 0, 1, and 2, and entries 2 and 3 are freed, then
the link bit 1 entry 1 must be disabled. Failure to
maintain link bit coherency will result in unnecessary
caching of GART table entries.

4. Repeat steps 1-3 7 n” times; where “n” 1s the number
of GART table entries to free. This Value 1s provided as
an input parameter by the PCIMPFreeEntries( ) call.
Note that the map handle must be incremented during
cach 1iteration.
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5. Upon completion of steps 1-4, MPD gets a pointer to
AGP memory mapped control registers from Base
Address Register 1 (BAR1—offset 14h) in the chipset’s
Host to PCI bridge configuration header. Using this
pointer, MPD {flushes the chipset’s Host-Memory
posted write buflers setting the Flush Posted Write
Buffers bit (bit 0) in the Posted Write Buffer Control
Register (offset 14h) to a 1. This bit gets reset to 0 by
the chipset upon completion. The MPD does not have
to poll this bit to verify completion of the flush. Instead,
it performs a read-back of the last entry that was written
to the GART table. Completion of the flush 1s guaran-
teed before the data 1s returned for the read-back.

Freeing GART Table Entries

Upon receipt of the PCIMPFreeEntries( ) call from the

operating system, the chipset miniport driver (MPD) per-
forms the following functions to free GART table entries:

1. Using the map handle provided by the
PCIMPFreeEntries( ) call as a linear address to the

GART table entry, the MPD sets the GART table
entry’s valid bit to invalid (0). This step is performed

“n” times where “n” 1s the number of pages passed 1n

the PCIMPFreeEntrles( ) call.

2. Upon completion of step 1, MPD gets pointer to AGP
memory mapped control registers from Base Address
Register 1 (BAR1—offset 14h) in the chipset’s Host to
PCI bridge configuration header. Using this pointer,
MPD flushes the chipset’s Host-Memory posted write
buffers setting the Flush Posted Write Buffers bit (bit 0)
in the Posted Write Buffer Control Register (offset 14h)
to a 1. This bit gets reset to 0 by the chipset upon
completion. The MPD does not have to poll this bit to
verily completion of the flush. Instead, 1t performs a
read-back of the last entry that was written to the GART
table. Completion of the flush 1s guaranteed before the
data 1s returned for the read-back.

Terminating GART Table Functionality

Upon receipt of the PCIMPEXit( ) call from the operating

system, the chipset miniport driver (MPD) performs the
following functions to disable GART functionality:

1. MPD flushes GART directory and table caches by
writing a 1 to the GART Cache Invalidate bit (bit 0) of
the GART Directory/Table Cache Control register
(offset OCh). The entire GART cache will be automati-
cally invalidated. Upon completion, the Cache Invali-
date bit will be reset to zero by the chipset.

2. MPD calls PCIFreePages( ) to free pages allocated to
GART table. The MPD must supply the linear address
of the base of GART table and the number of pages to
free.

3. MPD 1initializes the freed pages by writing 0’s to all of

the previously allocated GART table locations.

AGP functionality preferably 1s disabled before terminat-
ing GART functionality. AGP functionality 1s disabled 1n the
master before disabling AGP functionality 1n the target.

Operating System

The operating system performs the following AGP func-
fions:

Scts the data transfer rate 1n both master and target.

Enables sideband addressing 1in both master and target as
required.

Sets request queue depth 1n master.

Enables AGP 1n target and master.

Allocates and frees physical memory as required.
Performs read/write services for GART miniport driver.
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Reference 1s directed to Microsoft’s AGP Software Func-
fional Specification for more details regarding operating
system functionality as applied to AGP.

Graphics Driver/Direct X

The graphics driver or Direct X performs the following
AGP functions:

Reserves pages of AGP device memory for use by the
application.

Commits pages of reserved device memory—thus allo-
cating system memory.

Uncommits pages of reserved device memory—thus deal-
locating system memory.

Frees previously reserved pages of AGP device memory.

Obtains 1nformation committed memory.

Reference 1s directed to Microsoft’s AGP Software Func-
fional Specification for more details regarding graphics
driver and the Direct X driver functionality as applied to
AGP.

The present invention, therefore, 1s well adapted to carry
out the objects and attain the ends and advantages
mentioned, as well as others inherent therein. While the
present 1nvention has been depicted, described, and 1s
defined by reference to particular preferred embodiments of
the mvention, such references do not imply a limitation on
the invention, and no such limitation 1s to be inferred. The
invention 1s capable of considerable modification,
alternation, and equivalents in form and function, as will
occur to those ordinarily skilled in the pertinent arts. The
depicted and described preferred embodiments of the inven-
fion are exemplary only, and are not exhaustive of the scope
of the mvention. Consequently, the mvention 1s intended to
be limited only by the spirit and scope of the appended
claims, giving full cognizance to equivalents 1n all respects.

What 1s claimed 1s:

1. A computer system having a core logic chipset which
connects a computer processor and memory to an acceler-
ated graphics port (AGP) processor, said system comprising:

a system processor executing software instructions and
generating graphics data;

a system memory having an addressable memory space
comprising a plurality of bytes of storage, wherein each
of the plurality of bytes of storage has a unique address;

the software instructions and the graphics data being
stored 1n some of the plurality of bytes of storage of
said system memory, wherein the graphics data 1is
stored 1n a plurality of pages of graphics data, each of
the plurality of pages of graphics data comprising a
number of the plurality of bytes of storage, the starting
address for each of the plurality of pages of graphics
data being stored in a graphics address re-mapping
table (GART) located 1n said system memory;

an accelerated graphics port (AGP) processor, said AGP
processor generating video display data from the graph-
ics data for display on a video display;

a core logic chipset supporting GART {features;

said core logic chipset having a first interface logic for
connecting said system processor to said system
Memory;

said core logic chipset having a second interface logic for
connecting said system processor and said system
memory to said AGP processor;

said core logic chipset having a third interface logic for
connecting said system processor and said system
memory to mput-output devices on a peripheral com-
ponent interconnect (PCI) bus;
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said core logic chipset having a fourth interface logic for
connecting said AGP processor to said PCI bus;

a GART cache 1n said core logic chipset;

a GART cache entry control register used to update/
invalidate a specific GART entry in said GART cache;

saild GART cache entry control register being stored in
said system memory, wherein said GART cache entry
control register 1s accessed from the system memory
using a base address stored 1n a base address resister of
said core logic chipset; and

saild GART cache entry control register comprising:
a GART entry offset first portion specifies the AGP
device address of a GART entry in said GART cache

to be mvalidated/updated;

a GART cache entry update second portion, when set to
a first logic level, causes said core logic chipset to
replace the GART entry in said GART cache, speci-
fied by the GART entry offset first portion, with a
more current entry stored in the GART 1n said system
memory; and

a GART cache entry invalidate third portion, when set
to the first logic level, causes said core logic chipset
to mvalidate the GART enfry in said GART cache
specified by the GART entry offset first portion.

2. The computer system of claim 1, wherein the base
address register 1s part of said third mterface logic.

3. The computer system of claim 1, further comprising a
GART directory cache.

4. The computer system of claim 3, further comprising a
GART directory/table cache control register which 1s used to
invalidate the contents of said GART cache and said GART
cache.

5. The computer system of claim 1, wherein the base
address 1s determined by and written to said base address
register by a basic input-output operating system program of
the computer system.

6. The computer system of claim 1, wherein said GART
cache entry control register 1s used by a GART miniport
driver software to control the functionality within said core
logic chipset during operation of the computer system.

7. The computer system of claim 1, further comprising a
revision 1dentification register which identifies the format
and features supported by said core logic chipset.

8. The computer system of claim 7, wherein said revision
identification register contains an AGP interface specifica-
tion supplement revision number which said core logic
chipset conforms thereto.

9. The computer system of claim 3, further comprising a
GART table/directory base address register which 1s used to
store a physical address for a GART directory in said system
memory when a two-level GART address translation 1s used.

10. The computer system of claim 1, [wherein said AGP
memory-mapped status and control registers comprise]| fur-
ther comprising a GART capabilities register which defines
the GART features supported by said core logic chipset, said
GART capabilities register comprising;:

an AGP bus utilization, bandwidth, and latency supported

first portion, when set to a first logic level, indicates that

the core logic chipset 1s capable of performing AGP bus
utilization, bandwidth, and latency calculations;

an address translation level supported second portion
indicating whether single-level or two-level address
translation 1s supported by the core logic chipset,
wherein when the second portion 1s set to a first logic
level a two-level address translation 1s supported, and
when the second portion 1s set to a second logic level
a single-level address translation is supported;
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a GART entry linking supported third portion, when set to
the first logic level, indicates that the core logic chipset
1s capable of using a predefined link bit in each GART
entry to determine whether to cache the next contigu-

ous GART entry; and

a valid bit error reporting supported fourth portion, when
set to the first logic level, indicates that the core logic
chipset 1s capable of generating a system error
(SERR#) when an AGP graphics device attempts to
access an 1nvalid page 1n said system memory.

11. The computer system of claim 1, further comprising
an AGP feature control register used to enable the GART
features supported by said core logic chipset, said AGP
feature control register comprising:

a GART cache enable first portion, when set to a first logic

level, enables GART caching and, when set to a second
logic level, disables GART caching;

a GART entry linking enable second portion, when set to
the first logic level, indicates that the core logic chipset
will use a predefined link bit 1n each GART entry to
determine whether to cache the next contiguous GART
entry; and

a valid bit error reporting enable third portion, when set
to the first logic level, enables the core logic chipset to
generate a systems error (SERR#) when an AGP graph-
ics device attempts to access an invalid page 1n said
system memory.

12. The computer system of claim 1, further comprising
an AGP feature status register which 1s used to record status
information for AGP and GART related events, said AGP
feature status register having a valid bit error detected
portion, when set to a first logic level, indicates a valid bit
error has been detected and a system error (SERR#) has been
generated by said core logic chipset.

13. The computer system of claim 12, wherein the valid
bit error detected portion will toggle to a second logic level
when the first logic level 1s written thereto.

14. The computer system of claim 1, further comprising
a GART table/directory base address register which 1s used
to store a physical address for said GART 1in said system
memory when a single-level GART address translation 1is
used.

15. The computer system of claim 3, further comprising
a GART directory/table cache size register which 1s used to
indicate the maximum number of GART entries and GART
directory entries that may be cached, said GART directory/
table cache size register comprising:

a first portion which indicates a maximum number of
GART directory entries which may be cached by the
core logic chipset; and

a second portion which indicates a maximum number of
GART entries which may be cached by the core logic
chipset.

16. The computer system of claim 1, further comprising

a posted write buifer control register wherein a first logic
level written to said posted write buffer control register
causes said core logic chipset to flush 1ts processor to
memory posted write buifers.

17. The computer system of claim 1, further comprising
an AGP bus utilization/bandwidth/latency command register
for controlling AGP bus utilization, bandwidth, and latency
counters 1n said core logic chipset, said AGP bus utilization/
bandwidth/latency command register comprising;:

an enable AGP bus latency counter first portion, when set
to a first logic level, starts an AGP bus latency register
counter, and when set to a second logic level, stops said
AGP bus latency register counter;
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an enable AGP bus bandwidth counter second portion,
when set to the first logic level, starts an AGP bus
bandwidth register counter, and when set to the second
logic level, stops said AGP bus bandwidth register
counter;

an enable AGP bus utilization counter third portion, when
set to the first logic level, starts an AGP bus utilization
register counter, and when set to the second logic level,
stops said AGP bus utilization register counter; and

a clear AGP bus utilization counters fourth portion, when
set to the first logic level, clears said AGP bus latency
register counter, saild AGP bus bandwidth register
counter, and said AGP bus utilization register counter to
a zero value.

18. The computer system of claim 17, wherein said AGP
bus utilization register counter increments for each AGP bus
clock during selected AGP bus activities.

19. The computer system of claim 17, wherein said AGP
bus bandwidth register counter increments for each AGP bus
clock during other selected AGP bus activities.

20. The computer system of claim 17, wherein said AGP
bus latency register counter increments for each AGP bus
clock that expires while said core logic chipset 1s processing
a particular AGP read request, wherein said AGP bus latency
register counter starts counting when the AGP read request
1s enqueued and stops counting when a first quad word of
data 1s returned.

21. The computer system of claim 1, wherein said system
processor 1s a plurality of system processors.

22. The computer system of claim 1, wherein said core
logic chipset 1s at least one integrated circuit.

23. The computer system of claim 22, wherein the at least
one 1ntegrated circuit core logic chipset 1s at least one
application speciific integrated circuit.

24. The computer system of claim 22, wherein the at least
one 1ntegrated circuit core logic chipset 1s at least one
programmable logic array integrated circuit.

25. The computer system of claim 1, further comprising
a video display.

26. The computer system of claim 1, further comprising
a network 1nterface card, a hard disk, a floppy disk drive, a
modem, a keyboard, and a mouse.

27. The computer system of claim 1, further comprising
a serial port, a parallel port, a keyboard and a real time clock.

28. The computer system of claim 1, further comprising
a read only memory basic input-output system (ROM
BIOS), a non-volatile random access memory (NVRAM), a
tape drive and a CD ROM drive.

29. A method, 1n a computer system having a core logic
chipset which connects a host processor and main memory
to an accelerated graphics port (AGP) processor, for con-
trolling the functionality of the core logic chipset, said
method comprising the steps of:

storing a plurality of accelerated graphics port (AGP)
memory-mapped status and control registers in a com-
puter system main memory;

accessing the plurality of AGP memory-mapped status
and control registers stored in the main memory using,
a base address stored 1n a base address register of a
host-to-peripheral bus bridge;

reading from and writing to the plurality of AGP memory-
mapped status and control registers stored 1n the com-
puter system memory with a software program for
controlling the functionality of a core logic chipset
during operation of the computer system, wherein the
steps of reading from and writing to the plurality of
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AGP memory-mapped status and control registers,
comprises the steps of:

reading from and writing to a graphics address
re-mapping table (GART) cache entry control register
for updating/invalidating a specific GART entry in a
GART cache of the core logic chipset, wherein the step
of writing to the GART cache entry control register,
comprises the steps of:
writing an AGP device address to a GART entry offset

first portion of the GART cache entry control register

for determining a GART entry in the GART cache to
be 1nvalidated/updated; and

writing a first logic level to a GART cache entry update

second portion of the GART cache entry control

register to cause the core logic chipset to updated the

GART entry in the GART cache, specified by the

GART entry offset first portion, with a more current

entry from a GART in the computer system memory.

30. The method of claim 29, further comprising the step
of writing the base address to the base address register with
a basic mnput-output operating system program of the com-
puter system.

31. The method of claim 29, wherein the software pro-
gram is a graphics address re-mapping table (GART)
miniport driver software.

32. The method of claim 29, further comprising the step
of reading a revision identification register to identify the
format and features provided by said AGP memory-mapped
status and control registers.

33. The method of claim 32, further comprising the step
of reading from the revision identification register an AGP
interface specification supplement revision number that the
core logic chipset complies therewith.

34. The method of claim 29, further comprising the steps
of reading from and writing to a GART capabilities register
which defines the GART features supported by the core logic
chipset.

35. The method of claim 34, wherein the step of reading
from the GART capabilities register, comprises the steps of:

reading an AGP bus utilization, bandwidth, and latency
supported first portion of the GART capabilities regis-
ter for determining 1if the core logic chipset 1s capable
of performing AGP bus utilization, bandwidth, and
latency calculations;

reading an address translation level supported second
portion of the GART capabilities register for determin-
ing 1f smgle-level or two-level address translation 1s
supported by the core logic chipset;

reading a GART entry linking supported third portion of
the GART capabilities register for determining 1f the
core logic chipset 1s capable of using a predefined link
bit 1n each GART entry in determining whether to
cache the next contiguous GART entry; and

reading a valid bit error reporting supported fourth portion
of the GART capabilities register for determining if the
core logic chipset 1s capable of generating a system
error (SERR#) when an AGP graphics device attempts
to access an 1nvalid page 1n the system memory.
36. The method of claim 35, wherein the step of writing
to the GART capabilities register, comprises the steps of:

writing a first logic level to the AGP bus utilization,
bandwidth, and latency supported first portion if the
core logic chipset 1s capable of performing AGP bus
utilization, bandwidth, and latency calculations,
otherwise, writing a second logic level thereto;

writing the first logic level to the address translation level
supported second portion 1f two-level address transla-
tion 1s supported by the core logic chipset, otherwise,
writing the second logic level thereto 1f single-level
address translation i1s supported;
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writing the first logic level to the GART entry linking
supported third portion 1f the core logic chipset is
capable of using a predefined link bit 1n each GART
entry 1n determining whether to cache the next con-
ticuous GART entry; and

writing the first logic level to the valid bit error reporting
supported fourth portion 1f the core logic chipset is
capable of generating a system error (SERR#) when an
AGP graphics device attempts to access an invalid page
in the system memory.

37. The method of claim 29, further comprising the steps
of reading from and writing to an AGP feature control
register for enabling the GART {features supported by the
core logic chipset.

38. The method of claim 37, wherein the step of reading
from the AGP feature control register, comprises the steps

of:

reading a GART cache enable first portion for determin-
ing if GART caching 1s enabled;

reading a GART entry linking enable second portion for
determining if the core logic chipset will use a pre-
defined link bit in each GART entry to determine
whether to cache the next conticuous GART entry; and

reading a valid bit error reporting enable third portion for

determining 1f the core logic chipset will generate a

systems error (SERR#) when an AGP graphics device

attempts to access an invalid page 1n said system
memory.

39. The method of claim 38, wherein the step of writing

to the AGP feature control register, comprises the steps of:

writing a first logic level to the GART cache enable first
portion to enable GART caching, and writing a second
logic level thereto to disable the GART caching;

writing the first logic level to the GART entry linking
enable second portion to enable the core logic chipset
to use a predefined link bit in each GART entry to
determine whether to cache the next contiguous GART
entry, and writing the second logic level thereto to

disable the use of the predefined link bit; and

writing the first logic level to the valid bit error reporting
enable third portion to enable the core logic chipset to
generate a systems error (SERR#) when an AGP graph-
ics device attempts to access an invalid page in the
system memory, and writing the second logic level
thereto to disable generation of SERR#.

40. The method of claim 29, further comprising the steps
of reading from and writing to an AGP feature status register
for recording status information for AGP and GART related
events.

41. The method of claim 40, wherein the step of reading
from the AGP feature status register comprises the step of
reading a valid bit error detected portion of the AGP feature
status register for determining 1f a first logic level 1s present
which indicates that a valid bit error has been detected and
a system error (SERR#) has been generated by the core logic
chipset.

42. The method of claim 41, wherein the step of writing,
to the AGP feature status register comprises the step of
writing the first logic level to the valid bit error detected
portion so as to toggle the first logic level therein to a second
logic level.

43. The method of claim 29, further comprising the steps
of reading from and writing to a GART table/directory base
address register which 1s used to store a physical address for
the GART 1n the system memory when a single-level GART
address translation is used.

44. The method of claim 29, further comprising the steps
of reading from and writing to a GART table/directory base
address register which 1s used to store a physical address for
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a GART directory 1in the main memory when a two-level
GART address translation 1s used.

45. The method of claim 29, further comprising the steps
of reading from and writing to a GART directory/table cache
size register for indicating the maximum number of GART
entries and GART directory entries that may be cached.

46. The method of claim 45, wherein the step of reading,
from the GART directory/table cache size register, com-
prises the steps of:

reading a first portion of the GART directory/table cache
size register to determine a maximum number of GART
directory entries which may be cached by the core logic
chipset; and

reading a second portion of the GART directory/table

cache size register to determine a maximum number of

GART entries which may be cached by the core logic
chipset.

47. The method of claim 45, wherein the step of writing

to the GART directory/table cache size register, comprises
the steps of:

writing a first value to the first portion of the GART
directory/table cache size register, wherein the first
value represents the maximum number of GART direc-
tory entries which may be cached by the core logic
chipset; and

writing a second value to the second portion of the GART
directory/table cache size register, wherein the second
value represents the maximum number of GART
entrics which may be cached by the core logic chipset.
48. The method of claim 48, further comprising the steps
of reading from and writing to a GART directory/table cache
control register which 1s used to mvalidate the contents of a
GART cache and a GART directory cache 1n the core logic
chipset when a first logic level 1s written thereto.
49. The method of claim 29, wherein the step of writing,
to the GART cache entry control register, further comprises
the step of:

writing a GART cache entry invalidate third portion of the
GART cache entry control register to cause the core
logic chipset to invalidated the GART entry in the
GART cache, specified by the GART entry offset first
portion.
50. The method of claim 49, wherein the step of reading,
from the GART cache entry control register, comprises the
steps of:

reading the GART entry offset first portion to determine

the AGP device address written therein of a GART
entry 1n the GART cache to be invalidated/updated;

reading the GART cache entry update second portion to
determine that the core logic chipset has updated the
GART entry in the GART cache, specified by the
GART entry offset first portion, with a more current
entry of the GART 1n the computer system memory;
and

reading the GART cache entry invalidate third portion to
determine that the core logic chipset has invalidated the
GART entry in the GART cache, specilied by the
GART entry offset first portion.

51. The method of claim 29, further comprising the steps
of reading from and writing to a posted write buifer control
register wherein a first logic level written to the posted write
buifer control register causes the core logic chipset to flush
its processor to memory posted write buflers.

52. The method of claim 51, wherein the step of reading
from the posted write buifer control register a second logic
level mdicates that the core logic chipset has flushed its
processor to memory posted write builers.
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53. The method of claim 29, further comprising the steps
of reading from and writing to an AGP bus utilization/
bandwidth/latency command register for controlling AGP
bus utilization, bandwidth, and latency counters in the core
logic chipset.

54. The method of claim 53, wherein the step of writing,
to the AGP bus utilization/bandwidth/latency command
register, comprises the steps of:

writing a first logic level to an enable AGP bus latency
counter first portion of the AGP bus utilization/
bandwidth/latency command register starts an AGP bus
latency register counter;

writing a second logic level to the enable AGP bus latency

counter first portion stops the AGP bus latency register
counter,

writing the first logic level to an enable AGP bus band-
width counter second portion of the AGP bus
utilization/bandwidth/latency command register starts
an AGP bus bandwidth register counter;

writing the second logic level to the enable AGP bus
bandwidth counter second portion stops the AGP bus
bandwidth register counter;

writing the first logic level to an enable AGP bus utiliza-
tion counter third portion of the AGP bus utilization/
bandwidth/latency command register starts an AGP bus
utilization register counter;

writing the second logic level to the enable AGP bus
utilization counter third portion stops the AGP bus
utilization register counter; and

writing the first logic level to a clear AGP bus utilization
counters fourth portion of the AGP bus utilization/
bandwidth/latency command register clears the AGP
bus latency register counter, the AGP bus bandwidth
register counter, and the AGP bus utilization register
counter to a zero value.
55. The method of claim 54, wherein the step of reading
from the AGP bus utilization/bandwidth/latency command
register, comprises the steps of:

reading the enable AGP bus latency counter first portion
to determine 1f the AGP bus latency register counter 1s
counting;

reading the enable AGP bus bandwidth counter second
portion to determine if the AGP bus bandwidth register
counter 1s counting;

reading the enable AGP bus utilization counter third
portion to determine 1f the AGP bus utilization register
counter 15 counting,.

56. The method of claim 55, further comprising the step
of reading a value from the AGP bus utilization register
counter, the value indicating the number of AGP clock
cycles a sideband address (SBA) bus is being used for
enqueuing requests versus the total number of clock cycles
within a sampling period when running SBA mode.

57. The method of claim 55, further comprising the step
of reading a value from the AGP bus bandwidth register
counter, the value indicating the percentage of time data 1s
being transferred on the address-data bus.

58. The method of claim 55, further comprising the step
of reading a value from the AGP bus latency register counter
which increments for each AGP bus clock that expires while
the core logic chipset 1s processing a particular AGP read
request, wherein the AGP bus latency register counter starts
counting when the AGP read request 1s enqueued and stops
counting when a first quad word of data is returned from the
main memory.
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