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57 ABSTRACT

A method for decoding a linear block code of information

bits transmitted across a signal channel, comprising the steps
of:

a) receiving the transmitted signals from the channel and
converting the received signals into a number of received
vectors r with each received vector having a length of n; and
for each vector r,

b) performing hard decisions on r to produce a hard decision
data vector b and a corresponding reliability information
vector a and performing hard decision decoding on b to
produce an error pattern ¢, and further converting each

vector b 1nto a center code word, the vector a and the center
code word each having a length n;

¢) 1dentifying a set of j=0 to p nearby code words including
the center code word,;

d) determining, for each nearby code word a difference
metric DM, wherein each difference metric DM; 1s defined
by the following relationship:

DM =20,(D)a(I) for I=0 to n

where 0,€(0, 1) 1s the Hamming difference between b and the

i nearby code word;

¢) identifying a minimum difference metric D, . , and deter-
mining an output code word as being that code word which
corresponds to D_ . : and

f) assigning a confidence measure for each bit m in the
output code word based on a difference of difference metric
values for the dominant code word with a “1” in the m™
position and the dominant code word with a “0” in the m™
position.

20 Claims, 3 Drawing Sheets
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1

BLOCK DECODING WITH SOFI OUTPUT
INFORMATION

BACKGROUND OF THE INVENTION

The 1nvention relates generally to decoding linear block
codes. More particularly, the invention relates to linear block
code decoding techniques that utilize soft input and produce
solft output information.

Many techniques have been developed for increasing the
reliability of digital information that has been sent across a
transmission channel to a receiver. One of these techniques
1s to encode the data bits 1nto a number of messages 1 block
format prior to transmission. At the receiver, a decoder 1s
used to estimate the original message based on the received
data. Some decoding rules utilize all the information in the
received data bit stream and such decoding processes are
generally referred to as soft decision decoding. Soft decision
data includes information that indicates what value each
received bit 1s assigned (e.g. a “1” or a “0”) and an
assoclated value that indicates the reliability or confidence
that the value assigned to a particular received bit 1s correct.
This 1s generally referred to herein as “soft input” informa-
fion to a decoder. A decoder then utilizes the soft input
information to decode the received information so as to
produce an estimate of the original transmitted data.

The wvalue of any coding technique increases if the
decoder output includes not only an accurate estimate of the
original message but also reliability information or a con-
fidence measure as to the likelihood that the decoded mes-
sage 1S correct. This 1s generally referred to herein as “soft
output” information. Soft output information as to the reli-
ability associated with each decoded bit can be useful, for
example, with iterative decoding techniques.

Known decoding processes tend to be very computation-
ally 1intensive operations. It 1s desirable to develop decoding
techniques that substantially reduce the number of steps
involved in the decoding process without a significant loss
in accuracy. Known sub-optimal decoding techniques,
however, do not 1nclude soft output information.

The objectives exist, therefore, for providing a simplified
decoding process that also produces soft output information.

SUMMARY OF THE INVENTION

The present mmvention contemplates, 1n one embodiment,
a method for decoding a linear block code to produce soft
output information, comprising the steps of:

a) receiving the transmitted signals from the channel and
converting the received signals into a number of received
vectors r with each received vector having a length of n; and
for each vector r,

b) performing hard decisions on r to produce a hard
decision data vector b and a corresponding reliability infor-
mation vector a and performing hard decision decoding on
b to produce an error pattern e, and further converting each
vector b 1nto a center code word; the vector o and the center
code word each having a length n;

¢) identifying a set of ;=0 to p nearby code words
including the center code word;

d) determining, for each nearby code word a difference
metric DM, wherein each difference metric DM; 1s defined
by the following relationship:

DM =206()a(I) for I=0 to n

tTerence between b and the

where 0,€(0, 1) 1s the Hamming di
i nearby code word;
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¢) identifying a minimum difference metric DM, . and
determining an output code word as being that code word
which corresponds to DM_ . ; and

f) assigning a confidence measure for each bit m in the
output code word based on a difference of difference metric
values for the dominant code word with a “1” in the m™
position and the dominant code word with a “0” in the m"
position.

These and other aspects and advantages of the present
invention will be readily understood and appreciated by
those skilled in the art from the following detailed descrip-
tion of the preferred embodiments with the best mode
contemplated for practicing the invention m view of the

accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a simplified model of a coded communication
channel;

FIG. 2 1llustrates in a graphical manner nearby codeword
distribution and a typical decoder error event;

FIG. 3 1llustrates 1n a graphical manner nearby codeword
distribution and search space reduction using one position
search, 1n this example, with a cyclic code;

FIG. 4 1llustrates in a graphical manner nearby codeword
distribution and search space reduction using two position
scarch with a cyclic code; and

FIG. 5 graphically illustrates bit error rates (BER) for
iterative decoding using the invention, at different signal to
noise ratios.

DETAILED DESCRIPTION OF THE
INVENTION

With reference to FIG. 1, a simplified coded communi-
cation model 10 1s shown 1n FIG. 1. Two different types of
codes are 1n common use today, block codes and convolu-
tional codes. The present invention 1s directed to block
codes. An encoder 12 for a block code divides the informa-
fion 1mnto message blocks of k information bits. A message
block 14 is represented by u=(u,, u,, . . ., u)=(u(1), u(2),

., u(k)), and is called a message 16. The encoder 12
transforms each message u into an n-tuple vector v=(v,, v,

., v,)=(v(1), v(2),...,v(n))called a code word 18. Since
there are 2 possible messages, there are 2* possible code
words at the encoder output. The set of 2° code words of
length n 1s called an (n, k) block code. For a code to be
useful, the code words must be distinct. Therefore, there 1s
a one to one correspondence between code words v and
messages .

The vector v 1s a binary vector composed of 1s and Os. It
is convenient to define a mapping from the vector ve(0, 1)
to a new vector v e(-1, +1). This mapping is defined as the
replacement of the binary Os and 1s with -1s and +1s
respectively. It 1s the vector v_ which 1s transmitted across a
channel 20. The transmission channel 20 adds noise 22 to the
transmitted vector v,. Consequently, the vector received at a
decoder 24 1s the transmitted vector plus a noise vector. Let
r=(ry, I, . .. r,)=(r(1), 1(2), . . ., r(n)) be the vector 26
recerved at the decoder 24. The received vector r 1s a vector
of length n whose elements are real numbers.

r(i)=+1+noise, when v(i)=1

r(i)=—1+noise, when v(1)=0.

For example, r(1) may be measured in terms of volts (e.g.
+1 VDC and -1 VDO).

The decoding task is to estimate the message u from the
received vector r. This estimated message 28 1s denoted 1i.
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Equivalently, because there 1s a one to one correspondence
between code words v and messages u, the decoder can also
estimate v (or v,) This estimated code word is denoted ¥.

A decoding rule 1s a strategy for generating the estimate
virom r. This requires information about the noise statistics.
It 1s assumed for purposes of this exemplary disclosure that
the channel noise 1s Additive White Gaussian Noise
(AWGN). Therefore, to each transmitted datum 1s added a
gaussian random variable which 1s independent of the value
added to other symbols.

One type of decoding rule 1s hard decision decoding. This
type of decoding generates a binary vector b=(b,, b, . . .
b,)=(b(1), b(2), . . . , b(n))e(0, 1). The elements of b come
from the sign of the elements of r.

(1 if H) =0
b(i) = «

k 0 otherwise

b 1s called the hard decision vector of r. Hard decision
decoding rules use the vector b to generate a code word
which 1s the estimate of V.

Other decoding rules use soft decision decoding. Soft
decision decoding rules ufilize all the mformation in r
throughout the decoding process. The vector b 1s not nec-
essarily generated. It 1s only after the decoder has completed
the decoding process that a vector of 1s and Os 1s produced.
This vector 1s the estimate V.

For ease of explanation, the exemplary embodiment
herein 1s directed to a subclass of block codes called linear
block codes. A block code 1s linear i1f and only if the
modulo-2 sum (exclusive-OR or XOR) of any two code
words 1s also a code word. For an (n, k) linear block code
there exists a kxn matrix G such that

v=u(,

wherein addition is modulo-2, and the elements of G are (O,
1). G is called the generator matrix of the code.

In a well constructed code, distinct words are different 1n
as many posifions as possible. The minimum number of
positions 1n which any two code words differ 1s called the
minimum distance of the code and 1s denoted d__. . Since the
difference (which is also the modulo-2 sum) of any two code
words 1S another code word, the minimum distance of the
code 1s also the minimum number of 1s 1n a code word
(excluding the all zeros code word). The number of 1s in a
vector 1s called the Hamming weight of the wvector.
Theretore, d_ . 1s often reterred to as the minimum Ham-
ming welght of the code or the minimum Hamming distance
of the code. The minmmum Hamming distance of a code
ultimately dictates the code’s performance.

For a linear code defined by G, there exists an n-k X n
matrix H(h;€(0, 1)) such that

GH’=0.

H is called the parity check matrix of the code. A vector se(0,
1) is a vector of length n-k and is given by,

s=bH~.

s 1s called the syndrome of b.

Define a vectore=(e,, ¢, ...¢,)=(e(1),e(2),...,e(n)) (0,
1). e is called an error pattern. One can then define e=v+b.
Given an estimate of e, one could estimate v from b as
follows:

v=€E+b
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A property of the syndrome 1s that 1f b 1s a code word, then
s=0. Consequently,

s=bH'=(v+e)H =vH’ +eH’ =0+eH'=cH"’.

Theretore, the syndrome 1s conveying information about the
error pattern ¢ and 1s mndependent of the transmitted code
word v. There are 2" possible error patterns and only 2"7*
syndromes. Therefore, there are .k error patterns per syn-
drome. However, there 1s at most one error pattern with a
Hamming weight st=|[d__ -1]/2] per syndrome, where t is
called the error correcting capability of the code.

A common hard decision decoding algorithm 1s:

1. Compute s from b.

2. Find the error pattern € with Hamming weight <t for the
syndrome s.

3. Compute ¥=E+b.
When the true error pattern € has Hamming weight >t, there
may be no error pattern with Hamming weight =t for the
computed syndrome. There are many ways to handle this
condition. For present purposes, simply choose any one of
the possible error patterns with minimum Hamming weight
(there may be several) for 3.

Maximum likelihood decoding (MLD) 1s a soft decision
decoding rule which seeks to minimize the probability of
word error. MLD minimizes

Pr{(¥=v)|r}.

It can be shown that for the AWGN channel, MLD can be
accomplished by choosing for the estimate of v, the code
word which 1s closest to r. Closest 1s with respect to
Euclidean distance. Define ¢(1)e(-1, +1) as the ith element
of the jth code word (1=j=2%) in accordance with the
mapping (0, 1 =(-1, +1) respectively. MLD i1s accomplished
by finding the code word 7 that minimizes

L (1)
dist = ) (c;(i) = r(D))’
=1

or,

dist? = Z cA(i) - ZZ e (Dr(i) + Z (D).
i=1 i=1

=1

The first term 1n (1) is a constant (=n) since all components
of all code words are either -1, or +1. The last term 1s
constant for all 1 and 1s a measure of the energy in the
received vector. Therefore, to find the code word which 1s
closest to the received vector r, one needs to find the code

word ¢; which will maximize the correlation cc;, where cc;
1s defined by

7 (2)
cc ;= Z 00
i=1

One MLD algorithm 1s to correlate the received vector r with
cach of the j possible transmitted sequences or code words
(where 1=7=2%), and choose the one with the highest
correlation. Thais 1s called correlation decoding. This “direct”
approach 1s acceptable for small codes or low rate codes
where the number of code words 1s small (k<10). However,
this technique quickly becomes intractable for codes with
large k. For example, consider the (24, 12) extended Golay
code. Correlation decoding via this direct approach requires
approximately 98,300 addition-equivalent operations to
decode 12 information bats.
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An alternative technique that utilizes some of the princi-
pals of correlation decoding, but with significantly less
complexity and minimal loss in performance, 1s Pseudo-

Maximum Likelihood (PML) decoding. This technique is
described in “EFFICIENT BLOCK DECODING ALGO-
RITHMS EXPLOITING CHANNEL MEASUREMENT
INFORMATION” by William H. Thesling, Thesis for Doc-
tor of Engineering in Electrical Engineering, Cleveland
State University, Cleveland, Ohio (1995), the entire disclo-
sure of which 1s fully incorporated herein by reference. The
thesis 1s available from the Cleveland State University
Library, 1860 East 22nd Street, Cleveland, Ohio. Pertinent
portions thereof are included 1n this specification.

The basic technique 1s called Pseudo-Maximum Likeli-
hood (PML) since it is based on correction decoding which
1s considered to be the maximum likelihood decoding algo-
rithm. Compared to correlation decoding, the complexity of
PML 1s greatly reduced. The performance of this algorithm
can be made to be extremely close to maximum likelihood
even for high Bit Error Rates (BERs) (e.g. 107°) and
asymptotically approaches that of maximum likelihood
decoding with increasing signal to noise ratio (SNR).

Recall that for maximum likelihood decoding one can
compute the correlation c¢; for cach code word ¢,

cc ;= Z ¢ /(iyr(i)
i=1

and choose the code word ¢; which has maximum correla-
tion ¢c;. Considering the (23, 12) Golay code, there are 23
multiplications and 22 additions for each correlation value.
Since the code words are made up of +1 or -1, one can avoid
the multiplications and simply do additions and subtractions.
For all 4096 code words, this implies 4096x22 additions/
subtractions. This yields 90,112 additions/subtractions.
Notice that this ignores the “control overhead.” That is,
before doing an addition or subtraction, one still has to
decide which to do. If this algorithm 1s implemented in
dedicated hardware, (one circuit per code word) or dedicated
software code, one can indeed 1gnore this. One still needs to
search through the list of 4096 correlation values cc,, and
find the largest. Each step through the list requires a “greater
than” decision which 1s a subtraction and a conditional
branch on a negative result. This approximately brings the
total up to 94,208 operations per 12 bits of uncoded data
(98,304 for the (24, 12) extended Golay code).

The PML algorithm example herein 1s developed on the
(23, 12, 7) Golay code as well as the (24, 12, 8) extended
Golay code, but the ideas can be applied to any bit error
correcting linear block code. The algorithm begins with the
hard decision vector b, and the vector of reliability infor-
mation o. First the vector b 1s decoded via a hard decision
decoder. The PML algorithm requires that this first stage
forces a decoding to a nearby (in Hamming distance) code
word. Refer to this 1nitial decoding device as decoder 1, and
the code word which 1s the output of decoder 1 as the center
code word.

Consider the (23, 12) Golay code. Provided that the
received vector b has less than 4 errors, the center code word
will be the correct code word (the code word which was
transmitted). If b has 4 or more errors, than the center code
word 1s not the transmitted code word.

Owing to the linear property of the code, a vector XOR
between any two code words will yield another code word.
The weight distribution polynomial for this code 1s as
follows.
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A(z)=1+253z2"4506z" +1288z"+12882'°+5062°+253z"+z>"

Notice that there are 253 code words of Hamming weight 7,
and 506 code words of Hamming weight 8. There are no
code words of weight 9 or 10. The PML algorithm searches
through only the “close” code words. That 1s, those code
words which are close to the center code word (received
vector after hard decision decoding). For the (23, 12) Golay
code, the preferred choice 1s to consider only those code
words which differ from the center code word by code words
of Hamming weight 7 or 8. Define these code words as
nearby code words. This 1s depicted 1n FIG. 2.

Since this 1s a linear code, the code word distribution 1s
also the code word difference distribution. Here the trans-
mitted code word 1s received with noise resulting 1n the hard
decision vector b which has 5 hard decision errors. Decoder
1 makes a “correction” resulting 1 the center code word.
The PML algorithm will search through the set of nearby
code words deciding on the “best” code word from this set
(shaded region). (It should be noted that FIG. 2 is a two
dimensional illustration of a 24 dimensional entity. It is
meant for 1llustrative purposes only. Also, the diagram stops
at the 11th circle, it actually contains 24 circles).

One approach to accomplish this might be to vector XOR
all 759 code words of weight 7 or 8 with the center code
word, to generate the nearby code words, and then use
correlation to decide among this reduced set. This correla-
tion operation would require that each code word be made
up of elements from (-1,+1), and the received vector r.
Correlation at this point would require 22 additions/
subtractions per code word. This requires 759x22=16,698
additions and a search through the list of 760. This brings the
total number of operations down to 17,458. This can be
improved on by concentrating on the “difference in corre-
lation values” as opposed to the correlation values them-
selves. This “difference” 1s the difference between correla-
tion values of the nearby code words and the center code
word.

Consider a received binary vector b and a vector of
reliability information .. The maximum possible correlation
value 1s obtained by adding up all the reliability values. This
1s the correlation value of the vector b and the received
vector r. This 1s also the case when there are no errors 1n b,
or b 1s a code word.

CCppe = ZH: (i)
i=1

This 1s an upper bound on the correlation values. Any code
word which 1s different from b results in a correlation value
gven by

e ; = CChax — QZ 8. (D (i)
i=1

where 0_(1)e(0, 1) is the “Hamming difference” between b,
and the i”* code word. That is, it is the code word XOR the
received hard decision vector. With this, rather than finding
the maximum correlation, only the minimum “difference”
nceds to be found, where the difference 1s given by
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i=1

3

difference (per nearby code word) has the difference of the

center code word “added” onto a summation which consists

of only 7 or 8 terms. Therefore, define a difference metric
(DM) which i1s related to this dif

‘erence as follows,

5
for the center code word, the difference 1s give by .
r (3)
H DM = ) Cuwroms: (D)
dWCEﬂI‘E?‘C — ZEU){E(I) -
i 10
X _ o by decad - where ] runs from 1 through the total number “p” of nearby
i e(e(0, 1) 1s the error pattern found by A L. The code words (in this example, 759). The difference metric of
difference for each of the nearby code words 1s given by _ _ o
the center code word (j=0) is taken to be zero. If this is
y y 3) 15 performed 1n hardware, or 1f each difference metric calcu-
Affearbyc = A centerc + Z Cwrons (D(L) = QZ CwrorsDeli)a (i) lation is explicitly written in a computer program, then there
- - are 253x6+506x7 additions to perform (strictly additions, no
_ _ _ _ subtractions), and a search through the 759 results. This is a
where, CWWSJ'(.I)E(O’ 1) 1s the 1ith clement of the jth code »g total of 5060+759=5819 operations, which 1s an 1mprove-
word of Hamming weight 7 or 8. There are 759 such code _ _ _
words (1=)£759), and they will need to be individually ment over direct correlation decoding by a factor of 16.1
stored, or at least pointers to their non-zero positions need to (ignoring decoder 1 and the final vector XOR operation).
be stored. The first two terms in equation (3) correspond to _ , |
the positions where each nearby code word differs from b The PML algorithm can be summarized as follows:
neglecting any overlap between the two terms. The final 25 1 Perform hard decision decoding (HDD) on the received
term removes any overlap. Again, these values net—z:d only be hard decision vector b with a hard decision decoder which
cpmpl:lted for the 759 near})y code }NO?QS. This can be decodes to a code word (decoder 1).
simplified somewhat by altering the reliability vector . The
positions of the reliability vector where decoder 1 identified 2. In the reliability vector o, complement the sign of the
a bit 1 error, are replaced with their negative values. This 39 values at the locations where decoder 1 complements bits in
yields a slightly altered new reliability vector c... Equation  the decoding process. Define this new reliability vector as
(3) becomes, o
. 4 3. Compute the difference metrics for all nearby code
diffpearvye = Al comerc + Z Cwrors (D (i) 25 words which are expressed as a sum of operands from the set
=1 ae(i)'
4. Find the minimum difference metric, and note the
The differences (Eq. 4) of the 760 code words (759 nearby corresponding code word. (This code word will be of weight
code words, and the 1 center code word) which need to be 7 or 8 for the Golay code.)
scarched to find the mimimum difference are computed. 40 5 Perf XOR b h q i
Notice that the 759 vector XOR’s are not performed. The - perlorm a vector em?:een the center code word,
approach is to find the minimum difference first, then and the code word from part 4. This becomes the output code
perform a single vector XOR to obtain the best code word. word.
This vector XOR will be between the center code word, and The following is an example of the Pseudo Maximum
that weight 7 or 8 code word which gave rise to the 45 [ jkelihood algorithm performed on the (23, 13) Golay code.
minimum difference. _
Notice that the “choose minimum difference” operation 1s C01?51der the Go.lay code and assume the all zeros code
really not concerned with what the difference is, only 1n word 1s the transmitted code word.
finding the code word with the minimum difference. Every Let
(L =
ap (O] as| 0| Os| ae| a7 ag| o |Cio|Cir|Cia|C13|Cig|is|Cis|Ci7|Clig|CiofClag|Clar|Ctan|Clas
Let
b =
oJoJoJoJoJoJaJ1JoJoJoJ1iJoJoJoJoJoJoJ1iJoJoJoJo]
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Therefore, the received hard decision vector b has 4 errors
at locations 7, &, 12 and 19.

Let the associated syndrome and error pattern of b yield

EP

10

zero. The only way a difference metric from a nearby code
word can be a minimum, 1s for 1t to be negative. A difference
metric cannot possibly have a negative value unless at least

ofofl1]o]of0o]O

0{0]

Decoder 1 alleges errors at locations 4, 9 and 17. The center
code word and o, are given by:

Center Code word =

one of the operands 1s negative. That 1s, at least one of the
non-zero elements in C, (1) must correspond to a posi-

[oJoJoJaiJoJoJaJaiJaJoJoJ1JoJoJoJo of1fofo]o]o0O
QL =
ap [ as-aqf as[ as [ a7 as [Fao[aie]ari[ar]aa[aa]os] e -7 | Qg Ct1g]C2o{ o1 |O22] 23]

PML calculates the 760 difference metrics (DM) for all
code words of Hamming weight 7 or 8.

In this example the minimum DM should correspond to
the center code word 1tself.

This code word XOR the center code word yields the all
zeros code word (which is the transmitted code word in
this example).

For a cyclic code, the cyclic property of the code can be
exploited to further simplity the PML algorithm with a very
small degradation in performance (with respect to PML). A
cyclic code has the property that any code word can be
cyclically shifted 1 position and the resulting vector 1s a code
word. Cyclic PML 1s PML with a condition on the search
space to reduce its size. This 1s depicted 1in FIG. 3.

Notice that the search space 1s reduced by eliminating
those code words which are “further” away from the
received hard decision vector b. To accomplish this, the
condition on the search space 1s to consider only those
nearby code words which differ from the center code 1n the
position of the lowest value of o (1). That 1s, use only those
nearby code words which will “return to 1ts received value”
the one position most likely to have been correct, which
decoder 1 alleged 1n error. The reason for this 1s that since
the center code word will always be considered 1n the search
space, the search space 1s populated with code words which
assume the first decoder’s correction was wrong. This can be
performed by a separate subroutine that stores the subset of
nearby code words (from the set of nearby code words)
based on the location of the minimum values 1n ...

Consider again the difference metric calculation of the
Golay code which is a cyclic code (Eq. 3). Since there are
only 7 or 8 non-zero elements in Cyy,, (1) and thus in the
difference metric, each difference metric 1s computed via the
addition of 7 (or 8) operands from the set of 23 a (i)’s. All
of the o (1)’s are positive except those which are in the
positions alleged to be 1n error by decoder 1 . Those values
will be negative (or zero). Once all the difference metrics are
computed, a search 1s performed to find the minimum. The
difference metric of the center code word 1s defined to be

30

35

40

45

50

55

60

65

tion alleged to be in error by decoder 1 (one of the non-zero
positions in the error pattern).

For cyclic PML, a search 1s performed to find the mini-
mum value of a_ . The minimum value must correspond to
onc of the non-zero positions in the error pattern, so the
scarch need only be through that set. If there are no negative
values, the center code word 1s the output code word
regardless of what else is done (MLD or PML). If there are
negative values, then the center code word and the altered
reliability vector o, are cyclically shifted (or rotated) until
the position of minimum (altered) reliability o, is in a
predetermined position, which 1n this example 1s the first
position. The set of nearby code words 1n cyclic PML 1s a
subset of the set of nearby code words in PML. The set of
welght 7 or 8 code words 1n cyclic PML 1s made up of the
welght 7 or 8 code words in PML which have a 1 in the first
position. For the Golay code, there are only 253 such code
words. Decoding 1s performed as in PML with the number
of difference metrics reduced to 254 (253 nearby code
words, and the 1 center code word). The resulting code word
1s rotated back to its original state upon completion of the
vector XOR stage.

The cyclic PML algorithm can be summarized as follows:

1. Perform hard decision decoding (HDD) on the hard
decision vector b with a hard decision decoder which
decodes to a code word (decoder 1).

2. In the reliability vector o (a(1)), complement the sign
of the values at the locations where decoder 1 complements
bits 1n the decoding process. Define this new reliability
vector as o, (o (1)).

3. Find the location of the minimum value in «_ and
cyclically shift both the center code word, and ¢ until this
value 1s 1n the first position.

4. Compute the difference metrics for all nearby code
words which are expressed as a sum of operands from the set
o (1).

5. Find the minimum difference metric, and note the
corresponding code word. (This code word will be of weight
7 or 8 for the Golay code.)

6. Perform a vector XOR between the center code word,
and the code word from part 5. This becomes the rotated
output code word.
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/. Shift the rotated output code word back to its original Cyclic PML finds the minimum value of . and proceeds
position by performing a cyclic shift which 1s the inverse of as if this position is in error in the Center Code word.
the shift in part 3. The resulting code word 1s the output code (This must come from position 4, 9 or 17.)
word.

The following is an example of the Cyclic PML algorithm 5 This position 1s rotated to the first position.

performed on the (23, 12) Golay code. Consider the Golay

code and assume the all zeros code word 1s the transmitted Let the mimimum value of o, occur 1n position 9. Cyclically
code word. rotate the Center Code word and o, until position 9 is 1n the
Let first position.

(1 =

ap|az| 03| 04| as|ag| a7 |ag| Qo [arofir|Cig| i3 Cia|Cis|is|Ci17|Cig[Qio|Ci20| 01 |C2|023

et

[oToJoJoJoJoJaJaJoJoJoJaJoJoJoJoJoJoJ1To

Therefore, the received hard decision vector b has 4 errors
at locations 7, 8, 12 and 19.
Let the associated syndrome and error pattern of b yield

EP

[OJoJo[1JoJoJoJoJ1JoJoJoJoJoJoJo[1[JoJoJoO

0JO0[0]

40
Decoder 1 alleges errors at locations 4, 9 and 17/7. The center

code word and o, are given by;

Center Code word =

[oToJoJaJoJoJaJaJaJoJoJaJoJoJoJoJ1JolaJoJoJoTo

Oty | Qg [ O3 [~y 05 Qg | Q7 | Og |[—Clo| Oy Cryg |CpafCty3[CygfCys| i) —Ol17 [Og

CL19[0g

55
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Center Code word (rotated) =

14

[1JoJoJaJoJoJoJoJ1iJoJ1iJoJoJoTo ojJof1fofof1]1]

0. (rotated) =

[Fao]aro]o o] as[asfars[as oz [as] oo a0z o] o Tas Jas [-afasTas [ ar [ os
15

Cyclic PML calculates the 254 difference metrics (DM)
for all code words of Hamming weight 7 or 8 which

also have a 1 1n the first position.

In this example the minimum DM should correspond to
the center code word (rotated) itself.

This code word XOR the center code word yields the all
zeros code word.

An 1nverse rotation needs to be performed to return the
corrected code word to its original alignment.

This 1s the output code word.

Since cyclic PML performs very nearly as well as PML
which 1n turn performs very nearly as well as true maximum
likelihood decoding MLD, one might consider reducing the
scarch space even further. This 1s depicted in FIG. 4.

Cyclic-1 PML 1s accomplished via a rotation of the center
code word and altered reliability vector o, until the position
of interest (minimum o, (1)) 1s in the first position, thereby
simplifying the difference metric calculation. Consider a
“two-position search” variant of PML referred to herein as
Cyclic-2 PML. Unlike the one position search algorithm,
there 1s no stmple “trick” to force the second minimum value
into a common position. A search 1s performed on (1) to
find the first minimum. The center code word and the vector
of reliability data o are rotated to move this position to the
first position as 1n cyclic-1 PML. A second search 1s per-
formed on the rotated ale(i) to find the second minimum.
The second minimum can be 1n any one of the n-1 remaining
positions. For each of the n-1 positions a separate set of
nearby code words 1s considered. When the algorithm 1is
performed via a computer program, this amounts to a
different subroutine for each of the n-1 possible locations of
the second minimum. The memory requirements increase
considerably. However, the number of operations which
need to be performed to decode any one received vector 1s
further reduced. For the Golay code, given 2 positions, the
set of weight 7 or 8 code words which needs to be considered
1s only of si1ze 77.

Another approach 1s to eliminate from each difference
metric the two reliability values corresponding to the posi-
tions of the two minimum values of & (i), and redefining the
difference metric of the center code word to be minus the

™
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position), after rotation). This saves roughly 77x2 or 154
additions with respect to directly computing the difference
metrics DM.

Quasi-cyclic codes, for example, an extended Hamming
code, can be accommodated by performing the two searches
first. After the first and second minimums are found, rotate
the cyclic portion for the (at least one—both minimum bit
locations could be in the cyclic portion) bit in the cyclic part
of the code.

The cyclic-2 PML algorithm for any cyclic linear block
code can be summarized as follows:

1. Perform hard decision decoding (HDD) on the hard
decision vector with a hard decision decoder which decodes
to a code word (decoder 1).

2. In the reliability vector o, complement the sign of the
values at the locations where the hard decision decoder
complements bits 1n the decoding process. Delfine this new
reliability vector as a..

3. Find the location of the minimum value of ¢ (i) , and
cyclically shift both the center code word, and reliability
vector o, (o (1)) until this value is in the first position.

4. Find the location of the second minimum value of o (1),
and note this location.

5. Compute the difference metrics for all nearby code
words which are expressed as a sum of operands from the set
o (1). Typically each difference metric will require 2t addi-
tions to compute. The nearby code words 1n this set 1s a
subset of the nearby code words in cyclic-1 PML. The
nearby code words 1s this set have a 1 1n the first location,
and a 1 1n the location from part 4.

6. Find the minimum difference metric, and note the
corresponding code word.

7. Perform a vector XOR between the (rotated) center
code word, and the code word from part 6. This becomes the
rotated output code word.

8. Shift the rotated output code word back to 1ts original

position by performing a cyclic shift which is the inverse of
the shift in part 3. The resulting code word 1s the output code
word.
The following 1s an example of the Cyclic-2 PML algorithm
performed on the (23, 12) Golay code. Consider the Golay
code and assume the all zeros code word 1s the transmitted
code word.

sum of these two values (a (1) and a, (second minimum Let
(I =
Qp[Op| 3| Q| Qs| Qg Q7| Qg | Qo |Q1g|Ci1 |1 C13|Cia|Oy5[Ci6[C17| 18| A1o|Chag|Clar|Can|Ca3

Iet



3,930,272

15

1J1JoJoJoJ1JoJoJoJo

Therefore, the received hard decision vector b has 4 errors
at locations 7, 8, 12 and 19.
Let the associated syndrome and error pattern of b yield

EP =

Let the second minimum occur in position (after rotation)

10° 19,

Cyclic-2 PML calculates the 77 di.

[OJoJo[1JoJoJoJoJ1JoJoJoJoJoJo[o

010 ]

Decoder 1 alleges errors at locations 4, 9 and 17. The center
code word and o, are given by;

Center Code word =

20

ference metrics (DM)

for all code words of Hamming weight 7 or 8 which have a
1 1 the 1st position, and a 1 1n the 9th position.

lofolo]1]o]f0

11111

oJoJ1JoJoJoJo

Oy | Qg [ O3 |=Cty] Q5 [ Ot | OL7 | g [—Olo] Oty Chyg [ Q1o CLia| C1g| Oys[ Oi6f —Ct17 [t1g| CLig]Oop

Cyclic PML finds the minimum value of ¢._ and proceeds
as 1f this position 1s 1n error 1n the Center Code word.
(This must come from position 4, 9 or 17.)

This position 1s rotated to the first position.

Let the minimum value of o, occur in position 9. Cyclically
rotate the Center Code word and o until position 9 1s 1 the
first position.

Center Code word (rotated) =

35

In this example the mimimum DM should correspond to

the Center Code word (rotated) itself.

This code word XOR the Center Code word yields the all

40

zeros code word.

An 1nverse rotation needs to be performed to return the

[1JoJoJ1JoJoJoJoJaJoJ1JoJoJoJoloJoJoJiJoJoJ1]1]
. (rotated) =
[Fowo[Cro [ [z [Orra] e [Chis [ Clig [Oti7 ] Cig| Cio Ozo| Ozt [ G [ G| O | Oz [ O [0 Ois [ O [ O7 | Ot

Cyclic-2 PML finds the second minimum value of o,

(rotated) and proceeds as if this position is also in error
in the Center Code word.

In general, this position can come from any of the remaining
positions 2—-23. In this example, the Hamming weight of the
error pattern 1s >1, so the second minimum must also come
from one of the positions alleged to be 1n error by decoder
1. That 1s a4, or o, which (after rotation) are in locations 9
and 19 respectively.

corrected code word to 1ts original alignment, to pro-
duce the output code word.

Note that the 77 difference metrics are different for each

o Of the 22 possible locations of the second minimum. Fewer
difference metrics need to be computed to decode a given
code word.
Stated generally, the search space reduction process

mvolving Cyclic-1 and Cyclic-2 can be extended to other
65 codes with minimum distances greater than four. In such a
code, 1dentify the set of nearby code words that differ from
the center code wordind,_ . +1 positions or less. The number




3,930,272

17

of searches through ¢ for the minimum values 1s then
defined by |d__ /2 |.

In accordance with the present invention, 1n addition to
solt decision decoding, an iterative decoding process for a
product code requires that each decode process provide not
only an output bit, but a measure of the reliability of that bat.
More precisely, this 1s a measure of the likelihood that each
decoded bit 1s correct as computed by the magnitude of the
log likelihood ratio. Thus, for decoding a block code via soft
information, the likelihood that the output code word con-
tains a logical 1 in the mth position 1s given by

sk—1

2,

J=LCW j(my=+1

(6)
Pr(CW;|r)

Ayim)=1n

yh—1
> Pr(CW;|r)
J=LCW j(m)=—1

where Pr(CW]r) is the probability that the jth code word was
transmitted given the received vector r. The numerator is the
sum of the probabilities of all the 2*~! code words which
have a +1 (or a logical 1) in the m” position, while the
denominator is the sum of the probabilities of all 2" code
words which have a -1 (or a logical 0) in the m” position.
Each probability 1s an exponential function of the distance
between each code word, and the received vector r. That 1s,

1
Viro

PR(CW ;| r) = o [T (CWCi—rin?] /20 (7)

where o” is the variance of the noise and CW(i) is the ith
element in the jth code word in (+1, —1) notation. It is
extremely difficult to evaluate the likelihood ratio via this
definition directly 1n real time. However, due to the expo-
nential nature of the probabilities and the distance structure
of the code, usually one term dominates 1n the numerator
and one term dominates in the denominator. This property
can be exploited to obtain an estimate of the log likelihood
ratio for each term.

When considering only the one dominant term in both the
numerator and denominator, the log likelihood ratio can be
approximated by

1 [ n n | (8)
D CWir(D - ) CWolir(D)
i=1 i=1 i

where CW, (i) is the i element in the numerator code word
which corresponds to a logical 1 in the m™ position (in (+1,
~1) notation) and CW,(1) is the i element in the denomi-
nator code word which corresponds to a logical 0 in the m™*
position (again in (+1, —1) notation).

Therefore, 1n accordance with the mvention, a reasonable
estimate of the soit value for each output bit 1s the difference
1n correlauon values between the dominant code word with
a 1 1n the m " position and the dominant code word with a
0 in the m™ position. For finding these dominant code words,
this 1s where certain properties of the Cyclic-2 PML algo-
rithm are exploited. Consider the following observations
about the Cyclic-2 PML algorithm when applied to extended
Hamming codes with particular attention given to the (64,
57) extended Hamming code.

The Cyclic-2 PML algorithm generates a center code
word and a small set of nearby code words which
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consists of only (n-2)/2 code words (31 for the (64, 57)
example code).

Since d_ . =4 for the extended Hamming codes, each code
word 1n the set of nearby code words ditfers from the
center code word 1n four locations. Also, the difference

pattern 1s 1itself a code word.

After rotation 1n the Cyclic-2 PML decoding process, two
of these four locations are common to all nearby code
words.

Each of the remaining n-2 positions (62 for the (64, 57)
example code) is different from the center code word in
exactly one of the nearby code words (31 for the (64,
57) example code). Thus, each of the nearby code
words has 2 positions that are different from the center
code word.

The difference metric (DM) calculated for each nearby
code word 1s related to the difference between a refer-
ence value, and the correlation value of that code word.

That 18,

& (9)
DM ; = REF — Z CW ;(i)r(i)

i=1

Since the reference values will cancel, replace the log
likelihood ratio estimate by

1 | & . . & . . _ (9)
Alm) ~ ) ; CW, (Or() — ; CWyo(Dr(t)| > DMy — DM,

which 1s proportional to the log likelihood ratio estimate.
Since these values are being compared among themselves,
omit the constant of proportionality (1/07).

These observed properties of the cyclic-2 PML algorithm
are the key to determining the soft output value based on the
difference 1n correlation values between the dominate code
word with a 1 1n the mth position and the dominant code
word with a 0 in the mth position. Also, one would like to
output hard decision data and reliability information so the
next decoding will have the data 1n an appropriate format.

The search for the dominant code words for the log
likelihood ratio approximation will be confined to the center
code word and the set of nearby code words. The cyclic-2
PML algorithm will yield an output code word, so one will
want to produce the confidence measure for each bit in the
output code word. This confidence value 1s the absolute
value of the log likelihood ratio estimate. The output code
word 1s the code word which has the highest correlation, or
the smallest difference metric DM. Takmg the difference
between the DMs for each code word in the set of nearby
code words (and center code word) and the DM of the output
code word, will yield the confidence of each bit in the output
code word. This 1s the desired information. Since the
cyclic-2 PML algorithm determines the output code word
while rotated, the reliability values are generated while
rotated also. All nearby code words are similar to the center
code word except 1n four positions. Two of the four positions
are the first position and the jth position (locations of first
and second minimum respectively). The other two positions
are unique to each nearby code word. The DM of the center
code word 1s defined to be 0, however, the computations can
be facilitated by changing this to [a(1)+a())]. These terms
are common to all nearby code words, so by accounting for
them 1n the center code word DM, they can be eliminated
from the DM calculation of each nearby code word.
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Given that the center code word 1s the output code word,
the reliability value for each bit (the magnitude of the log
likelihood ratio approximation) is the DM value for the code
word which differs from the center code word at the location
of the bit, minus the DM {for the center code word. The
reliability for the first and jth bit positions 1s the minimum
of all DM for each nearby code word.

If the output code word 1s one of the nearby code words,
then the reliability value for each bait 1s the difference in DM
values for the code word which differs from the center code
word at the location of the bit, and the DM of the output code
word. The reliability for the first and jth bit positions 1s the
difference 1n DM values between the center code word, the
output code word. The reliability of the two bits unique to
the output code word 1s the difference between the DM
values between the output code word, and that nearby code
word (or the center code word) which had the second
smallest value.

The SISO cyclic-2 PML algorithm for the (64, 57)
extended Hamming code 1s summarized as follows:

1) Perform hard decision decoding (with a decoder that
decodes to a code word) on a copy of the hard decision
vector. Call this result the center code word.

2) In the reliability vector, complement the sign of the
values at the locations where the hard decision decoder
complements bits. Define this new reliability vector as a._.

3) Find the location of the minimum value of o, (1), and
cyclically shift both the center code word, and reliability
vector ., until this value 1s 1n the first position.

4) Find the location of the second minimum value of o
(1), and note this location.

5) Compute the DMs for all (31) nearby code words
which are expressed as a sum of operands from the set a_ (1).
All nearby code words differ from the center code word in
both the 1st position and the position from step 4 (along with
2 other positions unique to that code word). Since these two
position can be accounted for in the DM of the center code
word, they are not needed for the DM calculation of the
nearby code words. Consequently, each nearby code word’s
DM 1s computed with the addition of only two values from
a... Next, replace the two values 1n o used to compute each
DM with the value of the DM itself. The values of o (1) and
o (2nd minimum) are both replaced with the negative sum
—| . (1)+c (2nd minimum)].

6) Find the minimum DM among the (31) nearby code
words and the center code word, and note the corresponding,
weight 4 (or weight zero) code word. Also note the two
positions which were used to compute the DM.

7) Find the second minimum DM.

8) Perform a vector XOR between the (rotated) center
code word, and the code word of minimum DM from part 6.
This becomes the rotated output code word.

9) Subtract the minimum difference metric from each
value in o (which were replaced with DMs.)

10) The two positions of a,_ from part 6 are replaced with
the difference between the second minimum DM, and the
minimum DM (both from part 6). 11) Shift the rotated output
code word and reliability vectors back to their original
positions by performing a cyclic shift which 1s the inverse of
the sift 1in part 3. The resulting code word 1s the output code
word, and the resulting reliability vector o 1s the output
reliability vector c.

Example Code Simulation Results

The example code is a product code built from the (64, 57)
extended Hamming code. This code consists of 64 blocks
resulting in a (4096, 3249) code. Define one iteration as the
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decoding of 64 blocks horizontally, followed by decoding 64
blocks vertically. FIG. 5 shows the BER performance curves
for this code for the first 3 1terations. All simulations were
carried out until a minimum of 1000 bit errors were
received. It can be seen that the performance slows after the
second 1teration. In fact, the increase in performance stops
completely after the third iteration with 6.0 dB of coding

gain at a BER of 107°.

Those skilled 1n the art will appreciate that the imnvention
can be carried out enfirely i1n software, 1 dedicated
hardware, or a combination of the two. The specific hard-
ware requirements will be determined by the complexity of
the block code being used, as well as the particular aspects
of the decoding process used. For example, the number of
subroutines used to search the nearby code words will
determine in part the memory requirements for the system.
One approach for carrying out the processes of the present
invention would be the use of address translation logic along
with a general purpose processor, such as an x86 or Pen-
fium® processor. Alternatively, application specific inte-
grated circuits (ASICs) could be designed to execute the
functions i1dentified herein, including address translation
logic, vector XOR operations, additions, subtractions and
compares.

While the invention has been shown and described with
respect to specific embodiments thereof, this 1s for the
purpose of 1llustration rather than limitation, and other
variations and modifications of the specific embodiments
herein shown and described will be apparent to those skilled
in the art within the intended spirit and scope of the
invention as set forth 1 the appended claims.

I claim:

1. A method for decoding a linear block code of infor-
mation bits transmitted across a signal channel, comprising
the steps of:

a) receiving the transmitted signals from the channel and
converting the received signals into a number of
received vectors r with each received vector having a
length of n; and for each vector r,

b) performing hard decisions on r to produce a hard
decision data vector b and a corresponding reliability
information vector o and performing hard decision
decoding on b to produce an error pattern €, and further
converting each vector b mto a center code word; the
vector o and the center code word each having a length
1,

c) identifying a set of j=0 to p nearby code words
including the center code word;

d) determining, for each nearby code word a difference
metric DM, wherein each ditference metric DM; 1s
defined by the following relationship:

DM =>0,(Da(I) for =0 to n

Where 0,€(0, 1) 1s the Hamming difference between b and the
1’ nearby code word;

¢) identifying a minimum difference metric DM . and
determining an output code word as being that code
word which corresponds to DM_ . ; and

f) assigning a confidence measure for each bit m in the
output code word based on a difference of difference
metrlc values for the dominant code word with a “1” 1n
the m* posmon and the dominant code word with a “0”
in the m” position.

2. The method of claim 1 wherein 1=0 for the center code

word and the difference metric for the center code word 1s
defined by the following relationship:
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DM =2¢e()a(l) for I=0 to n.

3. The method of claim 1 wherein the dominant code word
with a “1” in the m™ position is defined as the code word
with a mimimum difference metric and having a “1”1n the
m™ position from the set of nearby code words, and the
dominant code word with a “0” in the m** position is defined
as the code word with a minimum difference metric and
having a “0” in the m™ position from the set of nearby code
words.

4. The method of claim 1 wherein the step of identifying,
the set of nearby code words 1ncludes the step of selecting
those nearby code words having a predetermined Hamming
distance from the center code word.

5. The method of claim 4 comprising the steps of: 1) in the
reliability vector o complementing the sign of each position
corresponding to each bit of the vector b that was comple-
mented to produce the center code word, to produce a
reliability vector c._; 2) locating which position (a,.,) in o,
has a first minimum value; and 3) shifting the center code
word and the vector ¢._ so said minimum value position 1s in
a predetermined position.

6. The method of claim § comprising the step of locating
which position () in o, has a second minimum value; and

restricting the set of nearby code words to a subset of
nearby code words having different values 1n positions
x1 and x2 compared to the center code word.

7. The method of claim 1 wherein each said difference of
difference metrics calculation used to assign a confidence
measure for each m” position in the output code word
approximates a log likelihood ratio estimate of a dominant
code word with a “1” in the m” position and a dominant
code word with a “0” in the m™ position.

8. The method of claim 7 wherein each difference metric
1s related to the correlation between a code word and the
vector b.

9. The method of claim 1 wherein the output code word
1s hard output information and the confidence measure for
cach bit thereof 1s used as soit output information.

10. The method of claim 9 wheremn said soft output
coniidence measure and output code word are further input
for an 1iterative decoding process.

11. The method of claim 1 wherein said step of producing
an error pattern ¢ 1s performed by computing a syndrome on
the vector b.

12. The method of claim 11 comprising the step of using
an absolute value of each element 1n r to generate a.

13. The method of claim 12 comprising the step of
converting each vector b 1to a center code word by per-
forming a vector XOR between ¢ and b.
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14. The method of claim 13 comprising the step of
replacing each element 1n the vector o with the negative of
that value at those locations where there 1s a 1 1n the vector
c.

15. The method of claim 1 wherein the step of identifying
a set of nearby code words comprises identifying code
words having a Hamming distance of d,_. . or less from the
center code word.

16. The method of claim 15 wherein for a cyclic code, the
set of nearby code words 1s further reduced by searching
through ¢, for d_ . /2 minimum value positions.

17. A method for decoding a linear block code to produce
soft output information, comprising the steps of:

a) performing hard decisions on a received vector r to
produce a hard decision data vector b and a reliability
vector ¢, both of length n;

b) decoding the vector b to a legitimate center code word;

c) identifying a set of j nearby code words including the
center code word;

™

d) determining for each nearby code word a difference
metric that corresponds to the correlation between said
cach nearby code word and the vector b;

¢) producing an output code word based on a minimum
difference metric; and

f) assigning a confidence measure for each bit m in the
output code word based on a difference of difference
metrics that approximates the likelihood that the m™ bit
in the output code word 1s correct.

18. The method of claim 17 wherein a difference metric

1s related to the correlation of a code word to the vector b.

19. The method of claim 17 wherein each said difference
of difference metrics calculation used to assign a confidence
measure for each m” (for m=1 to n) position in the output
code word approximates a log likelihood ratio estimate of a
dominant code word with a “1” in the m” position and the
dominant code word with a “0” in the m™ position.

20. The method of claim 19 wherein the dominant code
word with a “1” in the m™ position is defined as the code
word with a minimum difference metric and having a “1” 1n
the m” position from the set of nearby code words, and the
dominant code word with a “0” in the m™ position is defined
as the code word with a minimum difference metric and
having a “0” in the m™ position from the set of nearby code
words.
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