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NETWORK FOR MUTUALLY CONNECTING
COMPUTERS AND COMMUNICATING
METHOD USING SUCH NETWORK

This application 1s a cip application of a patent applica-
fion Ser. No. 08/297,280 filed on Aug. 29, 1994, now
abandoned, by H. Murayama et al. and 1its disclosure con-
tents are incorporated herein by reference.

BACKGROUND OF THE INVENTION

The present mnvention relates to a data processing system
such as parallel computer system, distributed processing
network, or the like 1n which two or more computer systems
are connected through a mutual connection network, thereby
enabling parallel processings and distributed processings.

A packet transfer 1s disclosed in D. E. Comer, et al.,
“INTERNETWORKING WITH TCP/IP VOLUME II,
Chapter 2, The Structure of TCP/IP Software In An Oper-

ating System”, Prentice-Hall International Editors, pp. 7-24,
1991.

In the parallel computer system, one application for
parallel processings previously divides processings into a
plurality of nodes of parallel computers and each processing
1s executed 1n parallel and, by performing an inter-node
communication at a node between the processings, the
whole processings are cooperatively executed.

As a conventional technique of a mutual connection
network among computers for performing parallel
processings, for example, there are “Virtual Cut-Through: A
New Computer Communication Switching Technique”,
Computer Network 3 (1979), pp 267-286, North-Holland
Publishing Company, and “Parallel Processor” of JP-A-60-
84661 (U.S. Pat. No. 4,814,973). According to those
techniques, a message- or packet-transfer circuit 1 a pro-
cessing element (hereinafter, referred to as a PE) of a parallel
computer transmits an inter-processor packet constructed by
an address and data 1n an order of an address portion first
and, subsequently, a data portion. A packet communication
network for switching a path for packets 1s constructed by
one or a plurality of packet path change-over switches and
sets a communication path at a time when the address
portion 1s received. Each packet path change-over switch
releases the communication path at a time point when the
transmission of all packets 1s completed. Such a communi-
cation system 1s also called a Wormhole communication.
Generally, a communication path of the mutual connection
network for the parallel computers includes such a packet
transfer circuit and such packet path change-over switches.
Each packet 1s separated to units of a small capacity called
flits or cells and transferred. In the case where the packet
path change-over switch on the reception side or a reception
cell buffer of a small capacity which the PE has 1s 1n a busy
state, 1n order to prevent that the reception cell or packet 1s
abandoned, the transmission 1s waited by a hardware flow
control for turning off a transmission permission signal of
the cell to be sent to the transmission side for a period of
time until 1t can be received.

As mentioned above, 1n the case where 1t 1s guaranteed
between PEs 1n the parallel computer system to receive each
cell 1n a predetermined time by setting a granularity of each
partial process that 1s received to a proper value to execute
predetermined tasks, even if there 1s no large capacity bufler
to store all of the packets, a reliable communication of a high
throughput and a low latency can be cheaply realized by
adding a communication buffer to the communication path
in the parallel computers and by hardware flow controlling
them.
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As another conventional technique, a communication on
an LAN (Local Area Network) such as Ethernet, FDDI, or

the like will now be described.

In each of the computers connected to the AN, a number
of various distributed application softwares which are not
predetermined are running. The hardware flow control func-
tion does not exist in the communication on the LAN.
Therefore, when much data from many PEs are sent to a
specific computer, processing capabilities of the packet
transfer circuit and communication software will be lacking
and a computer system on the reception side abandons the
packet. For the packet abandoned by the computer system on
the reception side, another packet will be retransmitted by
using a transmission acknowledging function and a retrans-
mitting function by the communication software.

In the L AN, there are the following requirements different
from those of the mutual connection network for parallel
Processings.

(a) There is no flow control function providing decreased
throughput for succeeding packets between the trans-
mission side and reception side.

(b) The whole LAN is not stopped by a fault or state in a
computer connected to the LAN.

In recent years, there 1s a high performance parallel

computer system wherein a plurality of high quality com-

puters of similar capabilities are connected by a high speed

switching network through a high speed communication
path over a distance of up to 100 m (“Clusters STAY UP and

GROW HUGE”, DATAMATION, pp. 3945, September,
1994). Such a system is called a cluster system and can
realize a performance similar to that of the conventional
parallel computers. Although the cluster system 1s used as
one parallel computer system 1n the ordinary operation, it 1s
considered that in the other cases, the cluster system 1is
effectively used as a network (of the LAN type) which a
number of unspecified users (application programs) indi-
vidually use (hereinafter, such a use is called a network for
distributed processings).

As mentioned above, however, the network for distributed
processings such as an LAN or the like has a feature
different from that of the mutual connection network of the
parallel computers. When, therefore, the mutual connection
network of the parallel computers 1s simply used as a part of
the network for distributed processes, there are the following
problems.

(a) Although the hardware flow control is effective for
communications within the parallel processing system,
it will deteriorate the throughput in communications
within an LAN connected to a distributed processing
system.

(b) With respect to the prevention of the spread of fault:

In case of a fault in one of computers for distributed
processings, 1t 1S necessary to prevent the fault from spread-
ing over the other computers connected to the LAN. Then,
it will be desirable to retransmit data to/from the one
computer after the normal operation 1s recovered rather than
to stop the whole system until its recovery. On the other
hand, 1n case of a fault 1n one of parallel processing
computers, for example, a hang-up of the packet transfer
circuit, when the hardware flow control functions, the packet
1s stopped on the packet transfer circuit or packet transfer
network, so that the transmission side also enters a trans-
mission stop state and the communication path from the
computer on the transmission side to the computer that
cannot receive 1s blocked. Further, another computer having
the transmission packet to such an unreceivable computer
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also enters a waiting state of the communication path and, a
problem such that the whole cluster system finally stops
occurs. As mentioned above, 1n the case 1n which the packets
are received 1 a predetermined time as a system 1S not
cuaranteed, 1f the hardware flow control operates, a problem
such that the whole cluster system finally stops occurs.

As a prerequisite of the above circumstances, one com-
munication path 1s assumed because normally one applica-
fion program 1s executed in one time. When a plurality of
paths can be logically constructed, although the whole
cluster system does not always stop, a problem that through-
put over stopped paths deteriorates remains.

Factors deteriorating the data reception in a predeter-
mined time through the communication path blocked
because of the hardware flow control not guaranteed are
explained below.

(a) Lack of supplying capability of reception buffer by
communication software of computer on the reception
side

In the case where there 1s no remaining reception bufler

of the computer on the reception side, there 1s a possibility
that the network adapter’s receiving operation stops for a
pertod of time unftil the activation of the communication
software of the computer on the reception side and, during
the period the whole cluster system stops.

(b) The packet transfer adapter of the computer on the
reception side 1s not 1n operation, deteriorating opera-
tion of the communication network connected to the
computer (including incompletion of the recovery pro-
cess after the fault occurred).

(¢) Hardware fault of the packet transfer circuit on the
transmission side after the circuit connected a path.

(d) Hardware fault of the packet transfer circuit on the
reception side.

(e¢) Disconnection of the computers on the transmission
side from the network under a state of holding a path.

() Disconnection of the computers on the reception side
from the network before reception.

SUMMARY OF THE INVENTION

It 1s an object of the mvention to realize a mutual
connection network which has a hardware flow control that
can be applied to parallel processings and can be also used
for distributed processings.

Another object of the invention 1s to decrease a software
overhead for interruption and switching of data transfer
among computers 1 a multiprocessor system, enhancing
cifective processings.

Another object of the invention 1s to cheaply provide a
mutual connection network having block releasing means of
a communication path in which the operation can be
switched on the basis of a designation of the user in
accordance with an operating state (mutual connection net-
work is operated integratedly or divisionally) of the network
or a detecting state of the blocking in a manner such that
when the network 1s used as a mutual connection network
for parallel processes, since both of a hardware and a
software are under the management of one user, even when
the software 1s 1n an unreceivable state, the computers on the
transmission side and reception side don’t abandon the
packets, and when the network 1s used as a network for
distributed processes, the computers on the transmission
side and reception side abandon the packets so long as the
software and hardware are in the unreceivable state.

Still another object of the invention 1s to cheaply provide
parallel computers in which a communication program on
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the transmission side 1nstructs a packet having information
regarding a communication program on the reception side to
be activated 1 a packet header and the reception side has a
mechanism to switch and activate the communication pro-
oram on the basis of the above 1nstruction mnformation.

Further another object of the mvention 1s that 1n a com-
puter system constructed by a plurality of computers con-
nected by a network, a software overhead 1n association with
an interruption and a switching are reduced, thereby improv-
ing a processing efficiency of the system.

Further another object of the mmvention 1s that in a com-
puter system constructed by a plurality of computers con-
nected by a network, there 1s realized a mutual connection
network which reduces an overhead of a software to execute
processes for selecting and rearranging packets correspond-
ing to the computers on the reception side which mixedly
received communication data separated to a plurality of
communication packets from the plurality of computers,
respectively.

A data communication system for a computer system 1n
which a plurality of computers are mutually connected
according to the present 1invention includes:

a plurality of computers each having an area to store a
command to execute a data communication on the basis
of 1t and a buffer area to store data;

a switching circuit to mutually selectively connect the
plurality of computers;

fransmission permitting means, connected between the
switching circuit and one of the plurality of computers,
for outputting a signal to permit the transmission of the
data from such another computer to such one computer;

communicating means for transmitting the data received
from such one computer by outputting the transmission
permission signal from the transmission permitting
means to another computer through the switching cir-
cuit;

detecting means for detecting the occurrence of an abnor-
mality regarding the data communication from such
one computer to such another computer; and

communication control means for abandoning the data to
be received subsequently from such one computer by
outputting the transmission permission signal 1n accor-
dance with an output of the detecting means.

When the abnormality occurs, the switching circuit
releases such another computer, thereby disconnecting such
one computer from such another computer.

The detecting means detects the abnormality when either
one of the command storage arca or the data storage buifer
arca enters a preparation insufficient state because of the data
communication or detects the abnormality when a signal to
request the connection from either such one computer or
such another computer 1s not received.

It 1s possible to provide means for setting a flag 1instructing,
a continuous reception of packets.

It 1s also possible to provide means for abandoning the
packets that does not mclude said flag 1nstructing the con-
tinuous reception when reception commands prepared 1n the
buffer area of such another computer are fully used.

Said one computer can have means for transmitting a
packet to set a transmitting mode before the data transmis-
s101.

Said another computer can have register means for hold-
ing 1nformation indicating whether the reception data is
abandoned 1n accordance with the output of the detecting
means or not 1n accordance with the transmitting mode set
packet.
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According to further aspect, the data communication
system of the invention can have:

means for setting an interruption signal flag indicating
whether an interruption signal indicative of the end of
the data communication should be generated after the

reception of a data packet and transmitted from one
computer or not and a continuous reception flag 1ndi-
cating whether the continuous data packets are con-
tinuously received or not into the data packet; and

interrupting means for generating a data communication
end interruption when the interruption signal flag has
been set 1n the data packet received by another com-
puter.

It 1s possible to provide means for setting the interruption
signal flag indicating that the interruption signal represent-
ing the end of the data communication should be generated
after the reception of the last data packet into the last one of
a serics of data packets which are transmitted from one
computer and for setting the continuous reception flag
indicating that the continuous reception should be performed
into the continuous data packets before last data packet.

According to a more detailed aspect, for the factor (a),
instruction mformation to decide whether the packet is
abandoned or not 1n accordance with that the computer on
the reception side 1s 1 the unreceivable state 1s provided in
the packet. A packet transfer adapter of the computer on the
reception side can have a hardware mechanism for judging
whether the packet 1s abandoned or not 1n a state 1n which
a reception area 1n the memory 1s 1n a state of a lack of
reception buifer or an overflow on the basis of such 1nstruc-
fion 1mnformation.

Instruction information to decide whether the packet 1s
abandoned 1n a state in which the computer on the reception
side 1s 1n the unreceivable state or not 1s provided 1n a mode
register/command register of the computer on the reception
side. The computer on the reception side can have a hard-
ware mechanism for judging whether the packet 1s aban-
doned or not on the basis of such mstruction mnformation
when the unreceivable state 1s detected.

By those functions, when the distributed processing pack-
cts are transferred, an instruction to abandon the packet in
the state of the lack of reception buifer or overtlow of the
reception area 1n the memory 1s set 1nto the instruction
information 1n the packet. When the parallel processing
packets are transferred, such an instruction 1s not set. When
the distributed processes are executed, an instruction to
abandon the packet in the state of the lack of reception bufiler
or overflow of the reception areca 1n the memory 1s set 1nto
the mode register/command register. When the parallel
processes are executed, such an instruction 1s not set.

For the factor (b), according to the invention, in the
unreceivable state, 1t 1s desirable to abandon the packet
irrespective of the instruction information 1 the mode
register/command register and the mstruction information 1n
the packet.

For the factors (¢) and (d), a progressing situation of a
transmitting command and a progressing situation of a
receiving command are monitored by timers. When an
abnormality 1s detected, the packet transfer adapter 1s reset
irrespective of the execution of the distributed processes or
the parallel processes and a connecting state signal of a
packet transfer signal line between computers 1s turned off.
Thus, an 1nterface circuit of a network apparatus releases a
blocked communication path.

Specifically speaking, for the blocking of the signal line
on the transmission side, the interface circuit of the network
apparatus transfers a packet transfer abnormal end notifica-
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tion signal to the reception side and, further, releases a
transmission side connection of the switch in the packet
communication network. Thus, the computer on the recep-
tion side can recognize early the abnormal end of the transfer
without waiting for the next packet reception. The switch 1s
released for a packet transmission request from another
computer.

For the blocking of the reception side signal line, a
transmission permission signal of the reception side com-
munication path from the switch of an inter-PE transmitting
and receiving circuit in the packet communication network
1s fixed to on. Thus, even when there are the reception
packets, all of them are abandoned by the inter-PE trans-
mitting and receiving circuit and the blocking of the com-
munication path doesn’t occur. In order to cope with an
unexpected disconnection of the transmission permission
signal line, 1t 1s desirable to set a OV signal level to the
fransmission permission signal.

For the factors (¢) and (f), since a connection state signal
of an inter-PE packet transfer signal line 1s off, the commu-
nication path is released as mentioned above.

According to the invention, in the unreceivable state, the
computer system on the reception side can instruct whether
the packet 1s received or abandoned 1n accordance with an
instruction by a control field or a mode register of the
transmission packet. It 1s possible to cheaply realize a high
speed mutual connection network such that a message
transfer circuit of the computer system on the reception side
can switch the receiving or abandoning operation on the
basis of the instruction.

To accomplish the above objects, according to the
invention, it 1s possible to provide the following reception
notification flag area, reception nofification flag area setting
means, reception notification judging means, and reception
program status flag area.

The reception noftification flag area 1s set at the time of the
packet transmission by reception notification flag area set-
ting means provided for the transmission side computer.
Whether it 1s necessary to 1ssue a reception notification upon
packet reception to the computer on the reception side or not
1s designated.

With reference to the reception notification tlag area of the
packet received by the reception notification judging means,
the reception side computer judges whether the reception
notification 1s 1ssued or not on the basis of a value of the
reception notification flag area. The reception notification 1s
1ssued as necessary.

A reception program status flag area 1s also provided.
Whether the reception program is 1n the reception waiting
state or not 1s stored as a status. Thus, the reception
notification judging means issues the reception notification
only when the reception program 1s in the reception waiting
state.

Further, 1n the reception noftification flag area setting
means, by providing means for deciding whether the recep-
tion notification flag area 1s set or not 1n accordance with the
number of transmission data, transmission data accumulated
length, or elapsed time, a mode to 1ssue the reception
notification on the reception side computer only every plural
communication data 1s designated.

According to still another aspect of the invention, it 1s
possible to provide the following continuous reception
instruction flag area, continuous reception instruction flag
arca setting means, continuous reception instruction
embodying means, and reception buifer state judging means.

The continuous reception instruction flag area 1s set upon
transmission of the packet by the continuous reception
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instruction flag area setting means provided for the trans-
mission side computer. Whether the transfer path is released
to another transmitting side (source) at a node of the packet
transfer or not 1s instructed to the continuous reception
instruction embodying means of the mutual connection
network.

With reference to the continuous reception 1nstruction flag
arca of the packet received by the reception buifer state
judging means, the reception side computer judges whether
the reception packet 1s abandoned in the lack state of the
reception buifer or not on the basis of a value of such a flag
area.

Further, in the continuous reception instruction flag area
setting means, by providing means for deciding whether the
continuous reception instruction flag area 1s set or not 1n
accordance with the number of transmission data, transmis-
sion data accumulated length, or elapsed time, a mode to
1ssue the reception notification by the reception side com-
puter only every plural communication data 1s designated.

In accordance with a size of transmission message, when
the size of message exceeds a packet size, a communication
software of the computer on the transmission side designates
continuous reception instruction information to a control
flag of the transmission packet. on the basis of the continu-
ous reception instruction information, a mutual connection
network adapter 1n the transmission side computer adds
continuous reception 1nstruction mformation into packet
header information and transmits the resultant information.
In accordance with the designation of the control flag of the
fransmission packet, the mutual connection network judges
whether the packet transfer path 1s disconnected and 1s
released for the packet from the other computer at a node of
the packet transfer or the packet transfer path from the same
source 15 assured without releasing. When the continuous
reception instruction flag 1s designated, the packet 1s not
abandoned and the mutual connection network has the flow
control function. Therefore, 1n cases other than the occur-
rence of a fault, 1t 1s guaranteed to sequentially receive the
packets 1n accordance with the order at which the packets
were transmitted from the transmission side. The computer
on the reception side can receive a message exceeding the
packet length from the same source as continuous packets.
Thus, 1n the communication software, a process for rear-
ranging the order 1s not activated.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a whole constructional diagram of a parallel
computer system of the invention;

FIG. 2 1s a constructional diagram of an inter-PE packet
transfer signal line;

FIGS. 3A-3C are constructional diagrams of an inter-PE
communication packet;

FIG. 4 1s a flowchart showing a transmission software
Process;

FIG. 5 1s a flowchart showing a network adapter trans-
mitting process;

FIG. 6 1s a flowchart showing a software checking process
for a fault of a transmitting operation;

FIG. 7 1s a flowchart showing a pre-process of a reception
software;

FIG. 8 1s a flowchart showing a receiving operation of a
network adapter DMA control unit;

FIG. 9 1s a diagram showing packets of setting operation
modes;

FIG. 10 1s a diagram showing a function hierarchy of a
communicating process;
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FIG. 11 1s a connection constructional diagram showing,
an example of a connection state 1n a computer system;

FIG. 12 1s a conceptual diagram showing a communica-
tion packet construction;

FIG. 13 1s a flowchart for a transmission software process;

FIG. 14 1s a flowchart for a network adapter transmitting
Process;

FIG. 15 1s a flowchart for a transmitting process of an
inter-PE transmitting and receiving circuit on the transmis-
sion side of a packet communication network;

FIG. 16 1s a constructional block diagram of an interrup-
tion control logic;

FIG. 17 1s a flowchart for a receiving operation of a
network adapter DMA control unit;

FIG. 18 1s a block conceptual diagram showing an
example of a connection state 1n the computer system; and

FIG. 19 1s a flowchart for the receiving operation of the
network adapter DMA control unait.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

A construction of a computer system 10 1s shown 1n FIG.

1.

The computer system 10 1s connected to work-stations 4{
and terminals 30 through an LAN 20.

The computer system 10 1s constructed by connecting two
or more processing elements (PEs) 100-i, 100-j, and 100-%
to a packet communication network 190. The PE 100-; 1s
connected to the packet communication network 190 by a
packet transfer signal line 191-m from the PE 100-: and a
packet transfer signal line 192-m to the PE 100-:i. In the
embodiment, the PEs 100-z, 100-j, and 100-% and the packet
communication network 190 are different apparatuses and
are 1nstalled 1n independent casings. However, even when
they are installed 1n the same casing, there 1s no problem.

A construction of the PE 100-; will now be described
hereinbelow. The PE 100-: 1s constructed by connecting a
processor 130, a memory 150, and a network adapter 110 to
a system bus 180 as a minimum construction. In dependence
on the system construction, the PE 100-; has one or more I/0O
devices 140. The processor 130 i1s constructed by, for
example, a CPU. The memory 150 1s constructed by, for
example, an RAM and 1s constructed by an operating system
OS space 160 and a user space 170. A transmission com-
mand area 161, a transmission packet area 162, a reception
command areca 163, and a reception packet area 164 exist in
the OS space 160. A user data area -T 172 and a user data
arca -R 174 exist 1n the user space 170.

The packet transfer adapter circuit 110 1s constructed by
connecting a DMA control unit 120, a buffer 121 for
transmission, a buffer 122 for reception, a network
transmission/reception unit 118, transmission command
control information holding means 111, reception command
control information holding means 112, imnterruption control
information holding means 113, adapter control information
holding means 114, adapter control means 115, transmission
DMA control information holding means 116, and reception
DMA control information holding means 117 by an internal
bus 125. The transmission command control information
holding means 111, reception command control information
holding means 112, interruption control information holding
means 113, adapter control information holding means 114,
transmission DMA control information holding means 116,
and reception DMA control information holding means 117
are means for holding necessary information when a trans-
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m1ssion or reception packet 1s transterred and controlled by
a DMA process and can be constructed by, for example,
RAMs.

The adapter control information holding means 114 1s
means for setting an operating mode of the packet transfer
adapter circuit 110 or the like. The adapter control informa-
tion holding means 114 can also set operating mode mfor-
mation 1ndicating whether a reception area 1n a memory 1s
available or not or whether a packet 1s abandoned in an
unreceivable state or not. Ordinarily, at the time of the
execution of distributed processes, the software sets an
instruction to abandon the packet i the unreceivable state
which occurs because of the reception area in the memory.
When parallel processes are executed, such an instruction 1s
not set. The adapter control means 115 1s means for allowing
the processor 130 to notily a control when the transmission
or reception packet 1s transterred and controlled by the DMA
process to the packet transfer adapter circuit 110 and can be

constructed by, for example, a logic such as TTL, CMOS, or
the like. The DMA control unit 120 and network

transmission/reception unit 118 can be constructed by a
logic such as TTL, CMOS, or the like. The buffer 121 for

transmission and buifer 122 for reception can be constructed
by, for example, RAMSs. The reception command control
information holding means 112 designates a group of recep-
fion commands 1n the reception command area by a head
pointer and a tail pointer, thereby instructing the receiving,
operation to a hardware circuit. The hardware circuit sets a
flag bit corresponding to the pointer to “0” and also updates
the pointer each time the receiving operation 1s progressed.
The flag represents presence of received data in the com-
mand area. The communication software refers to the flag to
ascertain whether the hardware completed the receiving
operation so as to copy the data 1n the reception packet areca
164 to the user data area 174. The software will thereafter
designates reception commands, set flag bits, updates head
pointers for succeeding receiving operations, and inform the
hardware of the added reception command areca. Thus, the
hardware and the software cooperate to execute the com-
munication effectively. When the receiving operation of the
software 1s delayed, a command vacant area becomes msui-
ficient.

The packet transfer signal line and a construction of the
packet communication network are shown i FIG. 2.

The packet communication network 190 1s constructed by
inter-PE transmitting/receiving circuits 220-m and 220-7, a
crossbar switch circuit 240, and a switch control circuit 250.
A switch connection request signal 248-m 1s a connection
request signal of the crossbar switch circuit 240. A switch
connection response signal 249-m 1s a response signal to the
switch connection request signal 248-m. A packet commu-
nication path 1s switched on the basis of an instruction from
the switch control circuit 250. The inter-PE transmitting/
receiving circuit 220-m 1s an interface circuit between the
PE 100-; and the packet communication network 190 and
executes transmission and reception between the PE 100-;
and the crossbar switch circuit 240. Packet transfer signal
lines 191-m and 291-m are signal lines to transfer the packet
from the PE 100-i to the crossbar switch circuit 240. Packet
transfer signal lines 292-m and 192-m are signal lines to
transfer the packet from the crossbar switch circuit 240 to
the PE 100-i;. Packet transter signal lines 291-n and 191-#
are signal lines to transfer the packet from the PE 100-; to
the crossbar switch circuit 240. Packet transfer signal lines

192-n and 292-n are signal lines to transfer the packet from
the crossbar switch circuit 240 to the PE 100-;.

The packet transfer signal line 191-m 1s constructed by a
packet data line 201-m to transfer packet data, a flag line
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202-m 1ndicating that the data on the packet data line 201 -
1s a head of the packet, a clock line 203- to transfer timing
information, a transmission permission signal 204-m to
notify that the packet communication network 190 can
receive the packet, and a connection request signal 205-m
indicative of a connection request from the PE 100-i. The
packet transfer signal line 291- 1s constructed by a packet
data line 261-m, a flag line 262-m, a clock line 263-m, and
a transmission permission signal 264-m. The packet transfer
signal line 192-m 1s constructed by a packet data line 211-m,
a flag line 212-m, a clock line 213-m, a transmission
permission signal 214-m to nofify that the PE 100-; can
receive the packet, and a connection request signal 215-m
indicative of a connection request from the packet commu-
nication network 190. The packet transter signal line 292-m
1s constructed by a packet data line 271-m, a flag line 272-m,
a clock line 273-m, and a transmission permission signal
274-m. Sice the packet transfer signal lines 291-m and
292-m are 1installed in the same casing, the connection
request signal 1s unnecessary. The construction of the packet
transfer signal lines 191-m and 192-m and the like shows
logical signal lines and they are not necessarily constructed
by different signal lines.

The PE 100-7 will now be mainly described. Since the PE
100-; and packet communication network 190 are different
apparatuses, only when power source of both of them are
ON and cables (packet transfer signal lines 191-m and
192-m) are connected, a communication can be performed.
The connection request signals 205-m and 215-m are signals
to notity that the PE 100-; and mter-PE transmitting/
receiving circuit 220-m are physically and electrically 1n a
connecting state and that there 1s a connection establishment
request of a communication path in both of them. The
connection request signal 205- 1s turned on by supplying
an 1nstruction from the processor 130 to the adapter control
means 115. The connection request signal 215-m 1s turned
on 1n case of a communication possible state 1n which the
power source of the packet communication network 190 1s
ON and there 1s no fault. When a fact that both of the
connection request signals 205-m and 215-m are ON
(connection establishment state) 1s detected, the network
transmission/reception unit 118 and inter-PE transmitting/
receiving circuit 220-m activate the packet transfer signal
lines 191-m and 192-m. The connection request signal
205-m 1s turned off by supplying a disconnection instruction
from the processor 130 to the adapter control means 1135.
When a fact that both signals 205-m and 215-m are not ON
(connection disconnecting state) is detected, the network
transmission/reception unit 118 and inter-PE transmitting/
rece1ving circuit 220-m 1nactivates the packet transfer signal
lines 191-m and 192-m. By reading the states of the con-
nection request signals 205-m and 215-m by the processor
130 through the adapter control means 115, the communi-
cation software recognizes the state of the connection.

The transmission permission signal 204-m 1s a signal for
flow control to notily that the reception buffer in the inter-PE
transmitting/receiving circuit 220-m can be received. The
flow control 1s performed on a cell unit basis. The “cell” 1s
a data unit when the packet is separated between the PEs and
transferred. The transmission permission signal 204- per-
forms the flow control of an individual path instead of the
whole path between the PEs. In this case, paths from the
memory 150 in the PE 100-:; on the transmission side to the
packet communication network 190 are sequentially assured
during the packet transfer and when the path of the crossbar
switch circuit 240 1n the packet communication network 190
becomes empty, a path from the inter-PE transmitting/
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receiving circuit 220-m to the inter-PE transmitting/
rece1ving circuit 220-7 1s immediately assured and the paths

from the packet communication network 190 to the memory
150 (FIG. 1) in the PE 100-j on the reception side are

sequentially assured. The cells of the same packet exist in
those paths and, after completion of the transmission, the
paths are sequentially released.

When the cables including the packet transfer signal lines
191-m and 192-m enter the connection disconnection state
during the communication of the PEs 100-z and 100-;, the
inter-PE transmitting/receiving circuit 220-m executes the
following operations in order to prevent the blocking of the
paths.

Paths on the reception side:

The operation of the inter-PE transmitting/ receiving
circuit 220-m connected between the packet transfer signal
lines 292-m and 192-m will now be described. The trans-
mission permission signal 274-m of the transfer signal line
292-m 1s fixed to ON. The crossbar switch circuit 244
transfers the reception cell to the inter-PE transmitting/
receiving circuit 220-m 1n accordance with an instruction of
the transmission permission signal 274-m. The inter-PE
transmitting/receiving circuit 220-s abandons the reception
cell from the packet transfer signal line 292-m. That 1s, the
operation to transmit the reception cell 1s not performed.

Paths on the transmission side:

When the packet 1s being transmitted from the signal line
191-m to the packet transfer signal line 291-m through the
fransmitting/receiving circuit 220-m, the packet communi-
cation network 190 assures a path of the crossbar switch
circuit 240 by an instruction signal 251 from the switch
control circuit 250 based on a request from the inter-PE
transmitting/receiving circuit 220-m. When the above con-
nection 1s disconnected, the inter-PE transmitting/receiving
circuit 220-m 1ssues a packet transfer abnormal end notifi-
cation cell to the packet transfer signal line 261-71, thereby
instructing a disconnection of the path of the crossbar switch
circuit 240 to the switch control circuit 250. The PE on the
packet reception side recognizes the disconnection of the
path by a packet transfer abnormal end nofification cell.
When the packet 1s not being transmitted, a packet transfer
abnormal end notification cell 1s not 1ssued. When the packet
transfer adapter 110 1s not ready to start the communication
software because of the state under error recovery or just
after connection between the processor element PE and the
packet communication network 190, recerved packets will
be abandoned as explained below. Although the connection
request signal 205-m 1s asserted, the mode register and the
command registers are not yet ready. This state 1s informed
from the adapter control means to the network transmission/
reception unit 118, which asserts the transmission permis-
sion signal 214-m.

A construction of a network packet will now be described
with reference to FIG. 3A. The network packet 1s con-
structed by data 310-a, a type 320-a, a transmitting side
address (source address) 321-a, and a reception destination
address (destination address) 322-a. The data 310-a is
information that 1s processed by the OS and software. The
type 320-a 1s information necessary for the packet transfer
adapter circuit 110 to process and hold, for example, a length
of whole packet data and the like. The source address 321-a
1s an 1dentifier to identify a computer 200 1n the network
(intra-network computer 200) which transmitted the packet.
The destination address 322-a 1s an 1dentifier to identify the
intra-network computer 200 that should receive the packet.

The details of the transmitting process and receiving
process will now be explained hereinbelow.
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The transmitting process 15 a process for making the
network packet of the invention from the user data T 172 and
transmission command 1nformation 161 and for outputting
to the network. The software process upon transmission and
the operation of the network adapter 110 will now be
described hereinbelow.

The software process to execute a communicating process
at the time of the transmitting process will now be described
with reference to FIG. 4. User data as a target of transmis-
sion has been held 1n the user data T 172. First as shown 1n
step 410, information as bases of the type 320-a, source
address 321-a, and destination address 322-a 1s set 1nto the
transmission command mformation 161. The type 320-a 1s
information such as an upper protocol kind or the like. The
source address 321-a 1s the 1dentifier 1n the network of the
self computer. The destination address 322-a 1s the 1dentifier
in the network of the computer on the reception destination
side.

As shown 1n step 420, information to designate the user
data T 172 1s set into the transmission command information
161. As information to be set, for example, there are an
address of the user data T 172 1n the user space 170, a data
length, and the like.

As shown 1n step 430, the information 1n the transmaission
command information 161 1s subsequently set into the
transmission command control information holding means
111. As information to be set into the transmission command
control information holding means 111, there are an address
of the set transmission command information 161 in the OS

space 160 and the like.

Finally, as shown 1n step 440, an activation of the opera-
fion 1s notified to the adapter control means 115. The
fransmission software process 1s executed by the above
ProCesses.

The operation of the network adapter 110 at the time of
the transmitting process will now be described with refer-
ence to FIG. 5. The operation after the transmitting operation
was started by the notification of the activation of the
operation to the adapter control means 115 will now be
explamed.

First as shown 1n step 510, the DMA control unit 120
reads out the contents 1n the transmission command area 161
on the basis of the information 1n the transmission command
control information holding means 111 and sets into the
transmission DMA control information holding means 116.

Subsequently, as shown 1n step 520, the DMA control unit
120 extracts the type 320-a, source address 321-a, and
destination address 322-a from the contents of the transmis-
sion DMA control information holding means 116.

As shown 1n step 530, the DMA control unit 120 reads the
user data T 172 into the buffer 121 for transmission 1n
accordance with the contents 1n the transmission DMA
control information holding means 116.

As shown 1n step 540, the DMA control unit 120 sets the
user data T 172 to the data 310-a and forms the network

packet of the invention in the buifer 121 for transmission on
a cell unit basis on the basis of the information (type 320-a,
source address 321-a, destination address 322-a) in the
transmission command areca 161 that was read out.

Finally, as shown 1n step 550, the network packet 1s
outputted on a cell unit basis from the network transmission/
reception unit 118 through the internal bus 125.

As shown 1n step 560, when the final cell of the trans-
mission packet 1s transmitted, the processing routine 1is
branched to step 570. When the transmitted cell 1s not the
final cell, the processing routine i1s branched to step 530.
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After completion of the output of the network packet, a
completion state of the packet transmission 1s written into
the transmission command area 161. As shown 1n step 570,
a packet transmission completion is reflected to the infor-
mation 1n the transmission command control mmformation
holding means 111. The transmission software executes
fransmission post-processes on the basis of the completion
state of the packet transmission written 1n the transmission
command area 161.

Further, when there 1s a transmission command regarding,
the packet that 1s not yet transmitted, as shown 1n step 580,
the processing routine 1s returned to step 510. When such a
transmission command doesn’t exist, the transmitting opera-
tion 1s finished.

A software checking process of the transmitting operation
will now be described with reference to FIG. 6.

The software checking process of the transmitting opera-
tion 1s executed by the processor 130 for a period of time
from the completion of the transmitting software process to
the next transmission software process.

First as shown 1n step 610, after the elapse of a certain
fime from the writing of the transmission command and the
activation notification shown 1n FIG. 4, the contents 1n the
transmission command control information holding means
111 are read out 1n order to check a progressing situation of
the processes.

Subsequently, as shown 1 step 620, a check 1s made to
sec 1f a transmission command that 1s not yet transmitted
exists 1n the transmission command control information
holding means 111 or not. If YES, as shown 1n step 630, such
an existing command 1s compared with the information 1n
the transmission command control information holding
means 111 that was read out at the preceding time. When
they coincide, namely, when the transmitting process 1s not
progressed, as shown 1n step 640, by supplying an instruc-
tion from the processor 130 to the adapter control means
115, the network adapter 110 is reset and the connection
request signal 205-m 1s turned off. When it 1s turned off, the
connection 1s disconnected and the packet transfer signal
lines 191-m and 192-m are mactivated.

At the time of the occurrence of an abnormality of the
packet transfer, when an 1nstruction to 1ssue a switch circuit
release 1nstruction cell 1s received to the adapter control
means 115, the network adapter 110 on the transmission side
issues a cell to notily that the packet transfer 1s finished
because of the abnormality to the reception side from the
network transmission/reception unit 118. The packet transfer
abnormal end notification cell 1s transferred to the network
adapter 110 of the destination PE via the packet communi-
cation network 190. The destination PE can recognize early
the abnormal end of the packet transfer.

In the software checking process of the receiving
operation, the packet to the self PE 1s set to the transmission
command and after the elapse of a predetermined time from
the writing of the transmission command, by confirming the
reception, 1t 1s confirmed that the operation i1s normally
being executed 1n a manner similar to the software checking,
process of the transmitting operation.

The receiving process will now be explained. In the
ordinary receiving process, the network packet fetched from
the network 190 1s transferred to the user data area in the
user space by the hardware process by the packet transfer
adapter circuit 110 and the communication software 1n the
OS space 160. Dependent on the state of the communication
software or the like, the packet transfer adapter circuit 110
abandons the reception packet without activating the process
of the communication software.
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The recerving process will now be explained hereinbelow.
The recerving process 1s constructed by a pre-process for a
reception software that 1s executed by the software prior to
the arrival of data, a process that 1s executed by the network
adapter 110 when data arrives, and a post-process for the
reception software that 1s executed after the data arrived by
the software. The pre-process of the reception software 1s

shown 1n FIG. 7.

The reception software pre-process 1s a process for accu-
mulating reception commands into the reception command

arca 163 1n F1G. 1 and for notifying 1t to the network adapter
110.

First as shown 1n step 710, information of interruption
which 1s 1ssued to the processor 130 by the network adapter
110 at the end of the data reception 1s set into the reception

command that 1s being set into the reception command area
163.

As shown 1n step 720, subsequently, information regard-
ing whether the data 310-a of the received network packet
1s made correspond to which area in the reception packet
arca 164 1s set into the reception command during prepara-
tion of the setting 1nto the reception command area 163. As
such information, there are an address of the transfer
destination, a size, and the like of the data 310-a 1n the
reception packet area 164.

As shown 1n step 730, in the case where there is the
foregoing reception software post-processing command to
be further set into the reception command area 163, step 710
1s executed. When such a command doesn’t exist, step 740
1s executed. Finally as shown 1n step 740, information
indicative of the reception command area 163 1s set into the
reception command control information holding means 112.

The operation of the network adapter 110 until the recep-
tion packet data 1s received after the network packet was
stored 1nto the buffer 122 for reception 1s shown in FIG. 8.
A flow after the start of the receiving operation that 1s
executed by the notification of the activation of the operation
to the adapter control means 115 1s shown mainly with
respect to the DMA control unit 120.

First, the network transmission/reception unit 118 in the
network adapter 110 always functions so as to monitor the
network 190 and to store the reception network packet into
the buffer 122 for reception and, when it 1s stored, to notily
to the DMA control unit 120. According to the embodiment
of the mvention, a switching type network suitable for the
high speed packet transfer 1s shown as a packet communi-
cation network 190. According to another embodiment of
the 1mvention, the packet communication network 190 can
also have topologies of the bus type and ring type. Even 1n
this case as well, the hardware flow control can be executed.

As shown 1n step 8035, the network adapter 110 waits for
the noftification of the cell reception from the network
transmission/reception unit 118. When there 1s a notification
of the cell reception 1n step 810, the processing routine is
branched to step 815. When such a notification 1s not 1ssued,
the processing routine 1s branched to step 805. When there
1s a notification of the cell reception, the reception cell 1s
read out from the buffer 122 for reception as shown 1n step
815. When the read-out reception cell 1s the head of the
packet as shown 1n step 820, step 830 1s executed. When 1t
1s not the head, step 825 1s executed.

When the read-out reception cell 1s not the head, the
reception cell in the buifer 122 for reception 1s abandoned as
shown 1n step 825. This 1s because such a process 1s the
rece1ving process of the packets such that 1n a state 1n which
the PE 100-7 and the packet communication network 190 are
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not yet connected, the remaining packets which were aban-
doned by the inter-PE transmitting/receiving circuit 220-m
of the packet communication network 190 are received from
the 1nter-PE transmitting/receiving circuit 220-m to the PE
100-7 just after the PE 100-; and packet communication
network 190 were connected. The cells are abandoned until
the head cell of the packet i1s received.

In case of the head cell, as shown 1n step 830, on the basis
of the information held i1n the reception command control
information holding means 112, the DMA control unit 120
first judges whether the reception command that 1s not yet
executed still remains 1n the reception command areca 163 or
not. If YES, step 835 1s executed. If NO, step 865 1is

executed.

When such a command exists, as shown 1 step 835, on
the basis of the information in the reception command
control information holding means 112, the information of
the reception command that 1s not yet executed in the
reception command area 163 1s read out and 1s set into the
reception DMA control information holding means 117.
When there 15 a designation of the interruption occurrence in
the information of the unexecuted reception command 1n the
reception command area 163, 1t 1s also set 1nto the interrup-
fion control information holding means 113.

Subsequently, as shown 1n step 840, the reception cell 1s
DMA transferred to the reception packet areca 164 on the
basis of the information of the reception DMA control
information holding means 117.

As shown 1n step 845, a check 1s made to see if the
reception cell conforms to the packet format or not, namely,
whether the reception cell 1s the packet transfer abnormal
end notification cell or not. Further, as shown 1n step 850, a
check 1s made to see 1if the reception cell 1s the final cell of
the packet or not. When the reception cell 1s not the final cell
of the packet 1n step 850, the processing routine 1s branched
to step 840 and the next reception cell 1s DMA transferred.
When the reception cell conforms to the packet format and
the reception cell 1s the final cell of the packet, or 1n the case
where the reception cell doesn’t conform to the packet
format 1n step 8435, the processing routine 1s branched to step

860.

In step 860, since the process of the packet reception in
response to the reception command has been completed, a
reception DMA end state 1s written into the reception
command area 163. That 1s, when the processing routine 1s
branched from step 845, a fault end report 1s written. When
the processing routine 1s branched from step 850, a normal
end report 1s written. Further, an interruption 1s 1ssued to the
processor 130 1n accordance with the contents of the inter-
ruption control information holding means 113. To prepare
for execution of the next reception command, the informa-
fion 1n the reception command control information holding
means 112 1s updated.

In step 830, when there 1s no unexecuted reception
command in the reception command arca 163, the process-
ing routine 1s branched to step 865. In step 865, when there
1s no reception packet abandonment instruction information,

step 830 follows. When there 1s a reception notification, step
870 follows.

In step 870, the reception cell 1s read out from the bufler
122 for reception. Subsequently, as shown 1n step 880, the
reception cell 1n the buffer 122 for reception 1s abandoned.
This 1s because 1n the case where there 1s no unreceived
command 1n the reception command area 163, it 1s necessary
to avoid a situation such that the reception software pre-
process 1s activated and the network adapter receiving,
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operation 1s stopped for a period of time until the unreceived
command 1s supplied, and the packet transfer 1s stopped on
the packet transfer adapter circuit 110 or packet transfer
network 190 by the flow control to turn off the transmission
permission signal 214-m, so that the whole communication
1s blocked. The reception packet abandonment instruction
information 1s set into the adapter control information hold-
ing means 114 by the software or 1s 1nstructed to the adapter
control means 115.

Before the receiving operation 1s started by the notifica-
tion of the activation of the operation to the adapter control
means 115, the reception packet 1s abandoned by a flow
similar to steps 870 and 880 or by fixedly turning on the
transmission permission line 214-m. When the group of
computers connected are cooperatively operating in the
parallel mode, 1t 1s desirable not to abandon the reception
packet because the abandonment of the reception packet
exerts a serious influence. When the group of computers
connected are operating 1n the distributing mode 1n which
cach computer performs an own job, even 1f the reception
packet 1s abandoned, a retransmitting process can be rela-
fively easily executed.

The reception software post-process that 1s executed after
the arrival of the data will now be described. The reception
software post-process 1s activated by the interruption 1ssued
by the network packet via the hardware. Such an interruption
1s 1ssued after the data was divided to the user data and
reception protocol information and they were transferred.

First, when the interruption is 1ssued, the processor 130
processes the reception command of the reception comple-
tion of the reception command area 163 1n accordance with
an end state, which will be explained hereinafter. That 1s, 1n
case of the normal end state, the reception command 1is
transferred to the user data arca R. In case of the abnormal
end state, fault log information 1s preserved and the retrans-
mitting process 1s executed.

Another embodiment of the inter-PE communication
packet will now be described with reference to FIG. 3B. The
data packet that 1s communicated through the network is
constructed by data 310-b, a type 320-b, source address
321-b, a destination address 322-b, and reception packet
abandonment instruction information 312-b. The data 310-b
1s information which is processed by the OS and the soft-
ware. The type 320-b 1s information that 1s necessary for the
packet transfer adapter circuit 110 to process and holds, for
example, a length of whole data and the like. The source
address 321-b 1s an i1dentifier to 1denftily the intra-network
computer 200 which transmitted the packet. The destination
address 322-b 1s an identifier to identify the intra-network
computer 200 which should receive the packet. The recep-
fion packet abandonment instruction information 312-b 1is
information indicating whether the DMA control unit of the
network adapter 110 on the reception side executes the
reception and abandonment or inhibits the reception and
abandonment in step 865 when no command regarding the
unreception remains 1n the area 163. When the inhibition of
the reception and abandonment 1s designated, namely, it NO
in step 8635, step 830 follows and the apparatus waits for the
reception until there 1s the reception command. In case of
executing the parallel processes, the reception packet aban-
donment 1nstruction information 312-b 1s turned off. In case
of performing the distributed processes, the reception packet
abandonment mstruction mformation 312-5 1s turned on.
Thus, the flow control suitable for the processes can be
realized.

FIG. 3C shows another embodiment 1n which the oper-
ating mode 1s set by the mter-PE communication packet. A
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network packet of FIG. 3C 1s constructed by data 310-c, a
type 320-c, a source address 321-c, and a destination address
322-c by a format similar to that shown in FIG. 3A. As
shown 1n FIG. 9, the packet 1s communicated between the
computer elements of transmission and reception as a pre-
process to start the data communication. The type 320-c 1s
information necessary for the packet transfer adapter circuit
110 to process and holds, for example, a length of whole data
and the like. The type 320-c also has information indicative
of the packet to set the operating mode 1information into the
adapter control information holding means 114. When the
type 320-c indicates the packets to set the operating mode
information into the adapter control mmformation holding
means 114, as operating mode 1information to be set into the
adapter control information holding means 114, the data
310-c has the operating mode information indicating
whether, for example, the reception area 1n the memory
lacks or the packet 1s abandoned in the unreceivable state
due to some other reasons.

When the packet 1s received, the intra-network computer
200 on the reception side sets the operating mode 1nforma-
fion 1nto the adapter control information holding means 114,
for example, a register. The operation of the intra-network
computer 200 on the reception side for each data packet that

1s received after that 1s executed 1n the operating mode set
as shown 1n FIG. 9.

It will be understood that the embodiment 1s preferable in
terms of a point that the number of burying times 1s reduced
as compared with the embodiment in which the reception
abandonment information i1s buried mto each of the data
packets as described mm FIG. 3B. In a multi-computer
system, each computer can select either one of the distrib-
uting mode to execute individual jobs and the mode to
execute the parallel processes which are concerned with
cach other. In the parallel processing mode, the data aban-
donment 1n one computer 1s accompanied with the interrup-
tion and reprocess of the parallel processes in the other
computers. By executing the mode setting 1n the pre-process
prior to the data communication shown in FIG. 3C, there 1s
no need to set the abandonment nstruction information into
all of the data packets. In the case where the distributed
processing mode and the parallel processing modes are
alternately executed, 1t will be understood that such a system
1s, particularly, an effective data communication control
system.

In another embodiment of issuing the packet shown in
FIG. 3C, 1t 1s possible to provide a system management
means in a PE-j of the computer system 10, the terminal 30,
or the WS 40, thereby managing communication mode
setting among the PEs.

In this case, the instruction information 310C shown 1n
FIG. 3C further includes information designating a trans-
mission and a reception PEs.

FIG. 10 shows a functional hierarchy of the communi-
cating process. The functional hierarchy i1s constructed by
application programs 910-z, 910-7, 920-7, and 920-; 1 the
user space 170, communication softwares 930-i, 930-;,
940-7, and 940-; 1n the OS space 160, packet transfer
adapters 950-; and 950-j, and a packet communication
network 960. The application programs 910-i and 910-;
communicate the packet 1n the mode for abandoning the
packet and activate the communication softwares 930-z and
930-;. The application programs 920-; and 920-; communi-
cate the packet 1in the mode for abandoning no packet and
activate the communication softwares 940-; and 940-;. The
case of transferring the packet from the PE 100-i to the PE
100-; will now be described.
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The communication software 930-: instructs the transfer
of the communication packet shown in FIG. 3B to the packet
transfer adapter 950-i. The packet transfer adapter 950-;
which received the packet via the packet communication
network 960 activates the communication software 930-7 on
the basis of the format of the communication packet and
orves the packet data to the application program 910-;. Since
the communication packet set 1n the abandoning mode
shown in FIG. 3B 1s transferred, when the packet transfer
adapter 950-; detects the lacking state of the reception
command area 163, the reception packet 1s abandoned.

After the conditions to turn off the abandoning mode was
set into the communication packet shown i1n FIG. 3B, the
communication software 940-; instructs the transfer to the
packet transfer adapter 950-i. The packet transfer adapter
950-; which received the packet via the packet communi-
cation network 960 activates the communication software
940-; on the basis of the format of the communication packet
and gives the packet data to the application program 920-;.
Since the communication packet which was set so as not to
abandon the data as shown 1n FIG. 3B 1s transferred, even
when the packet transfer adapter 950-; detects the lacking
state of the reception command arca 163, no reception
packet 1s abandoned. The reception command 1s set for the
data and the resultant data 1s 1nputted to the reception area.

As menftioned above, which one of the plurality of com-
munication softwares can be decided on the basis of the

format 1nformation of the packet.

FIG. 11 shows an example of an operation situation of the
computer of the mvention. In FIG. 11, the PEs 100-0, . . .,
100-z, . . . 100-j 1n a parallel computer 15 are divided to a
portion 1010 mm which the application programs 910-; and
910-; 1n FIG. 10 operate and a portion 1020 1n which the
application programs 920-z7 and 920-j in FIG. 10 operate and
are separately operated with respect to those two portions.
The PEs can be also further finely divided and operated. The
portions 1010 and 1020 can also overlap.

According to another embodiment of the invention, when
the network 1s used as a network for parallel processes, the
computer operates so as not to abandon the packet.
However, as means for relieving in the case where 1t 1s
detected that the network 1s hung up due to a serious cause
such as occurrence of a dead lock or the like, a network
which can be changed to an operating mode to abandon the
packet can be provided.

An embodiment of the imter-PE communication packet
will now be explained with reference to FIG. 12. FIG. 12 1s
an explanatory diagram showing a structure of data 300
which 1s transferred through the packet communication
network 190 of the parallel computer 10.

The transfer data 300 1s first divided into division data
301 A to 301M of a predetermined data length and 1s formed
in a packet 302A 1 which a packet header 303A 1s added to
the head. The dividing process and the packet forming
process are executed by the processor 130. In this 1nstance,
those data 1s held 1in the main memory 150. The packet
header 303 1s constructed by a reception notification flag
arca 311, continuous reception instruction mformation 312,
a type 320, a source address 321, and a destination address
322. The type 320 1s information necessary for the packet
transfer adapter circuit 110 to process and holds, for
example, a length of whole data and the like. The source
address 321 1s an 1identifier to identily the intra-network
computer 200 which transmitted the packet. The destination
address 322 1s an identifier to identily the intra-network
computer 200 which should receive the packet and a trans-
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mission destination program. The continuous reception
instruction 1nformation 312 1s information indicating
whether the mter-PE transmitting/receiving circuit 220-7 on
the transmission side 1nstructs the disconnection to the
switch connection request signal 248-m upon completion of
the packet transfer or not in step 630 1n FIG. 15, which will
be explained hereinlater.

In a continuous transter mode, the reception notification
flag area 311 1s set in only a packet 302M having the last
division data 301M 1n the transfer data 300 and 1s not set 1n
the packet having the other division data. The continuous
reception instruction information 312 1s set 1n the packet
other than the packet 302M to store the last division data
301M 1n the transfer data 300 and is not set 1n the packet
302M.

As will be explained hereinlater, consequently, 1n the
reception side process, 1t 1s possible to judge such that only
when the packet 302M 1n which the last division data 301M
in the transfer data 300 was stored 1s received, 1t 1s necessary
to notily the arrival of the data to the reception program.
Therefore, when the packet in which the other division data
was stored 18 received, the arrival of the data 1s not notified.
A deterioration of a processing efficiency of the computer 10
which 1s caused by the notifying process can be reduced.

In the case where the continuous transfer mode 1s not
used, the reception notification flag area 311 1s set for all of
the packets 302A to 302M. The continuous reception
instruction mformation 312 1s not set for all of the packets

302A to 302M.

When the packet 301 1s formed, it 1s sequentially trans-
mitted to the packet communication network 190 via the
packet transfer adapter 110.

Steps different from the steps shown 1 FIGS. 4 and § in
the transmitting process and receiving process shown 1n
FIGS. 13 and 14 will now be explamed hereimbelow.

Re-explanation of the blocks which have already been
described 1n the flowcharts of FIGS. 13 and 14 are omitted
here.

The user data as a target of transmission 1s held 1n the user
data T 172. First as shown 1n step 415, information as bases
of the continuous reception instruction information 312,
reception notification flag 311, type 320, source address 321,

and destination address 322 1s set 1n the transmission com-
mand mmformation 161.

As shown 1n steps 420, 425, 430, and 440, subsequently,
the transmitting software process 1s executed.

In the operation of the network adapter 110 at the time of
the transmitting process, the steps different from those in
FIG. 5 will be explained 1n accordance with FIG. 14. The
operation after the start of the transmitting operation by the
activation noftification of the operation to the adapter control
means 115 will now be described.

First as shown 1n step 515, the DMA control unit 120
reads out the contents 1n the transmission command area 161
on the basis of the information 1n the transmission command
control information holding means 111 and sets into the
transmission DMA control information holding means 116.

As shown 1n step 525, the DMA control unit 120 extracts
the type 320, continuous reception instruction mmformation
312, reception notification flag 311, source address 321, and
destination address 322 from the contents 1n the transmis-
sion DMA control information holding means 116.

After step 530 was executed, as shown 1n step 5435, the
DMA control unit 120 sets the user data T 172 to the data
310 and forms the network packet of the invention into the
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buffer 121 for transmission on a cell unit basis from the
information (type 320, continuous reception instruction
information 312, reception notification flag 311, source
address 321, and destination address 322) in the transmis-
sion command area 161 which was read out.

Steps 550, 560, 570, and 580 are subsequently executed.

The transmitting operation of the inter-PE transmitting/
receiving circuit 220-m of the packet communication net-
work 190 at the time of the transmitting process will now be
described with reference to FIG. 15.

First as shown 1n step 1410, when the head of the
transmission packet 1s recognized, the connection request
for the switch control circuit 250 1s transmitted to the switch
connection request signal 248-m on the basis of the desti-
nation address 322.

As shown 1n step 1420, when a connection completion
notification from the switch control circuit 250 1s received
via the switch connection response signal 249-m, the cell
transmission of the packet to the crossbar switch circuit 240
1s started to the packet transfer signal line 291-m.

As shown 1n step 1425, step 1420 1s executed until the
completion of the transfer of all of the transmission packets.

After completion of the transfer, the processing routine 1s
branched to step 1430.

As shown 1 step 1430, when an instruction of the
continuous reception instruction information 312 doesn’t
exist as control information of the packet, the processing
routine 1s branched to step 1440. When such an instruction
exists, the transmitting operation 1s completed.

In step 1440, a disconnection request for the switch
control circuit 250 1s transmitted to the switch connection

request signal 248-m.

As shown 1n step 1450, when a disconnection completion
notification from the switch control circuit 250 1s received
from the switch connection response signal 249-m, the
transmitting operation 1s completed.

In the case where there i1s the continuous reception
instruction information 312, the next packet 1s transmitted to
the same PE as the previous packet and there 1s no need to
switch the crossbar switch circuit 240. In FIG. 15, although
the switch control circuit 250 doesn’t disconnect the cross-
bar switch circuit 240, as for the transmission of the next
packet as shown 1n step 1410, the connection request to the
switch control circuit 250 1s again transmitted to the switch
connection request signal 248-m on the basis of the desti-
nation address 322. As another embodiment, when there 1s
the continuous reception instruction mmformation 312 in the
previous packet, 1 step 1410, 1t 1s also possible to perform
a process not to transmit the switch connection request
signal 248-m.

FIG. 16 shows an interruption control logic in the packet
transfer adapter circuit 110.

The packet transfer adapter circuit 110 1s constructed by
the buffer 122 for reception to store a received packet 302,
DMA control unit 120, and interruption control information
holding means 113 such as an interruption mask. The
interruption control information holding means 113 1s an
arca to store a status flag of the program by an instruction
from the processor 130 and 1s constructed by a plurality of
program status flags 701A to 701K. Each flag indicates
whether the program that 1s being executed in the computer
100 on the reception side 1s 1n a communication data
reception waiting state or not. The DMA control unit 120 has
not only a function for controlling the process to transfer the
packet 302 stored 1n the reception buffer 122 to the main
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memory 150 through the system bus 180 but also a reception
notification judging unit 715 and an interruption control unit
725.

When the packet 302 1s stored 1n the reception buffer 122,
the reception nofification judging unit 715 activates the
interruption control unit 725 in the case where 1t 1s judged
that 1t 1s necessary to notify the reception to the program by
referring to the reception nofification flag area 311 and
interruption control information holding means 113.

FIG. 17 shows the operation of the network adapter 110
until the data 1s received after the network packet was taken
in. A flow after the start of the receiving operation by the
activation notification of the operation to the adapter control
means 115 1s shown. In a manner similar to FIG. 8, FIG. 16
mainly shows the DMA control unit 120.

After steps 805 to 830 were executed, when the reception
command that 1s not executed yet doesn’t exist 1n the
reception command area 163, the processing routine 1s
branched to step 865. When there 1s the continuous reception
instruction flag 1n step 865, the processing routine 1is
branched to step 830. When there 1s no continuous reception

instruction flag, the processing routine i1s branched to step
870. Steps 870 and 880 are similar to the operations 1n FIG.
8.

The operation 1n step 860 1s shown 1n FIG. 18.

In step 861, a reception DMA end state 1s written 1nto the
reception command area 163.

When the reception nofification flag area 311 1s set, step
863 follows. The transmission destination program 1s found
out on the basis of the source address 321 and the state of the
corresponding program 1s referred from the interruption
control information holding means 113.

When the interruption control information holding means
113 1s not set, namely, when the transmission destination
program 1S not In the reception waiting state, step 866
follows. An updating process of the information in the
reception command control information holding means 112
1s activated.

When the interruption control mnformation holding means
113 has been set, the mterruption control unit 720 1s acti-
vated and the reception notifying process for the transmis-
sion designation program 1s activated and the processing
routine advances to step 866. An updating process of the
information 1n the reception command control information
holding means 112 1s activated.

After execution of step 866, the processing routine 1s
returned to step 830 because of the end of operation of step
860 and the next reception command 1s again read.

A functional hierarchy of the communicating process will
now be described by commonly using FIG. 10. The func-
tional hierarchy is constructed by the application programs
910-z, 910-j, 920-;, and 920-j 1n the user space 170, com-
munication softwares 930-1, 930-7, 940-i, and 940-7 1n the
OS space 160, packet transter adapters 950-z and 950-j, and
packet communication network 960. The application pro-
ograms 910-7 and 910-; communicate the packet by the packet
with a continuous transfer 1nstruction and activate the com-
munication softwares 930-; and 930-j. The application pro-
ograms 920-7 and 920-j communicate the packet by the packet
without a continuous transfer mstruction and activate the
communication softwares 940-; and 940-;. A case of trans-

ferring the packet from the PE 100-7 to the PE 100-j will now
be described.

The communication software 930-i instructs the transfer
of the packet with the continuous transfer instruction to the
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packet transfer adapter 950-7 and continuously transfers the
packet via the packet communication network 960. The
packet transfer adapter 950-; activates the communication
software 930-; on the basis of the reception noftification
instruction from the last packet 302N and gives the packet
data to the application program 910-;.

The communication software 940-: instructs the transfer
of the packet without the continuous transfer mstruction to
the packet transfer adapter 950-7 and multiplexes the packet
with the packet from the other source and transfers the
multiplexed packet via the packet communication network
960. On the basis of the reception notification instruction
from each of the packets 302A to 302N, the packet transfer
adapter 950-; activates the communication software 930-;
and gives the packet data to the application program 910-;.

As mentioned above, which one of a plurality of com-
munication softwares 1s activated can be decided on the
basis of the format information of the packet.

FIG. 19 shows an example of an operation situation of the
parallel computer of the invention. In FIG. 19, the PEs
100-0, ...,100-, .. .,100-j 1n the parallel computer 10 are
divided into the portion 1010 1n which the application
programs 910-7 and 910-; in FIG. 9 operate and the portion
1020 1n which the application programs 920-; and 920-j 1n
FIG. 9 operate and are separately operated with respect to
those two portions. Further, they can be also finely divided
and operated. Or, the portions 1010 and 1020 can also
overlap.

According to the above embodiments, by designating the
continuous reception instruction flag mto a control field of
the transmission packet 1n accordance with the size of
transmission message by the communication software of the
computer on the transmission side, the computer system on
the reception side can receive a message exceeding the
packet length from the same source as a continuous packet.
Thus, since the process to rearrange the order 1s not activated
in the communication software, there 1s an excellent eft

ect
such that the overhead of the communication software can
be reduced.

What 1s claimed is:

1. A data communication system for a computer system in
which a plurality of computers are mutually connected,
comprising;:

(A) a plurality of computers;

(B) a switch circuit for mutually selectively connecting

said plurality of computers;

(C) said plurality of computers each having:

(a) control information indication means for holding
control information 1indicating whether said plurality
of computers operate 1n a parallel processing mode
or a distributed processing mode set by a terminal
connected to said plurality of computers;

(b) a user memory space including a plurality of user
data areas addressable from others of said plurality
of computers; and

(c) an OS area including a command area for storing a
command for execution of data communication 1n
said distributed processing mode and a buflfer area
for storing data for the data communication indicated
by said command,;

(D) transmission permitting means, connected between
said switch circuit and one of said plurality of
computers, for outputting a signal to permit a trans-
mission of data from one of said plurality of computers
through said switch circuit to another of said plurality
of computers;
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(E) said plurality of computers each further having:

(d) communicating means for transmitting data
received from said one computer to said another
computer through said switch circuit by outputting
said transmission permission signal from said trans-
mission permitting means;

(e) detecting means for detecting an occurrence of an
abnormality regarding the data communication from
said one computer to said another computer; and

(f) communication control means for abandoning data
that 1s subsequently received from said one computer
by holding the outputting of said transmission per-
mission signal 1 accordance with an output of said
detecting means when said control information 1ndi-
cation means indicates said distributed processing

mode;

(F) wherein said communication control means controls
continuation of said data communication by sending
and receiwving data to/from said another computer via
said user data arcas of said user space without aban-
doning data by ceasing outputting of said transmission
permission signal even when said detecting means
detects an abnormality, when said control information
indication means indicates said parallel mode.

2. A system according to claim 1, wherein when an
abnormality 1s detected by said detecting means, said switch
circuit releases said another computer, thereby disconnect-
ing said one computer and said another computer.

3. A system according to claim 1, wherein said detecting
means detects an abnormality when either one of said
command storage areca and said data storage buifer arca
enters a capability lacking state because of the data com-
munication.

4. A system according to claim 1, wherein said detecting,
means detects an abnormality when a signal to request the
connection 18 not received from either one of said one
computer and said another computer.

5. A system according to claim 1, further comprising:

a memory for storing the data stored in said buffer area,

and wherein said detecting means detects the abnormality
when a data transfer speed from said buffer to said
memory 15 lower than a data transfer speed of the data
that 1s transferred from said one computer to said buifer
of said another computer.

6. A system according to claim 1, further comprising:

means for abandoning packet data received until a leading,
packet data 1s received after said abnormality was
detected.

7. A system according to claim 1, further comprising:

abnormality end transmitting means for detecting an
abnormality regarding the transmission from said one
computer and for transmitting a cell to nofify said
another computer of a fact that the transmission is
finished to said another computer through said switch
circuit.

8. A system according to claim 1, wherein said one
computer has means for setting a flag to 1nstruct a continu-
ous reception, a type of transmission data, a source address,
and a destination address into a header of a transmission
command and for transmitting them together with the trans-
mission data as a packet, and

said another computer has receiving means for supplying
an 1nterruption signal to finish the reception of the data
to said another computer when at least one packet
which does not include said flag to instruct the con-
tinuous reception and, subsequently, one packet includ-
ing said flag to instruct the continuous reception.
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9. A system according to claim 8, further comprising:

means for abandoning a packet that does not include said
flag to 1nstruct the continuous reception when reception
commands prepared 1n said buifer area of said another
computer have been completely used.

10. A system according to claim 8, wherein when said
abnormality occurs, said switch circuit disconnects said one
computer and said another computer.

11. A system according to claim 1, wherein

said one computer has means for transmitting a packet to
set a transmitting mode before the data transmission,
and

said another computer has register means for holding
information regarding whether the reception data is
abandoned or not 1n response to the output of said
detecting means 1n accordance with said transmitting,
mode setting packet.

12. A system according to claim 1, further comprising:

means for setting an interruption signal flag indicating,
whether an interruption signal mdicative of an end of
data communication should be generated after the
reception of a data packet that 1s transmitted from said
one computer or not and a continuous reception tlag
indicating whether the continuous reception of the
continuous data packets should be executed or not into
said data packet that 1s transmitted from said one
computer; and

interrupting means for generating a data communication
end 1nterruption when said interruption signal flag has
been set 1n the data packet received by said another
computer,

and wherein when said continuous reception flag has been
set 1n the data packet, the data which 1s received from
said one computer 1s not abandoned irrespective of the
output of said detecting means.

13. A system according to claim 12, further comprising:

lack of buffer capability notifying means for transmitting,
a data packet indicating that either one of said com-
mand storage area and said data storage buffer area
enters a capability lacking state because of the data
communication to said one computer in accordance
with the output of said detecting means.

14. A system according to claim 1, further comprising:

means for setting an interruption signal flag indicating
that an interruption signal indicative of an end of data
communication should be generated after receiving a
data packet that 1s a last one of a series of data packets
which are transmitted from said one computer, and a
continuous reception flag indicating that the continuous
reception should be executed before said last data
packet 1s received.

15. A system according to claim 14, further comprising:

interrupting means for generating a data communication
end 1nterruption when said interruption signal flag has
been set 1n the data packet received by said another
computer,

and wherein when said continuous reception flag has been
set 1n the data packet, the data that 1s received from said
one computer 1s not abandoned irrespective of the
output of said detecting means.

16. A system according to claim 14, wherein when a
predetermined time elapses for a period of time during
which the continuous reception flag indicating that the
continuous reception should be performed is set into said
continuous data packets before said last data packet, in place
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of said continuous reception tlag, the interruption signal flag
indicating that the interruption signal showing the elapse of
said predetermined time 1s set 1nto the next data packet.

17. A system according to claim 14, wherein when a data
length reaches a predetermined data length for a period of
time during which the continuous reception flag indicating
that the continuous reception should be performed 1s set 1nto
said continuous data packets before said last data packet, in
place of said continuous reception flag, the interruption
signal flag indicating that the interruption signal showing
that the data length reached the predetermined data length
should be generated 1s set 1nto the next data packet.

18. A system according to claim 14, whereimn when the
number of transmitting times reaches a predetermined num-
ber of transmitting times for a period of time during which
the continuous reception tlag indicating that the continuous
reception should be performed 1s set mnto said continuous
data packets before said last data packet, 1n place of said
continuous reception flag, the interruption signal flag indi-
cating that the interruption signal showing that the number
of transmitting times reached said predetermined number of
transmitting times should be generated 1s set 1nto the next
data packet.

19. A data communication control method 1n a computer
system 1n which a plurality of computers are mutually
connected through a switch circuit, comprising the steps of:

setting control mmformation indicating whether said plu-
rality of computers operate 1n a parallel processing
mode or a distributed processing mode 1n each of said
plurality of computers;

outputting a signal to permit a transmission of data from
one to another of said plurality of computers;

transmitting the data received from said one computer by
outputting said transmission permission signal to
another computer through said switch circuat;

detecting whether an abnormality regarding a data com-
munication from said one computer to said another
computer has occurred; and

abandoning data that 1s subsequently received from said
one computer by outputting said transmission permis-
sion signal in accordance with detecting an abnormality
in said detecting step when the data received from said
one computer 1s of said distributed mode;

wherein the data communication 1s continued without
abandoning the data when the data received 1s of said
parallel processing mode.

20. The method according to claim 19, further comprising
the step of:

detecting the abnormality when a data transfer speed from
a buffer of said one computer to a memory of said
another computer 1s lower than a data transfer speed of
the data which 1s transmitted from said one computer to
said buffer of said another computer.

21. The method according to claim 19, further comprising
the step of:

abandoning a packet which does not include a flag to
instruct the continuous reception when commands pre-
pared 1n a buffer area of said another computer have
been completely used.

22. The method according to claim 19, further comprising
the step of:

setting an interruption signal flag indicating whether an
interruption signal showing an end of data communi-
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cation should be generated after the reception of a data
packet that 1s transmitted from said one computer or not
and a continuous reception flag indicating whether the
continuous reception of continuous data packets should
be executed or not mto said data packet that 1s trans-
mitted from said one computer,

wherein when said continuous reception flag has been set
in the data packet, data which is received from said one
computer 1s not abandoned 1rrespective of the detection
of said abnormality.

23. The method according to claim 19, further comprising
the steps of:

setting an interruption signal flag indicating that an inter-
ruption signal showing an end of data communication
should be generated after receiving a data packet that 1s
a last one of a series of data packets which are trans-
mitted from said one computer; and

setting a continuous reception flag indicating that con-
tinuous reception should be performed of the continu-
ous data packets before said last data packet.

24. The method according to claim 23, further comprising
the step of:

after a predetermined time elapses during which the
continuous reception flag is set 1n said continuous data
packets before said last data packet, setting the inter-
ruption signal flag indicating that the interruption sig-
nal showing the elapse of the predetermined time
should be generated and added to a next data packet of
said continuous data packets in place of said continuous
reception flag.

25. A system according to claim 1, wherein said control
information indication means includes a register for holding
operating mode information indicating whether a packet sent
from said one computer to said another computer 1n said data
communication 1s abandoned.

26. A system according to claim 1, wherein said control
information 1ndication means of said one computer includes
means for generating a data packet having an abandonment
information field indicating whether said data packet is
made 1n said distributed processing mode and said commu-
nication means of said another computer abandons said data
packet when said detecting means detects an abnormality
regarding the data communication and said abandonment
information field indicates said distributed processing mode.

27. A system according to claim 1, wherein said abnor-
mality regarding the data communication includes at least
one of a condition that there 1s a lack of a data reception arca
for the data communication and a condition of an unreceiv-
able state for the data communication.

28. A system according to claim 1, wherein said control
information 1ndication means includes a register for holding
operating mode 1nformation indicating whether said data
packet 1s made 1n said distributed processing mode and said
communication means of said another computer abandons
saild data packet when said detecting means detects an
abnormality regarding the data communication and said
abandonment mformation field indicates said distributed
processing mode.

29. A system according to claim 1, wherein said control
information indication means of said one computer includes
means for generating a data packet having abandonment
information field indicating whether a packet sent from said
one computer to said another computer 1n said data com-
munication 1s abandoned or not.
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30. A computer program product, comprising; 31. A computer program product, comprising:

a computer usable medium having a computer readable a computer usable medium having a computer readable

program embodied 1n said medium, said computer
readable program comprising:

program embodied 1n said medium, said computer
readable program comprising:

means for setting control information indicating 9 : : :

; : means for detecting that an abnormality regarding a
whether a plurality of computers operate 1n a parallel dat ot e b ot t _
processing mode or a distributed processing mode 1n atd COMUTUMCAUOL made DY OUPULHIE d HTalSIsS-
a computer; sion permission signal to another computer through

means for detecting that an abnormality regarding a said switch circuit from another computer occurred;
data communication made by outputting a transmis- 19 and
sion permission signal to another computer through means for abandoning data that i1s subsequently
said switch circuit from another computer occurred; received from said computer by outputting said
and _ _ transmission permission signal m accordance with
HCALs for abandqmng data that 1s subsequeqtly sald detected abnormality when the data received
received from said another computer by outputting 15 . . 1 e
. . . . . from said another computer 1s of said distributed
sald transmission permission signal in accordance de-
with said detected abnormality when the data rHoae, o _ _
received from said another computer is of said wherein the data communication 1s continued without
distributed mode; abandoning the data when the data received 1s of said
wherein the data communication is continued without 20 parallel processing mode.

abandoning the data when the data received 1s of said
parallel processing mode.
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