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FLIGHT SAFETY MONITORING DEVICE
FOR AIRCRAFT WITH ALARM

BACKGROUND OF INVENTION

The invention relates to a monitoring device for monitor-
ing flight safety of aircraft.

Modern aircraft are very complex systems comprising a
multitude of components which cooperate in a variety of
ways. Therefore, great demands are made on the pilot, if he
is to govern all these complex systems. The failure of a
component or unit, for example of a sensor, can lead to
dangerous reactions. The same may, however, also be true
for a false reaction by the pilot.

It is well known, to provide sensors used in the aircraft,
signal processing channels and servomotors redundantly. By
appropriate redundancy management, care can be taken that
even, if a sensor fails, the information required for the
stabilization, steering and navigation of the aircraft is still
provided by the system. An example of such redundancy
management is shown in U.S. Pat. No. 4,914,598, issued
Apr. 3, 1990 to Uwe Krogmann and Jurgen Bessel. The prior
art systems provide redundant sensors in the aircraft itself.

Prior art systems do not contain measures for monitoring
the human pilot.

SUMMARY OF THE INVENTION

It is an object of the invention to provide a monitoring
device which continuously monitors the human pilot, during
a flight mission.

In particular, such continuous monitoring is to take place
during instruction and trainings flights.

According to the invention these objects are achieved by
a monitoring unit adapted to be attached to the aircraft and
containing technical equipment, said technical equipment
including sensor means for measuring aircraft data indepen-
dently of aircraft sensors, means for automatically monitor-
ing the operation of said technical equipment of said moni-
toring unit, and means for automatically monitoring the
pilot’s reactions on the basis of said aircraft data provided by
said independent sensor means, said reaction monitoring
means being also mounted in said monitoring unit.

Thus a monitoring device is provided, which continuously
monitors both its own technical equipment, and the human
pilot. The human pilot is a very important link in the overall

system.

The monitoring unit provides the aircraft data by means of
sensors independent of the semsors of the aircraft itself.
Therefore, it is not necessary to interfere, in any way, with
the sensor and flight control system of the aircraft. This
would not be permissible.

The monitoring unit may contain warning means, to
which aircraft data from said independent sensors are
applied and which is designed to respond to deviations from
safe flight states of the aircraft by providing a warning
signal.

Furthermore, the monitoring unit may contain ground
contact warning means to which aircraft data from said
independent sensors are applied and which is designed to
respond to tnadmissibly close approach of the aircraft to the
ground by providing a warning signal. Eventually the moni-
toring unit may contain collision warning means which is
designed to respond to the danger of collision with other
aircraft by providing a warning signal.

Thus the monitoring device, at first, checks the operation
of its own technical equipment, then the reaction of the pilot
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and, eventually, can detect and signal, on this basis, devia-
tions from the range of safe flight states and the danger of
ground contact.

The means for monitoring the technical equipment may
comprise an associative neural network having inputs and

outputs, and a rule-based expert system connected to said
neural network outputs, said expert system being designed

to provide, as output information thereof, information about
the situation and a decision about measures to be taken. The
rule-based expert system may be an associative memory
operating with fuzzy logic.

The means for monitoring the pilot may comprise a neural
network with weights which, in an initial state, has been
trained to model the behavior of a generic pilot as reaction
to sensor signals. This neural network is arranged, in
operation, to receive sensor signals indicative of the state of

the aircraft from said independent sensor means and signais
which represent the reactions of a real, human pilot. Thereby

the neural network is re-trained during a training process
from its initial state to a state with changed weights,
whereby its behavior approximates the behavior of the real
human pilot. An adaptive knowledge and data base contain-
ing rules is provided, which stores in a memory rules
codifying, in an if-then form, the behavior of a pilot as
response to sensor signals from said independent sensor
means. The rules are provided with weights which represent
the importance of the rules for the pilot’s behavior. There are
means for applying said sensor signals from said indepen-
dent sensor means to said knowledge and data base, and
means for changing the weights of the knowledge and data
base step-by-step depending on changes of the weights of
the neural network relative to its initial state. Evaluating
means form a measure of the pilot’s flying ability from the
changed weights of the rules in the knowledge and data base.
The adaptive knowledge and data base is an associative
memory operating with fuzzy logic.

The monitoring device, in addition, may comprise a
computer model of the aircraft dynamics, commands from
the pilot being applied both to the aircraft and to said model,
said computer model providing estimated state variables of
the aircraft; said estimated state variables of the aircraft
being also applied to said evaluating means. This permits
taking into consideration, in the evaluation, unusual reac-
tions by the pilot, which may be caused by unusual flight
behavior of the aircraft, for example due to a defect. In this
case, the actual behavior of the aircraft deviates from the
behavior of the model. The computer model may be a neural

network which has been trained on the basis of commands
given by the pilot and measured state variables of the

aircratt.

The monitoring unit and said independent sensor means
may be accommodated 1n a pod adapted to be attached to the
aircraft.

An embodiment of the invention is described in greater
detail hereinbelow with reference to the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
FIG. 1 is a diagram illustrating the safety concept on

which the invention is based.

FIG. 2 illustrates schematically a monitoring unit accom-
modated in a pod to be attached to an aircraft.

FIG. 3 illustrates the structure of a monitoring element for
monitoring sensors, in a monitoring device of the present
type.

FIG. 4 is a block diagram of a monitoring device for
monitoring the pilot.
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FIG. 5 illustrates the monitoring of the danger of collision
between aircraft and ground.

DESCRIPTION OF A PREFERRED
EMBODIMENT OF THE INVENTION

Referring to FIG. 1, block 10 represents the monitoring of
the equipment. The block 12 symbolizes the monitoring of
the pilot. This will be described hereinbelow. From the two
monitoring steps, results monitoring of flight safety. This is
illustrated by block 14 in FIG. 1.

On the basis of this monitoring, further points of danger
are watched: Block 16 provides a warning, if the aircraft
deviates from the range of safe flight states. Block 18
provides a warning, if the aircraft approaches ground dan-
gerously. Block 20 symbolizes the generation of a collision
warning signal, if there is the risk of collision with another
aircraft.

Altogether, a “safety management” of the whole system is
achieved thereby, as indicated by block 22 in FIG. 1.

FIG. 2 schematically shows a monitoring unit 24, which
is suspended as a pod from a fighter aircraft. The pod has the
shape and the weight of a missile, as conventionally sus-
pended from the wings of the fighter aircraft. This offers the
advantage that the aerodynamics of the aircraft do not
change in comparison with the conventional operation. If the
aircraft is licenced for operation with such missiles, this
licence will remain valid, if a pod 25 is attached instead of
the missile.

The monitoring unit 24 contains sensors with associated
signal processing means which redundantly detect and pro-
cess the aircraft data such as attitude, air data and position.
The sensors include an inertial sensor unit 26, an air data
sensor 28 and a receiver 30 for the satellite navigation (GPS)
with the associated antenna 32. The inertial sensor unit 26
contains gyros and accelerometers. If necessary, additional
sensors, for example a Doppler radar or an altimeter, may be
provided. The sensors 26, 28 and 30 are independent of the
sensors of the aircraft itself. Therefore, no interference with
the sensor system of the aircraft itself is required. The
monitoring device is capable to determine the aircraft data,
for example the position, attitude and airspeed or angle of
attack, independently of the sensors and instruments of the
aircraft itself. The data from the sensors 26, 28 and 30 are
applied to a signal processing unit 34. The signal processing
unit 34 provides the required aircraft data from the sensor
signals. These aircraft data are generated redundantly. For
example, the position can be obtained once from the inertial
sensor unit 26 by signal processing in the signal processing
unit 34 in accordance with the methods of inertial
navigation, or from the receiver 30 for the satellite naviga-
tion with corresponding signal processing. By appropriate
redundancy management, it is ensured that, if a sensor fails,
the required information is obtained from the remaining
sensors by re-configuration.

In the present case, the monitoring of the “technical
equipment” is effected by a neural network 36 in combina-
tion with a rule-based expert system 38, as illustrated in FIG.
3

The neural network 36 is a three-layer network with an
input layer 40, a hidden layer 42 and an output layer 44.
Input data from the sensors are applied to the input layer 40
through inputs 46. Qutputs 48 indicate, whether a sensor is
defective and which sensor is defective. The neural network
36 is trained to this effect by controlled learning, the
connecting weights having been set during this learning
process. The activities of the nodal points in the hidden layer
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42 represent the classes of possible failures, errors or systcm
defects. The activities of the nodal points in the output layer
represent classes of proposed modes of procedure. The
rule-based expert system, which is an associative memory
operating with fuzzy logic, eventually generates, at its
outputs, decisions about the measures to be taken.

For example, the device of FIG. 3 may operate in such a
way that measuring data from all sensors are applied to the
inputs of the neural network 36. The neural network 36
provides a signal of substantially “H” (high) at the first
output, if one sensor, for example the receiver for satellite
pavigation, fails. All other outputs are substantially “L”
(low). The expression “substantially” means here, that the
outputs of the neural network do not provide well defined
voltage values or data but are slightly fuzzy. The rule-based
expert system 38 now contains stored rules, usually in the
form of “if . . . . then ... ”. In the present, simplificd, case.
the expert system might apply the stored rule: “If output 50
is “high” (GPS-receiver defective) and all other outputs are
“low”, then position is to be determined from inertial
navigation alone”. This is the re-configuration. In the present
case, “High” and “Low” are fuzzy quantities, which are
processed by the fuzzy logic of the associative memory.

The described monitoring device for the technical equip-
ment form part of the signal processing unit 34 in FIG. 2.
The monitoring unit of FIG. 3 fulfills the function of the
biock 10 in FIG. 1.

The signal processing unit 34 is connected to the data bus
of the aircraft through an interface 52 and an umbilical 54.
Through this connection, the signal processing unit 34
receives the control commands given by the pilot of the
aircraft. The signal processing unit 34 comprises a moni-
toring device for monitoring the pilot. Such a monitoring
device is illustrated in FIG. 4.

In principle, the monitoring device of FIG. 4 has similar
structure as the monitoring device for the technical
equipment, which is illustrated in FIG. 3. Input quantities are
quantities such as attitude, air data and position, which result
from the behavior of the aircraft 56. These quantities are
“fed back” to the input of the monitoring device through a
loop 58, and are compared, if necessary, with a reference 62
at a summing point 60. These input quantitics are, on one
hand. detected by the pilot 64. This can be done by reading
instruments by visual observation or by sensing accelera-
tions. This is illustrated by arrow 66 in FIG. 4. On the other
hand, the relevant quantities are measured by the aircrat-
independent sensors 26, 28 and 30 in the pod 24. This is
shown by block 68 in FIG. 4. The pilot’s reactions on the
perceived input quantities (arrow 66) are picked off from the
data bus 70 of the aircraft through the umbilical 54 and are

applied to the data processing unit 34.

The data processing unit 34 comprises a neural network
72. Once, the signals from the sensors 26, 28 and 30 (and.
if applicable, of other sensors represented by block 68) are
applied to this neural network 72. This is shown by the
connection 74. In addition, the neural network 72 receives
information about the pilot’s reactions from the data bus of
the aircraft through the umbilical 54 and the interface 52
(FIG. 2). This is illustrated by the connection 76 in FIG. 4.
The output 78 of the ncural network 72 is, again, applied to
a rule-based expert system 80. The neural network 72 and
the rule-based expert system have, in principle, the same
structure as the neural network 36 and expert system 38 of
FIG. 3.

The neural network 72, by training, has acquired the
abilities of a “good” pilot and represents a “generic pilot”.
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The neural network 72 relates the relative reaction of the
aircraft as detected by the sensors 68 with the reaction of the
pilot 64. This is indicated by the arrows pointing to the
neural network 72. Starting from the original level of
training of the neural network 72, this neural network 72 is
“re-trained” by the sensor signals and the human pilot’s
reactions thereon, whereby it approximates the behavior of
the real human pilot.

The knowledge and data base 80 contains rules for the
pilot’s behavior, so to say a “pilot’s manual”. The rules have
the form of *if . .. , then ... ”. “If these and those sensor
signals occur, then the pilot has to take this and that action”.
The rules have weights. These weights depend on how
strictly the pilot has to follow and, in practice, follows the
respective rule.

When the neural network 72 has changed starting from
the original level of training of the neural network and,
thereby, the neural network 72 approximates the behavior of
the real human pilot, the weights of the rules in the knowl-
edge and data base 80 are changed simultaneously step-by-
step. This is illustrated by the arrow crossing the block,
which represents this knowledge and data base in FIG. 4. If,
for example, the pilot repeatedly disregards a particular rule,
the “weight” of this rule in the system of rules in the
knowledge and data base 80 is reduced relative to the initial
state. Thus the changes of the weights of the various rules
provide a measure of the pilot’s ability. Forming this mea-
sure is represented by block 82 labelled “evaluation unit”.

Using the neural network 72, which, as its initial state, is
trained by the behavior of a good pilot, offers the advantage
that, by the training process with the real pilot, a final state
can be reached very quickly in which the weights of the
neural network 72 change only insignificantly during further
training. With an initial state in which the weights of the
neural network 72 are distributed at random, it would take
too much time to train the neural network. It can be assumed
that the behavior of the pilot to be tested is not basically

different from that of a “good” generic pilot. It is easier to
match the neural network representing the generic pilot with
some other human pilot than to match therewith an untrained
neural network, which would, so to say, represent a layman.

The neural network 72 alone would not provide a quan-
titative measure of the pilot’s ability. Also it would not
permit conclusions about which mistakes the pilot 64 makes,

i.e. in what respect the behavior of the pilot 64 deviates from
that of a “generic pilot™.
Therefore, the weights of the neural network are con-

verted into weights of well-defined rules as indicated in FIG.
4

Rules of the knowledge and data base 80 may be varied
by the change of the weights of the neural network. It is also
possible that new rules will be created. It is known which
quantities are linked with each other through the weights of
the neural network. A program looks for relations of the
form that certain inputs (sensor signals) are linked to a
certain output (pilot’s reaction) with particularly large
weights. Such large weights mean that, when the sensor
signals associated with the inputs occur, the pilot particu-
larly often reacts in accordance with the output (or a
plurality of outputs). Such relations can be formulated as an
“if . .., then.. .”-rule. The program examines, whether the
new rile is already contained in the knowledge and data base
80. If this is not the case, the new rule will be stored in the
knowledge and data base 80.

The neural network 72 provides output signals at an
output 78 indicating to which extent the actual reactions of
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the pilot 64 deviate from those of the generic pilot. If the
airspeed is reduced to below a setpoint value, the reduction
being indicated by the air data sensor 28, the thrust would,
for example, have to be increased or the climbing angle
would have to be reduced. However different pilots will
react on a given situation in slightly different ways.
Therefore, the grading criteria are fuzzy. Linguistic criteria
such as “good conformity”, “reasonable conformity” and
“poor conformity” will be used for the various reactions.

The knowledge and data base 80 also receives the signals
from the sensors 68. Therefore, the knowledge and data base
“knows” the aircraft states. The knowledge and data base 80
receives, from the neural network 72 grading criteria, which
merely are directed to the degree of conformity between the
actual human pilot 64 and a “generic” pilot. However the
tolerances which exist for the pilot’s behavior are differently
large for the various reactions. These tolerances often
depend on the aircraft state. A pilot, which, upon a deviation
of the airspeed measured by air data sensor 28 from a
setpoint value, does not increase the thrust at once, may react
quite reasonable in one case, when the airspeed is well above
the stall speed and the drop of the measured airspeed is due
only to a temporary gust. In other cases, even a slight
deviation from the “standard” may become critical. There
may be different reasonable reactions in still other situations.
All these points of view are taken into consideration by rules
in the knowledge and data base, which incorporate both the
criteria from the neural network 72 and the sensor signals
from the sensors 68.

The knowledge and data base 80 is an associative memory
operating with fuzzy logic. |

Depending on the grading criteria received from neural
network 72 through output 78, the weights of the rules stored
in the knowledge and data base 80 are changed step-by-step.
These changes provide “grades” for the various aspects of
the pilot training. These “grades” are also of linguistic nature
such as *“reactions quick”, “reactions normal” or *“reactions
slow” etc. From these linguistic “grades” provided by the
knowledge and data base 80, the evaluation unit 82 provides
a measure of the pilot’s training level.

This method monitors both the pilot’s subconscious
behavior and deliberate actions.

It may be, that the aircraft requires from the pilot some-
times a behavior which deviates from the standard. This
may, for example, be due to the fact, that the acrodynamics
of the aircraft has changed, or an engine has failed. In order
to recognize this, a computer model 84 of the aircraft
dynamics is provided. This model 84 of the aircraft dynam-
ics receives the same commands from the data bus 70 as the
aircraft 56 itself. The model 84 provides estimated values of
the aircraft states at an output 86. These estimated values
presume an intact aircraft. The estimated values are applied
to the evaluation unit. Then the evaluation unit recognizes
deviations of the real behavior of the aircraft, as detected by
the sensors 68, and the estimated values. The computer
model of the aircraft, which is highly non-linear, is provided
by a neural network. This neural network has been trained on
the basis of the behavior of a real aircraft.

The data provided by the signal processing unit 34 are
coded by a coder 88 and are transmitted by a transmitter 90
with antenna 92. This is true also for data which are provided
by various sensors. The data are also applied to a data
recording apparatus 93 and may be transferred by this data
recording apparatus to an external memory.

With the thus monitored data from the various sensors,
independent of the sensors of the aircraft, the aircraft is
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monitored to ensure that the flight states are within a safe
range. To this end, the pod 24 contains a device, to which the
aircraft data from the independent sensors 26, 28, 30 are
applied and which responds to deviations of the aircraft from
the range of safe and triggers an alarm. This is the function
illustrated in FIG. 1 by block 16.

Critical, in particular during airfight training, is the risk of
a collision between the aircraft involved. In order to avoid
such collisions, all aircraft involved are provided with a pod
of the type described. Each of these pods 25 contains a
sensor for the satellite navigation. This satellite navigation

permits determination of the position of an aircraft with an
accuracy of a few meters. The inertial sensor unit provides

the velocity vector in space, i.e. virtually the velocity over
ground. The data of the various aircraft are broadcast
through transmitters 90 and the antenna 92 and are trans-
mitted wireless to all other aircraft involved. Therefore, each
monitoring unit 24 receives not only information with
respect to its own position, flight direction and flight speed
but also the corresponding data of all other aircraft involved.
The signal processing unit can calculate, from this
information, whether for two of the aircraft involved there is
a risk of collision. Such a risk exists, if the aircraft fly on a
collision course, thus if the aircraft with the measured flight
speeds and flight directions, starting from the present
positions, would reach the same point in space or a certain
area at the same time, and if the distance between the aircraft
has decreased below a certain value. In this case, an acoustic
alarm signal is given to the pilot by the monitoring device.
This is the function illustrated by block 20 in FIG. 1.

Furthermore, the monitoring unit in the pod 25 contains a
device to which the aircraft data from the independent
sensors are applied and which responds to the aircraft
inadmissibly approaching ground and triggers an alarm.
This device assumes that the training takes place above
known terrain 95 (FIG. 5). The terrain structure of this
terrain 94 is stored in a memory 96, as schematically
illustrated in FIG. 5. The position of the aircraft S6 in space
is known from the receiver 30 for the satellite navigation.
Therefrom the position of the aircraft relative to the terrain
94 can be determined. In addition, the inertial sensor unit 26
provides the velocity vector of the aircraft over ground. The
signal processing unit 34 can calculate therefrom, whether
there is a risk of ground contact, and can trigger an alarm.
This is the function illustrated by block 18 in FIG. 1.

I claim: |

1. A monitoring device for monitoring flight safety of an
aircraft containing sensors for aircraft data, comprising:

(a) a monitoring unit (24) adapted to be attached to the
aircraft and containing technical equipment;

(b) said technical equipment including sensor means
(26,28.30) for measuring said aircraft data indepen-
dently of said aircraft sensors;

(c) means (36,38) for automatically monitoring the oper-
ability of said technical equipment of said monitoring
unit (24);

(d) means (36.38) for automatically monitoring the pilot’s
reactions (64) on the basis of said aircraft data provided
by said independent sensor means (26,28.30), said
reaction monitoring means (36.38) being also mounted
in said monitoring unit; and

(e) means for evaluating said monitored reactions to form
a measure of the pilot’s flying ability thereby indicating
whether monitored reactions to particular sensed air-
craft data conformed with expected reactions.

2. Amonitoring device as claimed in claim 1, wherein said
monitoring unit (24) contains warning means, to which
aircraft data from said independent sensors are applied and
which is designed to respond to deviations from safe flight
states of the aircraft by providing a warning signal.
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3. A monitoring device as claimed in claim 1, wherein said
monitoring unit (24) contains ground contact warning means
to which aircraft data from said independent sensors are
applied and which is designed to respond to inadmissibly
close approach of the aircraft to the ground by providing a
warning signal.

4. A monitoring device as claimed in claim 1, wherein said
monitoring unit (24) contains collision warning means
which is designed to respond to the danger of collision with
other aircraft by providing a warning signal.

5. A monitoring device as claimed in claim 1, wherein said
equipment monitoring means comprises an associative neu-
ral network (36) having inputs and outputs, and a rule-based
expert system (38) connected to said neural nefwork outputs,
said expert system (38) being designed to provide, as output
information thereof, information about the flight safety of
the aircraft and a decision about measures to be taken.

6. A monitoring device as claimed in claim S, wherein said
rule-based expert system (38) is an associative memory
operating with fuzzy logic.

7. A monitoring device as claimed in claim 1, wherein said
means (64) for monitoring the pilot’s reactions comprise:

(a) a neural network with weights which

in an initial state has been trained to model the behavior
of a generic pilot as reaction to sensor signals, and
is arranged, in operation, to receive sensor signals
indicative of the state of the aircraft from said
independent sensor means and signals which repre-
sent the reactions of a real, human pilot, whereby the
neural network is re-trained during a training process
from its initial state to a state with changed weights,

whereby its behavior approximates the behavior of
the real human pilot,
(b) an adaptive knowledge and data base containing rules

which

stores in a memory rules codifying, in an if-then form,
the behavior of a pilot as response to sensor signals
from said independent sensor means,

said rules being provided with weights which represent
the importance of the rules for the pilot’s behavior,

(c) means for applying said sensor signals from said
independent sensor means to said knowledge and data
base,

(d) means for changing the weights of the knowledge and
data base step-by-step depending on changes of the
weights of the neural network relative to its initial state,
and

(¢) evaluating means for forming a measure of the pilot’s
flying ability from the changed weights of the rules in
the knowledge and data base.

8. A monitoring device as claimed in claim 7, wherein said

so adaptive knowledge and data base is an associative memory
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operating with fuzzy logic.

9. A monitoring device as claimed in claim 7, and further
comprising a computer model (84) of the aircraft dynamics,
commands from the pilot being applied both to the aircraft
and to said model, said computer model (84) providing
estimated state variables of the aircraft; said estimated state
variables of the aircraft being also applied to said evaluating
means.

10. A monitoring device as claimed in claim 9 wherein
said computer model (84) is a neural network which has
been trained on the basis of commands given by the pilot and
measured state variables of the aircraft.

11. A monitoring device as claimed in claim 1, wherein
said monitoring unit (24) and said independent sensor means
(26.28,30) are accommodated in a pod (25) adapted to be
attached to the aircraft (56). |
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