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METHOD FOR ADAPTIVE LEARNING TYPE
GENERAL PURPOSE IMAGE
MEASUREMENT AND RECOGNITION

This 1s a Continuation of application Ser. No. 08/080,
076, filed Jun. 24, 1993, now U.S. Pat. No. 5,442,716 which
in turn is a Continuation of abandoned application Ser. No.
07/778,741, filed Oct. 18, 1991, which in turn is a Continu-
ation of abandoned application Ser. No. 07/414,530, filed
Sep. 29, 1989.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to a method and apparatus for
various image measuremenis (including counting and dis-
crimination) of the shapes and numbers of objects expressed
in binary images in the field of image measurement, such as
inspection or identification of parts on production lines,
material or medical fields, and more particularly to a general
or universal purpose image measurement and recognition
device and method which either counts or measures geo-
metric characteristics (such as a number or length of a
circumference) of objects as the two-dimensional patterns at
a high speed or discriminates two-dimensional patterns at a
high speed by learning.

Further, according to this invention, the method is largely
used as the general purpose image measurement and recog-
nition device in which adaptive learning function and high
speed of real time are requested.

2. Description of the Prior Art

In the prior art, an image measurement device is realized
by sequentially and senially combining image processing
techniques which are judged necessary in order to achieve
particular tasks as shown in FIG. 1 (Sequential and Proce-
dural Method). For example, in order to count the number of
two types of particles a binary image including a large
number of particles of two different radii, all the particles
(black circles) on a screen (white background) are first
detected, and discriminated by attaching labels (numbers) to
the respective particles. Next, their diameters, areas and so
on are respectively measured, the type of the groups to each
particle belongs 1s decided, and the decision numbers are
counted to finally obtain the respective numbers of particles
of two different groups.

Since the above prior art devices are realized by combin-
ing various and complicated image processing techniques
sequentially, the processing takes a long time for the calcu-
lation, and the entire system inevitably becomes large and
complicated, posing a problem in high speed processing.
The most critical problem inherent to these devices is that
the duration of time necessary for the processing increases
in proportion to the degree of complexity (e.g. the number
of the particles in the above example) of the objective
images. Another problem exists in that since these series of
processings are those each prepared to achieve a specific and
predetermined purpose, the device 1s dedicated solely to the
predetermined purposes, and techniques should be modified
for different uses. Moreover, these devices can be applied
only to problems which are clearly known what is to be
measured by which technique in what procedure.

Besides the above mentioned serial measurement method,
there 1s proposed a paraliel and adaptive method such as the
models of “perceptron” or “neural networks” in pattern
recognition. FIG. 2 shows the structure of such the neural
networks which 1s modelled after the information processing
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2

of the brain. In the figure, layers (input layer, intermediate
layer and output layer) having a large number of elements
modelled after characteristics of neurons are connected in
multilayers, and their connection coefficients are set as
variable weights (parameters). In order to output desirable
results (measured results) for the inputs, a large number of
data for the learning operation are sequentially inputted, and
the above connection coefficients are sequentially modified
every time an error is made in output.

However, the above-mentioned measuring method is slow
in covergence speed of the learning operation, although 1t 1s
fast in measuring processing because of the parallel pro-
cessing. Further, local optimal solutions sometimes make
obtaiming the global optimal result difficult. Although the
measuring method is adaptive and universal, the practical
application inevitably takes a trial-and-error manner because
it 1s not known that number of elements should be combined
in what way to a particular problem or what should be
inputted. The elements used in such the neural networks are
restricted to use the input and output signals in the two
values of “0” and “1” or the values therebetween on the
model of neuron cells. Therefore, the weighted sum 10 of a
large number of inputs is non-linearly transformed 11 before
becoming one output as shown in FIG. 3. Although the
expression of information in this type of measuring method
is significant as a model of a neurological information
processing, it 1s not quite imporiant in practice and is rather
limitative and inefficient. Therefore, the measuring method
has some problems and limitations as a practical image
measuring device.

U.S. Pat. No. 4,288,779, corresponding to Japanese Patent
Publication (KOKOKU) No. 47064/1983, discloses a sys-
tem which can discriminate two-dimensional patterns at a
high speed and measure geometrical features of the patterns
at a high speed. However, since the measuring method must
have other machines do arithmetic operations necessary for
the character recognition to have the results in advance, its
usage is limited. It is limited in usages for reading out the
characters because it solely aims at providing the features
which do not need segmentation of a character, and it is not
quite adaptive to the changes in the size and forms of the
objective patterns. Therefore, the measuring method is not
quite adaptive nor universal when a user wishes to apply it
to a particular need at a particular shop. Since it is generally
not easy to predict environmental conditions (disturbance,
for example mistiness and image quality) and so on of the
device in advance, it 1s impossible to prepare a method
which is most adaptive and optimal to particular conditions.

SUMMARY OF THE INVENTION

This invention was conceived to eliminate such problems
encountered 1n the prior art and aims at providing an
adaptive learning type general purpose image measurement
and recognition method and apparatus which extracts fea-
tures 1n two stages of a relatively simple structure based on
the observation of basic and principle conditions of the
image measurement, and adaptively measures the images for
arbitrary objects or usages suitable for various environments
by a high speed learning operation.

According to one aspect of this invention, for achieving
the objects described above, there is provided an adaptive
learning type general purpose image measurement and rec-
ognition method which comprises the steps of extracting a
large number of basic initial feature which are based on Nth
order autocorrelation and invariant to parallel displacement
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of an object to be caught 1n an image frame and which have
additivity with respect to the 1mage {rame, and performing
statistical features extraction having learning function on the
basis of multivariate analysis methods applied the extracted
initial features to thereby enable use for various types of
measurement adaptively.

According to another aspect of this invention, there 1s
provided an adaptive learning type general purpose image
measurement and recognition apparatus which comprises a
pick-up means to pick-up objects of measurement in {wo-
dimension, an image cutting-out means which partially cuts
out video signals of said picked-up images, a window signal
generating means which generates a window signal for
designating a measurement scope, a correlating means
which computers Nth order autocorrelation of said cut-out
data within the scopes of said window signal, a memory
means which stores coeflicients of said autocorrelation, and
an arithmetic controlling means which controls said respec-
tive as well as calculates multivariate anaiysis based on said
computed values to thereby enable use for various types of
measurement adaptively.

The nature, principle and utility of the invention will
become more apparent from the following detailed descrip-
tion when read in conjunction with the accompanying draw-
1ngs.

BRIEF DESCRIPTION OF THE DRAWINGS

In the accompanying drawings:
FIG. 1 is a conceptual block diagram to show the con-
ventional serial measurement method;

FIGS. 2 and 3 are charts to show a parallel and adaptive
method and the element suggests by neuro-computing,
respectively;

FIG. 4 is a conceptual block diagram to show the funda-
mental method of this invention measurement;

FIG. § is a flow chart to show the measurement and
recognition principle according to this invention;

FIG. 6 is a chart to show the local displacement direction
to compute Nth order autocorrelation;

FIG. 7 is a view to show local autocorrelation masks up
to the second order;

FIGS. 8A, 8B and FIG. 9 are views to show the local
autocorrelation masks with hexagonal shapes up to the
second order, respectively;

FIG. 10 1s a flow chart to show an example of the
operation for the basic initial feature extraction;

FIG. 11 1s a chart to show a linear combination for the
statistical feature extraction;

FIG. 12 is a flow chart to show the learning mode and the
measuring recognition mode of the system;

FIG. 13 1s a block diagram to show an embodiment of this
invention device;

FIG. 14 is a detailed circuit to show partial image cutting-
out circuit;

FIG. 15 and FIGS. 16A and 16B are views to show
examples thereof in output, respectively;

FIG. 17 is a block diagram to show the structure of an
output section;

FIG. 18 1s a circuit to show an embodiment of a window
signal generating circuit;
FIG. 19 is a view to explain the coordinates of a window;

FIGS. 20A to 20D are image views in number measure-
ment of two type particles;
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4

FIGS. 21A to 21D are image views in the measurement of
topological characteristics; and

FIGS. 22 through 25 are views to explain application of
this invention to pattern recognition.

PREFERRED EMBODIMENT OF THE
INVENTION

Most of the problems encountered in practical image
measurement are those of measuring the area or circumfer-
ence of an object caught within the frame (or on a screen) of
images, and the counting of the number of voids or the
counting of the number of objects of a large number of the
same groups on the screen. Problems of recognition in
determining an object are also included in the measurement
(such as those of shape measurement) problems in a broader
sense. The measured results to the problems of those mea-
surements of various images are generally given in the form
of measured values (numeral values), and therefore the
image measurement can be regarded as a problem for
extracting the features from an image. The fundamental
conditions required for the features according to the present
invention are as follows.

@ Invaniant to paralle] displacement

(2) Additivity with respect to a screen (an image frame)

(3) Adaptive learning possibility
The first condition (1) means that no matter where an object
exists within the frame, its measured value (for example, an
area) 1s the same and does not change. The second condition
(2) means that when the screen is divided into plural
sections, the sum of measured values in all the sections 1s
equal to the measured value of the entire screen as 18 0bvious
from an example of counting the number of particles on the
screen. The third condition é) is important in order to obtain
a device of universal purpose, which is an object of this
invention.

Feature extraction comprising the following two stages F1
and F2 is proposed in order to satisfy the above fundamental

three conditions (1) to (3).

F1. A large number of general and basic features which
satisf{y the above conditions 1 and 2 are extracted from
the entire screen as initial features (Geometrical feature

extraction).

F2: New features which are optimized to various appli-
cations arc adaptively extracted through the learming
operation by means of linearly combining the above-
mentioned initial features (Statistical feature extrac-
tion).

For the geometrical feature extraction of the stage F1, for
instance, we can use the feature extraction by local auto-
correlation masks based on the principle of autocorrelation
of Nth order (refer to U.S. Pat. No. 4,288,779 corresponding
to Japanese Patent Publication No. 47064/1983). The sta-
tistical feature extraction of the stage F2 can be realized by
the techniques of multivariate analysis such as multiple
regression analysis. The linear combination in the statistical
feature extraction F2 is necessary to maintain the above
condition to realize the learning mode and the measuring
recognition mode of the system.

The measuring concept of this invention, as shown in
FIG. §, based on the feature extractions in the above two
stages of F1 and F2, 1s a parallel and adaptive measurin
method which can satisfy the fundamental conditions @%
through @ and is simple in structure and easy to imple-
ment. The measuring method enables the image measure-
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ment to be adaptive to various and many uses according to
a high speed learning operation.

The measuring device according to this invention mea-
sures the images of the two-dimensional patterns universally
and rapidly in real time based on the aforementioned opera-
lion.

The measuring principle of this invention wiil now be
described referring to attached drawings.

An object of measurement as shown in FIG. 5 is
expressed as a gray scale (multi-values) within a frame
through a TV camera (for instance, CCD) 1. Although this
measuring method 1s applicable to the gray scale (signal
SG1) as it is, it 1s applied here to binary images which are
obtained by a binarizing circuit 2 for facilitating the expla-
nation, since the objects for the measurement are mostly
binary images in practice. The gray scale is binarized by a
predetermined threshold value and divided into object areas
(value 1: black) and background areas (value (): white), and
are inputted into an image memory (MXM pixels) 3.

A gcometrical feature extraction section 4 extracts the
initial features for an 1mage f(r) (wherein r=(i,j) i1s a two-
dimensional vector representing its position on the screen)
caught within the 1mage frame (on the image memory 3;
hereinatter referred to simply as on the screen). The features
to be extracted are specifically the autocorrelation functions
of Nth order shown below (refer to U.S. Pat. No. 4,288,779
the underlined reference letters hereinbelow represent vec-
tors).

xf{ai, ..., E~)=§f(£)ﬂ£+gl)..-f(:+g~) (1)
The extraction of the initial features is based on the principle
of the above formula (1). In other words, the extraction of
the initial features represents positional unchangeability or
invariancc with regard to any parallel displacement therein
f(r)—1(r+b) within the image frame of the object. Although
the displacement direction (a,, . . . , a,) may be arbitrarily
determined, it would suffice for practical purposes if N is
limited to the order of two and the displacement direction 1s
limited to the directions of the locality 3x3 around a refer-
ence point r 1n order to satisfy the above condition @ FIG.
6 shows an example of the local displacement direction. In
this case, the Nth order autocorrelation fiinction of the above
formula (1) can be calculated by scanning once the entire
screen with a local window (with the center r) of 3%3. In the
casc of the binary images, this procedure means none other
than the procedure of counting the number of times the
expression holds as f(r) f(r+a,) . . . f(r+a,)=1 or the local
patterns in an entire image where all the pixels (N+1) of the
functions in the 3x3 local window become to “1”. The such
local patterns consisting of N+1 “1” pixels apparently exist
in the number (1n the case of up to the 2nd degree, N=0,1,2)
of combination which allows N+1 pixels to be selected from
number 3%x3=9, When we take the scanning into consider-
ation, however, the patterns translatable in parallel displace-
ment within the local window are equivalent to each other,
and the number of independent patterns up to the 2nd order
ultimately becomes “25” as shown in FIG. 7. In the patterns
in FIG. 7, *1” represent pixels to be examined while “*”
represents those to be ignored. These twenty-five patterns
are called local autocorrelation masks. By scanning an entire
screen once with these masks M; (=1 through 25) and
obtaining respective sums of matches, twenty-five local
autocorrelation coefiicients x; are obtained as the imitial
features. The procedure of calculation is shown in the Steps
S1 through S3 in FIG. 10. U.S. Pat. No. 4,288,779 corre-
sponding to Japanese Patent Publication No. 47064/1983
discloses the details of the calculating circuit method. Mask
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6

patterns are not limited to the same shown 1n FIG. 6, and
they may be hexagonal as shown in FIGS. 8A or 8B instead
of the square of size 3x3 as shown in FIG. 7. The correlation
using such a hexagonal pattern is effective 1n that fluctuation
of intervals between the pixels from the center pixel is
smaller than those with a square pattern, in that the number
of the independent patterns can be reduced to 13 due to the
invariance of parallel displacement, and 1n that efficiency is
higher compared to the case shown in FIG. 7. In practical
construction, the phases of the clock signal may be deviated
by 180 degrees for each scanning line. FIG. 9 shows a case
of the autocorrelation mask (No. 1 through No. 17) which 1s
independent in terms of the invariance of parallel displace-
ment in the hexagonal patterns. The 17 and *“*” within the
patterns are similar to those shown in FIG. 7.

The initial features x; from the geometrical feature extrac-
tion section 4 are inputted to the statistical feature extraction
section 5 as shown in FIG. 5. A description will now be
given as to the statistical feature extraction (F2).

The mitial features x; obtained as above are the features
which are general and fundamental and which are not
dependent on measurement problems. However, they cover
the information of an objective image necessary for a
measurement problem. Therefore, from these linear combi-
nations, in the structure as shown in FIG. 11, and in
accordance with the following formula (2), new features
(measurement values themselves or forecast approximate
values) effective to the measurement problem can be
obtained as y,.

K (2)
yi= 2 a;xi(i=1toM)
Jj=1
The letter M represents the number of the feature values
which are simultaneously measured. The above formula (2)
can be simplified as the following formula (2') if the initial

features x; and the new features y; are sorted in the vertical

vector x=(x;. . ., X,5)' and y=(y,, . . . , ¥,,)' and a coeflicient
matrix A=[a,]|" 1s used (wherein ™’ represents a transposi-
tion).

y=A'x (2Y)

The coefiicient A may be obtained trivially depending on
problems. For example, the coefficient A is apparently
obtained as y,=Xx,; when the task 1s to count the area of a
measuring object caught by the binary image, because the
pixel number of the object is given by the autocorrelation
coefficient x, with the mask M, the Oth order. By logical
observation, other measuring values may be represented in
a linear combination. However, these artificial methods are
too complicated to be popularly used. This invention method
therefore tries to obtain an optimal coefiicient A automati-
cally through the learning operation by means of a multi-
variate analysis method as shown in FIG. 12.

Multiple regression analysis, which 1s one of the multi-
variate analysis methods is an effective and direct method,
especially suitable for the measurement problems. It is
assumed herein that a set of objective images to be used in
the learning operation 1s denoted as G={{,(r)} (provided 1=1
through 1.), a correct measurement vector for the 1mage {; as
Z;, and the initial feature vector calculated at the Step S10 as
X, (theretfore the output 1s y—=A'x,). The optimal coethicient A
is obtained so as to mimimize the following means square
error (3) at the Step S12, and the optimal solution is
explicitly given by the formula (4).
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1 L 2 (3)

L Y,
e¢(A) = T 2 IAx; — zill

ly;— 2l = ——
e A

==

A=R_R_ (4)

The following formula (5) represents an autocorrelation
matrix with respect to the initial {eatures x; and a crosscor-
relation matrix with respect to the mput data x; and z,
respectively. To the power of “—17 herein represents an
Inverse matrix.

1 L | 1 L | (5)
Rp=5 I(EEEE):RE:T I(Eigf)

1=

[—

The system in FIG. 5 can hereafter estimate quite accu-
rately the measurement vector {for an input image {(r) 1n the
running mode (Right half of FIG. 12) by using the coeih-
cient A obtained at the Steps S11 and S12 in the learning
mode (Left half of FIG. 12). If the accurate measurement
vector z, can be expressed by the above formula (2), a
correct coeflicient A 1s automatically obtained by the iearn-
ing operation.

Recognition of objects may be possible in a similar
manner. In the case of the multiple regression analysis, it can
be solved by considering the measurement vectors (z; and
y) as codes differentiating the classes of the objects to be
recognized, and doing the similar learning operation. For
instance, when the objects comprises two classes, the coef-
ficient A 1s learned in the learming mode for the class *17 as
z=(1, 0)" and for the class “2” as z=(0, 1)'. In the measuring
(recognition) mode, a classification section 6 in FIG. §
compares the feature y, with another feature y, for y=(y,,
y,)' obtained for an input objective image (Step S22), and if
y, 1s greater than y,, it judges that 1t is class “17, and 1f it 1s
smaller, it judges that it is class “2”. If the classes are in a
laree number (K), similar operation can classily them.
Accordingly, 1n recognition mode a processing for the
classification such as detection of the maximum value of the
feature y, becomes necessary.

Discriminant analysis may be used as the leaming opera-
tion of the coefficient A for recognition. In this case, the
coefficient A can be obtained as a solution (eigenvectors) of
an cigenvalue problem below in a manner to optimally
separate (discriminate) K classes in the space of the vector

y.

XA=X A A (A'X, A=]) (6)

wherein the letter A denotes the diagonal eigenvalue matrix,
and I denotes the unit matrix. Further, the letters X,, and X,
denote respectively the within-class covariance matrix and
the between-class covariant matrix of the initial feature
vector x, and are defined by the following formula.

K - - - - (7)

wherein ; and +e.0vs x+ee ; and X, represents respectively
the occurrence probability, the mean vector and the covari-
ance matrix of class 'y, and +e.ovs x+ec .- the total mean
vector. A classification method for the discriminant analysis
may be a method which calculates the distance from an input
(y) to the mean vectors (+€,0vs y+ee =A'+e,0vs x+ee ;) of
each class and determines the input into the class which
gives the minimum distance.

The image measuring device according to this invention
is based on the aforementioned principle, and an embodi-
ment will now be described referred to FIG. 13.
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An industrial TV camera 101 picks up an objective image
100, and sequentially outputs two-dimensional video images
IS in time series to a sampling circuit 102 and an output
image synthesizing/switching circuit 154. The sampling
circuit 102 converts the video images IS sequentially into
digital values (herein binary values) BP in accordance with
a clock signal CLK fed from a timing signal generating
circuit 103. The clock signal CLK is of about 6 MHz if the

entire screen 1s assumed to have 320-pixels horizontally and
240-pixels vertically. The binary images BP from the sam-
pling circuit 102 are inputted to the output image synthe-
sizing/switching circuit 154 and to a partial image cutting-
out circuit 110 which is shown in more detail in FIG. 14, In
the partial image cutting-out circuit 110, the serial binary
images BP are converted into parallel image data a,, through
A Of 5x3=25 pixels when they are inputted to shift registers
111 through 114 which delay images by one horizontal line.
Nine pixels are selected from the parallel image data a,,
through aq.. If 1t is assumed that pixels for outputs are P,
through Py shown 1n FIG. 13 are as listed in Table 1, mne
pixels in a square shape of 3%X3 size as shown in FIG. 16A
or nine pixels in a square shape of 5x3 size as shown in FIG.
16B will be outputted. The relationship between the mask
patterns and the objective image may be modified size-wise
in similar figures. The size may easily be increased to 7X7
or 9x9 simply by adding other circuits. By preparing plural
sets of the mask patterns, parallel and simultaneous process-
ing becomes possible. These functions enable the extraction
of the features with an appropriately sized mask pattern
adaptively to the size of the objective pattern but without the
necessity of changing the magnification of the pick-up lens
system.

TABLE 1
input A input B output
dig doo P
di3 dz3 P,
dys5 dog P;
dz) dzp P,
Q3 GRE Ps
Q35 d3g Pg
3'51 3-42 P‘?
dsa das Pg
aﬁﬁ 3-44 Pg

The pixels may be seiected with a selection signal SL
from a controlling section comprising a CPU 150 and so on
by, for instance, a multiplexer 115 as shown in FIG. 17. For
example, either one of the pixels a,; and a,, is selected and
then outputted.

The video images DP thus cut-out are inputted to a
1atching circuit 120 within a correlating circuit 160, and
correlated to an autocorrelation mask since it 1s unchanged
by the parallel displacement. The matching circuit 120
matches them within the scope of a window signal WS
generated by a window signal generating circuit 140. A
description will be first given as to the window signal
generating circuit 140. The window signal generating circuit
140 is structured as shown in FIG. 18. For simplicity’s sake,
the explanation 1s made in respect of a case where a circuit
is structured to process the hatched portion (or window) out
of the video signals as shown in FIG. 19. The circuit inputs
horizontal synchronizing signals HD, vertical synchromzing
signals VD and the clock signal CLK from the timing signal
generating circuit 103, and counters 141 and 145 generate
X-coordinates XS and Y-coordinates YS. In other words, the
counter 141 counts the clock signal CLLK using the horizon-
tal synchronizing signals HD as a clear signal while the
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counter 145 counts the horizontal synchronizing signals HD
using the vertical synchronizing signals VD as a clear signal.
The output XS from the counter 141 and the output YS from
the counter 145 are compared by digital comparators 142,
143 and 146, 147 respectively with the coordinates X,, X,
and Y,, Y, shown in FIG. 19 set in the controlling section.
Then, only when AND circuits 144, 148 and 149 judge that
X, =X-coordinates XS=X, and Y, =Y-coordinates YS=Y,,
the AND circuit 149 outputs the window signal WS. In other
words, the window signal WS is outputied in a manner so
that when the output XS from the counter 141 exists between
the set values X, and X, the output AN1 from the AND
circuit 144 becomes “1”, when the output YS from the
counter 145 exists between the set values Y, and Y,, the
output AN2 from the AND circuit 148 becomes *‘1”,and
when the both of the outputs AN1 and AN2 are “1”, the
output from the AND circuit 149 becomes “1”. Therefore,
when the output exists within the hatched portion shown in
FIG. 19, the window signal WS becomes “1”. The window
signal WS is inputted to the matching circuit 120 to desig-
nate the scope of matching and the output image synthesiz-
ing/switching circuit 154. Correlation histogram is counted
only when the window signal WS is “1” (or possibly “07).
The end of this window signal WS becomes a sign to finish
the counting operation. The window signal WS is effective
since 1t can process only the objects, cut out in accordance
with the size of the object, and sequentially scan a screen at
an arbitrary interval.

The matching circuit 120 conducts matching operation
with the autocorrelation mask as shown in FIG. 7 by
obtaining logical products of the portion of “1” in the figure.
If the image 1s of multivalues, the sum of the portions of “1”
will suffice.

The correlation data CL matched by the matching circuit
120 arc mputted to the counting means 130 comprsing
plural counters in a number equivalent to the autocorrelation
masks, and outputs thereof are then sequentially counted by
the plural counters. The counted data are stored 1n an RAM
152 and may be read out at any time. Then, the data of the
counting means 130 are initialized by the horizontal and

vertical synchronizing signals from the timing signal gen- -

erating circuit 103.

The output image synthesizing/switching circuit 154
switches the video images IS from the TV camera 101 and
the binary images BP with the switching signal PS from the
CPU 150 to display, and displays the window signal WS
when the need arises. The CPU 150 makes the necessary
settings at the sampling circuit 102, the partial image cut-
ting-pout circuit 110 and the counting means 130 in accor-
dance with the program stored in the ROM 151, conducts the
learning and the arithmetic operations, and does the mea-
surement and output. The CPU 150 1s connected with such
input devices as a keyboard via an input/output interface 153
so that 1t can input the teaching data, direct the learning
sampling, output the results and input for directly various
settings. For instance, the size (5%5 or 3x3) to be cut out of
images 1s controlled in a way since the mask pattern No. 1
represents the area (size) of an object pattern, if this value 1s
greater than a predetermined value, the size SX5 will be
chosen, while 1f 1t 1s less than the value, the size 3x3 will be
chosen. |

In these constructions, the object 100 which has been
picked up by the TV camera 101 is extracted of the features
in the form of 25-demensional vector or initial features X; as
a matching histogram (counted values) with the mask pat-
terns. Only the space within the window becomes the object
of measurement, and the initial features x; are extracted

10

every time the window signal WS ends. In the process of the
learning operation, the initial features x; are stored in the
RAM 152 together with the information teached in accor-
dance with plural commands. In the process of the arithmetic
analysis, the plural data within the memory are processed
using the multivariate analysis technique so as to determine
the parameters for the subsequent measurements. In the
process of the measurement, with these parameters, the
initial features x; extracted from an unknown object are

10 judged to output the result of the measurement.
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Concrete embodiments in which this invention method is
applied to various uses will be explained hereinafter. The
binary image is considered and an example in a case where
multiple regression analysis is used as the statistical feature
extraction by an adaptive learning i1s explained, and the case
of discriminant analysis is omitted.

First, the result of applying the method to a problem to
simultaneously measure the number of two circles (par-
ticles) in an image frame which have different diameters 1is
explained. Fourty images including two types of circles in
random positions are prepared and the examples are shown
in FIGS. 20A to 20D. The image in FIG. 20D shows a real
binarized image which is inputted to a system through a TV
camera for the image in FIG. 20C and the image in FIG. 20D
1s seen to be greatly influenced by noises. The learning
operation 1s performed by using the above images. In this
case, the teaching input to the respective images i1s a
two-dimensional vector of z=(z,, z,)', the letter z, is a
number of larger circles and the letter z, is a number of
smaller circles. The most suitable coefficient matrix A (25X
2) 1s obtained by the leaming operation and the measure-
ment (estimation) to the inputted image is performed by
y=(y,, ¥,)' of the formula (2') using the coefficient matrix A.
For example, the measurement to the image in FIG. 20A was
(¥4, ¥o)=(4.10, 5.88), the image in FIG. 20B (y,, y,)=(3.09,
0.88) and the image in FIG. 20C (y,, y,)=(1.97, 3.02). It is
possible to obtain good results while the images are influ-
enced by noises (Right number is obtained by rounding with
a margin).

Next, measurement examples of topological characteristic
of the objective image are shown in FIGS. 21A to 21D. For
example, the examples are numbers of the objects separated
1n the image frame (FIGS. 21A and 21B) and are numbers
of holes of the objects (FIGS. 21C and 21D). It is an
important matter as the topological characteristics that the
number 18 irrespective of the shapes of the objects or the
holes. For the forty-eight images including the various
objects separated, the learning operation is performed as the
teaching inputs z, of the right number. FIGS. 21A and 21B
are examples of the images which are used in the above
examples. As a result, the system rightly measures the
number of separated objects for the inputted images which
are optionally given. The value y, was respectively “I, 2”
for FIGS. 21A and 21B. The measurement of the void
number also could obtain very good results. The value vy,
was respectively 5, 17 for FIGS. 21C and 21D.

The above measurement principle proves that Euler’s
formula in topology is substantially approximated with
models. What is most significant herein is the system
according to this invention method automatically learns the
Euler’s formula (instead of being taught as a program).

The application to the recognition operation is explained.
The objects are generated “84” numbers in triangle of
optional shape and are respectively allotted to the learning
images. The recognition problem discriminates which is an
acute or obtuse angle and the teaching inputs were (z,,
z,)=(0, 1) for the obtuse angle triangles and (z,, z,)=(1, 0)
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for the acute anglc triangles. When the 84-1mages are
recognized by using the most suitable coclificient matrix A,
only one was missed, the acute angle as the obtuse angle.
The missed triangie was almost a rectangular triangle.

An example of practical application of the aforemen-
tioned image measuring device will now be described here-
inbelow. The device may be applied to a system which
discriminates faces wearing glasses as shown in FIG. 22
from faces without glasses as shown in FIG. 23. The system
first shows the faces with glasses in FIG. 22, then sets
windows to include one face 1n each, indicates classes (in
other words whether or not the face wears a pair of glasses)
and samples them. Sampling data comprises 25-dimensional
vectors and classes (1.e. 1”7 or “27). These faces are inputted
in a manner to allow slight disturbance (e.g. giving a minute
angular displacement for 10 times). The similar operation 1s
conducted for the faces without glasses shown in FIG. 23.
This makes the ninety initial features x stored in the RAM
152, and the learning process is ended. The CPU 150 does
the discriminant analysis in its arithmetic operation to
extract the statistical features which are optimal for deter-
mining the faces with glasses from the faces without glasses.
While in FIG. 24 the data of the faces form lumps randomly
with class 1 and class 2 mixed, in FIG. 25 (after the
discriminant analysis) the two classes 1 and 2 are distinc-
tively separate. The statistical features which can discrimi-
nate the faces with glasses from those without glasses are
extracted, and may be applied to unknown faces. In FIG. 24,
the first principal component 1s plotied on the horizontal axis
and the second principal component on the vertical axis to
show the result of the principal component analysis. In FIG.
25, the first eigen-projection 1s plotted on the horizontal axis,
and the second eigen-projection on the vertical axis to show
the result of the discnminant analysis. In the measurement
(discrimination) process, unknown face data x are judged in
the discriminant space by comparing Y=Ax with the mean
vector of each class and classification rule of their classes
(1.e. the faces with or without glasses). The result 1s indi-
cated, for example, by outputting a text that this particular
face wears glasses when the face is judged to belong to the
class 1.

[t 1s possible to measure images at very high speed and in
real time by performing the most suitable statistical feature
extraction adaptive to the respective measurement problems
obtained by the learning from the common initial features
obtained by the once scanning of the image frame without
consideration of the cutting, while the conventional method
cuts the objective region from the image frame and sequen-
tially applies specific image processing and feature extrac-
tion. Moreover, important matter 1s that the processing time
1§ constant 1rrespective of the measurement problems. For
example, in a case of particle measurement, the measure-
ment time for “1000” particles i1s equal to the same for 1.
Further, according to this invention, it 1s easy to realize the
device since the structure is simple and essentially parallel
calculation.

It 1s possible to apply the same device to various usages
by the adaptive learning operation and the device has high
generality, and the learning operation due to the multivariate
analysis, 1s simple and carried out at a high speed. Espe-
cially, it does not require an algorithm as to how to measure
and it 1s suflictent to show an i1mage to simply become
examples and answers (measuring values to be obtained) for
those. In this connection, it is possible to apply the invention
0 the problem which 1s impossible by the prior art sequen-
1al method and measurement algorithm 1s unknown. Fur-
ther, since the position is invariable, it 1s possible to measure
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moving images (objects sequentially moving in time, for
example, parts on the belt-conveyor). Therefore, the present
method has good effects as an inexpensive general purpose
image measuring device.

Further, the feature extraction according to this invention
has good eficiency and universal character, and therefore it
1s possible to link to neuro-computers, especially multilay-
cred feed-forward neural networks with an error back propa-
gation learning operation. For example, in a case of input-
ting letters (images) of 32%32, it operation input layers of
1024 if the 1nput for pizels thereof is directly performed. On
the contrary, the number of the input is 13 to 25 if the output
of the local autocorrelation mask according to this invention
is used. In this connection, the structure of the neuro-
computer may be small. The efficiency becomes great if the
object image is large. Further, since the system does not
require position-invariant learning and can efficiently learn,
the learming time becomes short. The neuro-computer is
described in “Parallel Distributed Processing™, Vol. I, II,
MIT Press, 1986, by D. E. Rumelhart, J. L. Mcclellard and
the PDP Research Group.

As described above, according to this invention measure-
ment and recognition device, users of the device can teach
the device about the objects they wish to measure, to thereby
allow the device automaltically to select the optimum mea-
surement method under the particular situation and to mea-
sure the objects at a higher speed. Therefore, this invention
device can be applied to any uses no matter how diflicult 1t
1S to determine an optimal means tor discrimination. Further,
the device performs the measurement at high resistance
against the disturbance at the site, since it can learn about
surrounding environment, The device 1s not only adaptive,
but 1s also easy to use since it can provide the extraction of
the feature effectively and adaptively by such functions as
windows and mask size switching. The device can perform
a high speed processing in real time due to parallel calcu-
lation 1rrespective of the position of a particular object with
a window. Since it 1s of the adaptive learning type the same
device can be applied to various purposes and thus is of
universal use. The device does not have to be fed with any
algorithm, but can measure if users simply provide example
images and corresponding answers (or measurement values
to obtain).

It should be understood that many modifications and
adaptations of the invention will become apparent to those
skilled in the art and it is intended to encompass such
obvious modifications and changes in the scope of the
claims appended hereto.

What is claimed 1s:

1. A processor-implemented adaptive learning type gen-
eral purpose image measurement and recognition method,
comprising:

a learning process including,

a first step of viewing teaching objects with an image
pick-up device to cause the image pick-up device to
generate first image signals representative of the teach-
ing objects located within an image frame of the image
pick-up device,

a second step of processing the first image signals {o
extract a large number of basic 1nitial features having
values which are invariant to parallel displacement of
the teaching objects within the image {frame and which
exhibit additivity with respect to the image frame,

a third step of inputting as teaching information a data pair
denoting a number of the teaching objects and a type of
the teaching objects,

a fourth step of storing in a memory the basic initial
features and the data pair denoting the number of the
teaching objects and the type of the teaching obiects,
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a fifth step of repeating said first through fourth steps a
plurality of times,

a sixth step of extracting statistical features of said basic
initial features stored in said memory by linearly com-
bining the basic initial features stored in said memory
to obtain linear coefficients which are optimaily deter-
mined based on a multiple regression analysis, and

a seventh step of storing the coeflicients in said memory;
and

a recognition process including,

an eighth step of viewing other unknown objects with the
image pick-up device to cause the image pick-up
device to generate second 1mage signals representative
of the other unknown objects located within the image
frame,

10
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a ninth step of processing the second image signals to
extract the basic initial features having values which
arec invariant to parallel displacement of the other
unknown objects within the image frame and which
have additivity with respect to the image frame,

a tenth step of processing the basic initial features of the
other unknown objects by applying said coefficients
stored in said memory to the basic initial features of the
other unknown objects, and

an eleventh step of outputting as a recognition result at
least one data pair denoting a number and a type of the
other unknown objects based on said processing of the
basic initial features of said tenth step.

I I R
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