United States Patent [

Yokono

[54] NEURAL NETWORK LEARNING SYSTEM
[75] Inventor: Masayuki Yokono, Kawasaki, Japan
[73] Assignee: . Fujitsu Limited, Kawasaki, Japan
[21] Appl. No.: 911,067 |

[22] Filed: Jul. 9, 1992 A neural network learning system is applied to exten-
{30] Foreign Application Priority Data sive use in applications such as pattern and character
Jul. 9,1991 [JP]  Japan ... 3-167901 ~ FECOZNIZINg operations, various controls, etc. The neu-
ral network learning system operates on, for example, a
[Sl] | £17 A 6 I RO TI GO6F 15/18 p]urahty of neural networks each hHViIlg a different -
[52] US. Cl ...eerreccereeerecenenersenns 395/ 11; 395/ 22;  number of intermediate ]ayer units to efﬁcienﬂy per-
_ 395/900  form a learning process at a high speed with a reduced
[58] Field of Search ....................... 395/11, 22, 24, 27, amount of hardware. A neural network system having a
395 / 500 plurality of hierarchical neural networks each having an
[56] References Cited input layer, one or more intermediate layers and output
U.S. PATENT DOCUMENTS layers is formed from a common input layer shared
among two or more neural networks, or the common
:,gg,ﬁg lg/}ggg $00:m1 ........................ ggg/;:ll input layer and one or more intermediate layers and a
e / 1am e / learning controller for controlling a learning process
4,972,473 11/1990 Ejiri €t al. wovvovveeevreerereon, 395/11 e
4,978,990 12/1990 Yamasaki et al. .........o........ 395,22  performed by a plurality of neural networks.
5,095,443 3/1992 Watanabe .......cccecvveeuirecrnnnnn. 395/11 |
5,138,924 8/1992 Ohyaet al. ceevecveeecneennannee. 395/22 6 Claims, 16 Drawing Sheets
{0
PATTERN STORING UNIT 1 {2
NAME OF ' TEACHING
[PATTERN 1] 0.0
{ PATTERN 21 0.5
[ PATTERN 3] 1.0
e —
COMMON 18
INPUT LAYER
UNIT
LEARNING |
CONTROLLER  [NETWORK A

b M
<5
Do
p y
S
5%
3 b
oz
D> com
< 5
mMys
JJE%
S7%
4
oz
Pcm
< =
:nc%
4
-+ O
3.

CALCULATOR || CALCULATOR

TR AR O A

US005295227A
[11] Patent Number:

[45] Date of Patent:

5,295,227
Mar. 15, 1994

5,165,010 11/1992 Masuda et al. ...........oeveneun.. 395/27

Primary Examiner—Michael R. Fleming
Assistant Examiner—Hafiz Tarig R.
Attorney, Agent, or Firm—Staas & Halsey

[57] ABSTRACT

S

NETWORK B | [NETWORK ¢ '@
X INTERMEDIATE]| [INTERMEDIATE [INTERMEDIATE
LAYER UNIT ||LAYER UNIT | JLAYER UNIT

ERROR |16
CALCULATOR




N 000 e e oy o e e e e e - - T T T e e e — e e — e ————
8 | - i
Q- “ Soc “ “ “ | P “ “ Sar
wy = o | > I EY _
| =y | | Bx |
_ o | 83 3T
_ b I
e PP LT
vt n /I Lid | _ . | _
= g Mo & - -
. B 1B 1B A
2 T o Sa ol Em - :MZ
z T ! = o 1 B I g
_ — > - = > _ -2 _ — 2
— mm “ QO .,.N..MA._ | M W.Mm | ¥ TN..M
X | X _ | X
: 5 QP |k H.m\ £ Qp] 1 E n
» = VIV | 3 M_ 3 Y 3
;& z\\ ARy
o3 < — | € | 2 " | _ <
= _ _mm ‘ RN e _ L _mm
| :
| ' “ ! ml_ _> | _ | _ | —
g | ) 1 oddd
>, | .v | .v ! _
- | [ |
> _ o | |
al _ _ |
. _ | ) | _
7, L e d e J L L o o
-




5,295,227
QN
-
Lt

m S xmozﬁwz_ [ JNIL]

-..:......................_ Ag, S SS3004d

P ONINYY3IT
-~ [3WILL]
||||| | P AHOMLIAN |
= | A8 ONINWVIT 1 P SSI)0He
-
« . = oMy ML
3 - - A € SS3004d
7, | _OZHZEQMI_.
| 2 MHOMLIN! L
lllllll _
A8 ONINMY3| ¢ SS3008d
4
= _oz_zmqu._" 554008
=
= QOHLAW 13Tvivd (G)

[ IWIL)
O 2 saom LanPREOMLIN"ee350u4

NYvIT A8 ONINMVIT onNINygv3aT AS ONINSVI 1 ONINGYIT

Ag b MHOML3N

QOHL3IW VIN3S (D)

U.S. Patent



U.S. Patent Mar. 15, 1994 Sheet 3 of 16 5,295,227

0
PATTERN STORING UNIT ., o

NAME OF . _ ' TEACHING
[PATTERN11}] 0
[PATTERN 2}

[ PATTERN 3]

S

ARNIN - '
'ESNTROLEER NETWORK A |INETWORK B | INETWORK ¢ /14
R INTERMEDIATE| [INTERMEDIATE INTERMEDIATE
LAYER UNIT ||LAYER UNIT | ILAYER UNIT _

NETWORK A
OUTPUT

LAYER UNIT




U.S. Patent Mar. 15, 1994 Sheet 4 of 16 5,295,227

" <
¥ i
— o 0 e
ta L] > -
L] > < =
Z 3 - -
— L S —
- Tp
= z : E ]
O -
= - - -
= 8 O O
O N N o
X 8 \ )
T ' ' ' ' 0
- - O
< QPO 1= | QDL 010 V10 0
8 (- a /I 1) ./ |\ uU'JJ
-— L] '
xT (X & O
ik i nle r
Eq '_q = o
= < 0 L]
_ _ - L) >- - O
9 “ X “ = ‘ ‘ =
r ; ' - ! ' . Pt i ‘ f ‘ 2
QY] [9del=[22] [29] 5
NN N0 4 1 p & a “

21

INTERMEDIATE LAYER 4

§§§ W7

)
y
§ 3 AN ‘\“1 ) ‘ ’
Yoo e
\\

v%{
USRS
gl

20 INPUT
LAYER
Fig. 4



Sheet 5 of 16 5,295,227

Mar. 15, 1994

- U.S. Patent

INETWORK O]

N
X
o
O
<
L
2
-

Fig. S



Sheet 6 of 16 5,295,227

Mar. 15, 1994

U.S. Patent

[NETWORK 11

[ NETWORK 01

O\
X
0
O
=
—
L)
2




Sheet 7 of 16 5,295,227

Mar. 15, 1994

U.S. Patent

X
T
o
<
=
L]
Z

[NETWORK O ]

¢
{

\

§
\

*

i

X ,.0."

[ NETWORK 21

Fi1g. 7



U.S. Patent i Mar. 15, 1994 Sheet 8 of 16 5,295,227

10
PATTERN STORING UNIT 4, 2

| NAME OF - |TEACHING
PATTERN | NPUT PATTERN UNIT  oxTTERN UNIT] |

| (PATTERN1] (1 0 0) 0.0
[ PATTERN 2] (0 1 0) 0.5
[ PATTERN 33 (0 0 1) 1.0

COMMON | _4g
[ INPUT LAYER

UNIT
'65@52'&&9 NETWORK A |INETWORK B | INETWORK ¢ [/*4 |
b INTERMEDIATE| INTERMEDIATE] [INTERMEDIATE
LAYER UNIT ||LAYER UNIT ||LAYER UNIT |
— “"J“ ‘

NETWORK-A || NETWORK B
OUTPUT: OUTPUT
LAYER UNIT || LAYER UNIT

NETWORK C
QUTPUT

LAYER UNIT

Ll

15



Sheet 9 of 16 9,295,227

‘Mar. 15, 1994

U.S. Patent

F damy S o e Ay T s s Sambl ERipE Ay ik Sy el SR P AR RS S D GRS WA A AR e

a341vadn
389 OL LHOI3M

ONILVINO VO
NY3dLivd d3dlindLno

e & O T AT g D
7 77 7
7 \“\ 7
e A
a ] Pl
;\.\\\ oz_&._m:wﬂwwv . k\ “ _ . mu»q._mm . | \\““
IS o 1 7

FIVIOINGTLNI

NYd311vd (Q3L1NdNI



U.S. Patent  Mar. 15, 1994 Sheet 10 of 16 5,295,227

. ( INPUT ) -
‘COMMON INPUT LAYER UNIT |

| NETWORK B
INTERMEDIATE LAYER UNIT

NETHORK B

OUTPUT LAYER UNIT

( OUTPUT )

Fig, 10



U.S. Patent Mar. 15, 1994 Sheet 11 of 16 5,295,227

\ r/
J) |

W7/

£
‘r i'/ ‘;:‘R N
R X )
l\\wi. ‘1 a‘\\\v //’. l' {m

WA

\‘ 9
004'
\ ‘ ’J \ '4
’A’ OO\

7274\ VAV
KLdd)

i

CONFIGURATION B

I 1

- o
E’T'! ’T"I -
\ \
AN
N\ N
\\\\% ANXYA f;fﬂ?/

\ ‘i 'y INL : ’
VAN i1,
N b

[\ OO 13X

WP N
ddaad

CONFIGURATION A



U.S. Patent Mar. 15, 1994 Sheet 12 of 16 5,295,227

22 OUTPUT LAYER 1
NTERMEDIATE LAYER 2
22 OUTPUT LAYER 2
22 OUTPUT LAYER 3
22 OUTPUT LAYER 4
3| SECOND INTERMEDIATE LAYER 4

DO [9P1E[ 9P ] [P
Y/ LV | N7

_ /V /N ‘ N N
,"‘ g I'A 5 I\
EORETTIRr 1y )
AWK

Vi
N\ 7

Fi1g. 12

ECON
ECOND INTERMEDIATE LAYER 3

31 SECOND INTERMEDIATE LAYER f

- Qf&é

OE NS
q N s B B B

L5 | YPPY

Z§ \‘i 1‘;

Oo=2r ‘ '

ST '

ST

O=

O YA

20 INPUT LAYER

{// \l |
(13



5,295,227

1 "8 14
o
-
o HIgNaRY, 28
w ® { (U YOMIAN A9 SASSTOUd DNINYVAT 40 HAGWIN) w XV
¥ p) |
( (NOIINJANI INASTUd Ad SASSTO0Hd QUYMEOA J0 HAGWIN)
SHHOMLAN .m
S o GHIAN 1=
& ® { (U YUOMIAN Ad SASSDI0UA ONINUVAT 40 HAGHIN) } X VA
.M ( ( TATIVEVA NI SISSTI0Ud QUVMHOd 40 HATWIN)

@ ( (U YYOMIAN A9 SASSAI0Yd DNINUVAT 40 YAGWON)

b £ N’

=o3
0 H4d

ﬂ:!-

AN
WIN

( SHIYIS NI SASSHIOUd qyvmHOd 40 YIGWN)

U.S. Patent

0
u



Sheet 14 of 16 5,295,227

Mar. 15, 1994

U.S. Patent

€)

®

SN N
u

{ (U YYOMIAN Ad SASSAI0Ud ONINYVAT 40 HAGWIN) z
( (NOLINAANI INASAHd Ad SASSAO0Ud QYVMHOM A0 ¥AGWIN TVIOL)

lll-h

HOMLT
wmm:az
XV

Il

A H U 0MLAN A8 SHSSHI0Yd uz_zm<u4 40 YHAWIN)

b O

ik mm‘_%mmz
( ( TATIVEYA NI SISSTO0MA QHVMHOA 40 HAGWIN ‘TVIOL)
( (U YUOMIAN AS SASSTI0MA ONINMVAT 40 WAdWN) ) =
SXHY O3hmz
10 HAGHNN
( SATYAS NI SASSIIONA QHVMHOd 40 HAGWAN WIOL)



Sheet 15 of 16 5,295,227

‘Mar. 15, 1994

U.S. Patent

( 4LVLS 9701 ) SS4004d INVIIJINISISNI SALYOIANI : + SSHI04d (4VMHO4 SALVOIANI :

2 YHOMLAN
q NUOMLAN
V NHOMLAN

3 HUOMLAN
q HOMLAN
U HAOMLAN

J NYOMLAN
d AYOMLAN

Rk Aok Rk Kokkok
T H+++Hrnkk
NOLLATdHOD 11 Hkkdnkk

-NOILNHANI
IN3Sddd

Rokak ARk kKK
) *kkok

NOTLdIdWOD  *dkkkx

55430dd
14T1Vy4vd

KKKk KAk KKK
1 Hokk

NOILd1dHOD kAAAKK

$54304d
VIddS

V HJOMLAN

SUSSHI0Yd
40 dIUUNN

SHSSHI04d 40
d44WIN TVIOL



5,295,227

91 "5 14

ATSAIOANVITNRNIS
NGV 44 Ol
| SNOILVIHVA 40 d3dWIN

ONIAY01
NYIALIVd 40! IS
JUVMAUYH 0 HAGWON

SHSSTI0Ud QHOMHO

UNO NVHL H40K

Sheet 16 of 16

SHUOMLAN 40 HAGKWIN dANO

: 61 L4 0L B
; 1 914 0L 1 S

(MHOMILAN HOVA NI
NIl ONINGVAT) X | AWT L TVLOL

('TYNOIINAJANOD)

OMOMIAN HOVA NI | OOMIAN HOVA NI
AWIL ONINSVAT) X VIA | WIL ONINNVAT) X VA

NOIINGANI INISHdd | (TYNOIINHANGD)

J0 (OHLIKW

(OHLIW TTIVHVd (0HLAW “IVIHAS

U.S. Patent



1
NEURAL NETWORK LEARNING SYSTEM

BACKGROUND OF THE INVENTION

The present invention relates to a learning system
through a neural network for efficiently performing at a
high speed a learning process, and can be widely used in
applications such as pattern recognizing operations,
various controls, etc.

In a learning process performed by a neurocomputer,
a learning result greatly depends on a learning parame-
ter, an initial weight value, and the number of units in
the intermediate layer. Accordingly, a number of trials
and errors must be performed on various conditions to
obtain a neural net having desired capabilities.

FIG. 11s a block diagram of an example of the config-
uration of the learning system through the conventional
neural network. It illustrates four networks each having
an input layer, an intermediate layer, and an output
layer. Each of networks 1-4 simultaneously or sequen-
tially receives a learning pattern to perform its learning
process. |

Through the conventional neural networks, data can
be learned both in parallel and series as shown in FIG.
2. In the serial method (a), data are serially I learned in
network 1, and then learned in network 2, and so on. By
contrast, in the parallel method (b), data are learned
simultaneously in parallel in network 1 in process 1, in
network 2 in process 2, and so on.

F1G. 3 shows an example of a conventional neural
network learning system. It shows an example of a
learning system in which data are learned by three neu-
ral networks A, B, and C each having a different config-
uration. A pattern storage unit 10 stores inputted pat-
terns to be learned by each of the networks and the
corresponding teaching patterns. The input patterns are
stored in an input pattern unit 11, and the teaching
patterns in a teaching pattern unit 12.

Each of the neural networks A~C comprises an input
layer unit 13, an intermediate layer unit 14, an output
layer unit 15, an error calculator 16 for calculating the
error between an output from the output layer unit 15
and teaching data outputted from the teaching pattern
unit 12 in each neural network, and a learning controller
17 for updating weight values stored in the intermediate
layer unit 14 and the output layer unit 15 according to
an error value outputted by the error calculator 16.

In FIG. 3, for example, data are learned in series by
the neural network A, and then by the neural network
B, and so on. During learning, each neural network
receives an inputted pattern as a learning pattern from
the input pattern unit 11, and learns such that a differ-
ence between an output from the output layer unit 15
and teaching data outputted from the teaching pattern
unit 12 converges to a value smaller than a predeter-
mined value.

Between two learning methods shown in FIGS. 2,
the parallel method is more effective in performing a
learning process at a high speed. However, the conven-
tional parallel method requires a large amount of hard-
ware because each neural network is operated indepen-
dently. Besides, it must load a pattern for each network
from a pattern storage unit in performing a forward
process by a neural network in which its input layer
receives a value and obtains an output from a unit in its
~ output layer.

J,295,227

2

SUMMARY OF THE INVENTION _
An object of the present invention is to provide a

- neural network learning system capable of efficiently
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performing a learning process at high speed without
extensive hardware.

A feature of the present invention resides in a neural
network learning system comprising a plurality of hier-
archical networks each having input layers, intermedi-
ate layers, and output layers, wherein at least one of the
input layer and the intermediate layer of the neural
network 1s shared among the neural networks.

BRIEF EXPLANATION OF THE DRAWINGS

FIG. 1is a general block diagram of an example of a
learning process for a conventional neural network:

FIG. 2 is a time chart for learning processes of a
conventional neural network;

FIG. 3 is a more detailed block diagram of a learning
process performed by a conventional neural network:;

FIG. 4 is a block diagram for explaining the principle
of the present invention;

FIG. § is a schematic diagram of an embodiment of a
system comprising two networks each having a differ-
ent structure; .

FIG. 6 is a schematic diagram of an embodiment of a
system comprising two networks each having a differ-
ent initial weight value;

FIG. 7 is a schematic diagram of an embodiment of a
system comprising two networks each having a differ-
ent learning parameter;

FIG. 8 is a block diagram for explaining an embodi-
ment of the neural network learning system according
to the present invention:

- FIG. 9 is a block diagram of the operation of each
unit for a single network; |

FIG. 10 is a block diagram of an embodiment of a
runtime neural network;

FIG. 11 is a schematic diagram of an embodiment of
a neural network learning system in which the interme-
diate layer is shared:

FIG. 12 is a schematic diagram of an embodiment of
a neural network learning system in which the input
layer and the first intermediate layer are shared:

FIG. 13 are formulas for how to calculate the number
of forward processes: |

FIG. 14 are formulas for how to calculate the total
number of forward processes;

FIG. 15 is a table providing a comparison of the
number of forward processes and the total number of
forward processes; and

FIG. 16 is a table providing a comparison of the
conventional method and the present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

FIG. 4 1s a block diagram for explaining the principle
of the present invention. It shows a neural network
system comprising four neural networks which share
only an input layer 20 and a learning controller 25 for
controlling a learning process performed by these net-
works. The number of units differs between intermedi-
ates 1 and 2 and intermediates 3 and 4. An initial weight
value between the input layer and intermediate layer 1
is different from that between the input layer and inter-
mediate layer 2. Likewise, an initial weight value be-
tween the input layer and intermediate layer 3 is differ-
ent from that between the input layer and intermediate
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layer 4. FIG. 4 shows four neural networks from among
which a neural network capable of converging a learn-
ing process is selected as an optimum one.

In FI1G. 4, since the input layer 20 is shared among
the four networks, a learning process can be efficiently
performed by saving an inputting operation when the
same pattern is learned by them. That is, a learning
pattern 1s loaded only once to the neural network sys-
tem, thereby efficiently performing the learning process
at a high speed.

Although only the input layer is shared in FIG. 4,
intermediate layers 1 and 2 or intermediate layer 3 and
4 can be put together and shared if, for example, the
same 1nitial weight value is assigned to them.

10

FIGS. 5-7 show embodiments of the configuration of 1°

the neural network system of the present invention. The
present invention is configured as a neural network
system in which a plurality of networks each having a
different structure, an initial weight value, or a learning
parameter share their input layer or input and interme-
~diate layers so that the optimum neural network can be
obtained by providing the same pattern to the plurality
of networks. FIG. § shows an example of a learning
system configured by two networks each having a dif-
ferent structure. It shows a learning system using a
neural network system having four units in its interme-
diate layer and sharing its input and intermediate layers.
This system is obtained by combining two neural net-
work individually having four and three units in respec-
tive intermediate layers.

FIG. 6 shows an example of a learning network sys-
tem configured by two neural networks each having a
different initial weight value. In FIG. 6, the network
system is configured by two neural networks each hav-
ing the same network configuration, that is, the same
number of layers and units, but having a different initial
weight value between the intermediate layer unit and
the output layer unit.

FIG. 7 shows an example of a neural network system
configured by two networks each having a different
learning parameter and indicating the connection be-
tween the intermediate layer and the output layer. The
configurations shown in FIGS. §-7 are only examples,
and networks can be optionally combined by freely
setting a parameter for a simulation of a neural network
system.

FIG. 8 1s a block diagram for explaining the embodi-
ment of the neural network learning system of the pres-
ent invention. It shows an example of a neural network
system having a common input layer as shown in FIG.
4. Like in the conventional method shown in FIG. 3, it
comprises three networks A-C. However, since it has a
common input layer, it is provided with one common
input layer unit 18 unlike the configuration shown in
FIG. 3, thus featuring the present invention.

FIG. 9 is an explanatory view in which one neural
network is extracted to explain each block shown in
FIG. 8. The pattern storage unit 10 shown in FIG. 8
stores a learning pattern to be learned by a neural net-
work. A learning pattern comprises an inputted pattern
and a corresponding teaching pattern. These patterns
are normally assigned as a vector. Normally, a network
learns a plurality of sets of patterns, and they are applied
to the common input layer unit 18. The input layer unit
Is operated as an input layer of a neural network, and
that shown in FIG. 8 broadcasts the same pattern data
to the three networks A-C.
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4

Since the intermediate layer units and the following
units are different in each of the networks A, B and C,
they are explained by referring to FIG. 9. The interme-
diate layer unit is operated as an intermediate layer of a
neural network, and it can be shared by a plurality of
neural networks. Likewise, the output layer unit is oper-
ated as an output layer of a neural network. The learn-
ing controller calculates an update value of the weight
of the connection in the network according to the dif-
ference between the output pattern from the output
layer unit and the teaching pattern, and outputs the
update value to the intermediate layer unit and the
output layer unit. For example, the intermediate layer
stores the weight of the connection between each unit in -
the input layer and each unit in the intermediate layer,
and the weight is updated according to the weight up-
date value outputted by the learning controller. The
difference between the output pattern and the teaching

pattern is calculated by the error calculator 16 shown in
FIG. 8.

In FIG. 8, the learning controller 17 operates in par-
allel the three networks A, B, and C, and the learning
process is performed in parallel by each of these net-
works. In the learning process, each of the intermediate
layer units 14 and output layer units 15 output to the
learning controller 17 necessary data for updating
weight values, and the learning controller 17 assigns a
weight update value to each of the units 14 and 15. The
learning process is repeated until the difference between
the output pattern outputted by the output layer unit 15
and the teaching pattern converges to a value smaller
than a predetermined value.

In FIG. 8, a teaching pattern is provided for each
inputted pattern, that is, for the output value assuming
that the output layer has only one unit. Normally, the
number of units in the output layer is not limited to one.
In the present embodiment, a back propagation method
1s assumed as a neural network learning method. How-
ever, it 1s not important what learning method is
adopted, but the present invention is applicable if a
teaching pattern as a model pattern is given, that is, if
the learning process presents a teaching pattern and the
neural network is structured in a hierarchical configura-
tion.

FIG. 10 is an explanatory view showing how to use
the neural network after performing a learning process
by the neural network system. For example, if a learn-
ing process is completed by the learning system shown
in FIG. 8, the three neural networks A-=C are tested
using a pattern different from the learning pattern, and
the one yielding the most desirable result is selected as
a runtime neural network. For example, in FIG. 8, if the
test result of network B indicates the best result, net-
works A and C are not used at runtime. Actually, the
neural network process is performed through the com-
mon input layer unit, the intermediate layer unit in
network B, and the output layer unit in network B.

As described above, the present invention enables a
common use of an intermediate layer as well an input
layer. FI1G. 11 shows an example in which an intermedi-
ate layer 1s shared as shown by configuration B when
configuration A has the same connection weight be-
tween the input layer and both of two intermediate
layers. Configuration B allows the connection between
the input layer and the intermediate layer to be shared,
thereby simplifying the efficient learning process.

FIG. 12 shows an example of sharing a part of an
intermediate layer when a plurality of intermediate
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layers are pmwded In FIG. 12, the intermediate layer
unit comprises the first intermediate layer and the sec-
ond intermediate layer, and the former is shared.

FIG. 13 shows how to calculate the number of for-
ward processes in the conventional serial and parallel 5
methods and the present invention. A forward process
means a series of operations starting from applying an
input pattern to the input layer of a neural network and
ending with obtaining an output from a unit in the out-
put layer. In a parallel method, a plurality of forward
processes concurrently performed is counted as one
forward process as shown in FIG. 2.

Thus, as shown in FIG. 13, the number of forward
processes performed by the serial method equals the
sum of learning processes in network n specified by the
network number n, while the number of forward pro-
cesses performed by the parallel method and the present
invention equals the maximum value in the numbers of
learning processes performed in respective networks 1
through n.

FIG. 14 shows how to calculate the total number of
forward processes. The total number of forward pro-
cesses, for example, is calculated by the following ex-
pression in the serial method.

the total number of forward processes

10

135

20

25
NUMBER OF
NETWORKS
n=1
30
(the number of learning processes performed by net-

woOrk n)

Therefore, in the serial method, the total number of
forward processes can be obtained by expression 4. In
the parallel method, the total number of forward pro-
cesses equals that performed by the serial method as
indicated by expression § since each forward process is
performed mdependently for each network. In the pres-
ent invention, since operations of loading a learning
pattern to an input layer and, for example, of calculating
the output of an intermediate layer unit are performed
collectively, the forward process containing the com-
mon operations is counted as one process for the whole
system, thereby obtaining the total number of forward
processes as indicated by expression 6.

FIG. 15 shows a practical example of obtaining the
number of forward processes and the total number of
forward processes shown in FIGS. 13 and 14. For ex-
ample, if the numbers of forward processes performed
by each of networks A, B, and C are 6, 4, and 11, the 50
number of forward processes and the total number of
forward processes in the serial method are both 21,
while in the parallel method, they are 11 and 21 respec-
tively. In the present invention, they are both 11. In the
present embodiment, since a plurality of networks syn- 55
chronously perform a learning process and the time
taken for performing a forward process and controlling
the update of a weight value is constant regardless of
the scale of the neural network, the number of learning
processes and the learning time corresponds one-to-one 60
to each other.

FIG. 16 shows the difference between the conven-
tional method and the present invention. The total time
taken for a learning process equals the sum of learning
time spent in each network using the conventional serial
method, while in the conventional paraliel method and
the present invention, the total time equals the maxi-
mum value of the learning time performed by the net-
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6

works. FIGS. 13 and 14 show how to calculate the
number of forward processes and the total number of
forward processes.

In the comparison of the required amount of the
hardware for loading a pattern shown in FIG. 16, the
memory 1s shared for storing the same pattern. The
amount of the hardware includes a port of a memory
used as a transmission unit for transmitting data from
one memory to a plurality of networks, a transmission
processor, and buses. While the amount of the hardware
required by the serial method and the present invention
is only one unit for each of the above described items,
that required by the conventional parallel method is a
plurality of units equal to the number of networks being
used. The variation of patterns learned simultaneously
by the conventional parallel method is one or more
because a network can be appropriately segmented to
provide different patterns. However, in the present
invention and the conventional serial method, only one
pattern can be learned simultaneously.

As described above, the present invention can reduce
the overhead required in loading an input pattern and
performing a forward process through a neural network
by sharing at least one of the input layer and the inter-
mediate layer in a hierarchical neural network system.
Accordingly, it simplifies the hardware structure when
configuring the system, and realizes a neural network
learning system capable of efficiently performing a
learning process.

As for the field of applications in industries, the pres-
ent invention can be used in all fields of industries to
recognize a pattern, perform various controls, etc. using
a neural network.

What is claimed is:

1. A neural network learning system having a plural-
ity of hierarchical neural networks each having an input
layer, at least one intermediate layer and an output
layer, said learning system comprising:

a common input layer unit commonly used by the

hierarchical neural networks as the input layer;

at least one intermediate layer unit, coupled to said
common input layer unit, to provide the at least
one intermediate layer of the hierarchical neural
networks;

output layer units coupled to said intermediate layer
unit, each providing an output of the output layer
of one of the hierarchical neural networks;

a learning control unit, coupled to said intermediate -
and output layer units, for controlling a learning
process performed by the hierarchical neural net-
works;

a pattern storing unit, coupled to said common input
layer unit, for storing at least one input pattern for
said common input layer unit used during the learn-
ing process, and at least one teaching pattern corre-
sponding to a desired output from a corresponding
neural network in response to the at least one input
pattern; and

a plurality of error calculating units, each coupled to
said pattern storing unit, a corresponding output
layer unit and said learning control unit, for calcu-
lating an error between the output of each output
layer unit and the teaching pattern corresponding
thereto, and for outputting the error to said learn-
ing control unit.

2. The neural network learning system according to

claim 1, wherein said hierarchical neural networks are
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different from one another in configuration including a
difference in number of intermediate layers and a differ-
ence in number of units in said intermediate layer and
said output layer.

3. The neural network learning system according to
claim 1, wherein each of said hierarchical neural net-
works has a different initial weight value of connections
between adjacent layers.

4. The neural network learning system according to

claim 1, wherein each of said hierarchical neural net-
works has a different learning parameter in learning the
teaching pattern.

5. The neural network learning system according to
claim 1, wherein said learning control unit controls the
learning process performed by said hierarchical neural
networks forming said neural network learning system
according to a back propagation method.
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6. The neural network learning system according to
claim 1,

further comprising means for testing said hierarchical
neural networks by applying inputted patterns,
different from the at least one input pattern used
during the learning process, via said common input
unit to said hierarchical neural networks forming
sald neural network learning system, for discon-
necting all connections, except for connections of a
selected neural network yielding a best test result,
between said common input layer unit and said at
least one intermediate layer unit, and

wherein the corresponding output layer unit of the
selected neural network yielding the best test result
outputs data for use in performing an operation of

said hierarchical neural networks.
* * % % %
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