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[57] ABSTRACT

In a computer system of the multi-task type, when a
plurality of tasks execute related data processings, ID
data specifically provided for the data processings is
generated, and recorded. With the recorded ID, an
exclusive control and a shared control in the access to a
predetermined resource are performed. When, after a
main task records ID data and makes an access to a
resource, another task requests the access to the re-
source on the basis of another 1D data, the access to the
resource is prohibited or the resource rejects the access
to it. When a sub task executing the data processing
related to that executed by the main task makes an ac-
cess to the resource by using the request and the 1D data
both supplied from the main task, the sub task can ac-

cess to the resource.

8 Claims, 7 Drawing Sheets
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COMPUTER SYSTEM WITH AN ACCESS
CONTROL UNIT FOR RESOURCE

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a computer system
with an access control unit for controlling a resource
shared by a plurality of tasks in an exclusive manner or
in a shared manner.

2. Description of the Related Art

In a computer system employing a multi-task OS
(operating system) a plurality of tasks share a single
resource, and each task may access the resource if re-
quired. Here, the resource has a file unit, such as a hard
disk unit.

The computer system includes a file access controller
system. When a task issues an access request to the file
unit, the file access controller receives the access re-
quest and accesses a record specified by the access re-
quest from the file unit. More specifically, the file access
controller checks whether or not the record specified
by the access request has been recorded in a file control
block (FCB) as previously provided. If it is recorded,
the file access controller checks whether or not the task
number of the task locking the record 1s the same as that
of the task making the access request. Where a record is
previously assigned to the task, its task number and a
resource name (record name) are recorded in the FCB.
Accordingly, when the recorded resource name is ¢oin-
cident with that of the task making the access request,
the resource has been assigned and locked by the task
making the access request.

When the record under the access request i1s not re-
corded in the FCB, the file access controller records a
task number of the task and a resource number in the
FCB, locks the record, and accesses the record from the
file unit. When another task makes an access to the
locked record, the file access controller performs an
exclusive control in which 1t prohibits the resource
from being accessed until the record is released from its
locked state. More exactly, the file access controller
compares the task number of the task making an access
request and the task number recorded in the FCB. If
those task numbers are not coincident with each other,
the file access controller places the task requesting the
access in a wait status until the record is released from
its locked state.

As described above, the file access controller makes
the exclusive control of a resource which is assigned to
a task and locked, in accordance with a task number
recorded in the FCB. In the multi-task system, when a
first task (main task) and a second task (sub task), which
execute related data processings, access a resource
shared by them, the resource (record) under the access
request made by the main task is locked, and rejects the
access by another task. That is, it 1s placed 1n an exclu-
sive control mode. Accordingly, if the sub task accesses
the record locked by the main task, the access by the
sub task is rejected until the record is released from the
locked state. Thus, the file access controller does not
consider the access request by the sub task to be equal to
that by the main task, because the task numbers are
different, and places the resource in the exclusive con-
trol mode. ]

Where the related tasks are present, and those tasks
access the shared resource, if a deadlock phenomenon
occurs that the access to the resource by the second task

3

10

15

20

25

30

35

40

45

50

53

60

65

2
is prohibited by the first task, the efficiency of access to
the resource is reduced, and consequently data process-
ing efficiency is reduced.

SUMMARY OF THE INVENTION

Accordingly, it is an object of the present invention
to provide a computer system with an access control
unit for controlling a resource shared by a plurality of
tasks in an exclusive manner or a shared manner, in
which a deadlock phenomenon, in which access to a
resource by one task is prohibited by another task when
this other task access the resource, does not occur and
that further improves the processing efficiency of ac-
cess to the resource.

To achieve the above object, there is provided a
computer system of the multi-task type comprising: an
ID data generator unit for generating ID data corre-
sponding to related data processings in response to a
request by a first task of a plurality of tasks which exe-
cute the related data processings and share a resource;
an access control block unit with a table in which, when
the first task issues a request to access the resource, 1f
the name of the resource to be accessed 1s not recorded,
the resource name required for controlling the access to
the resource and the ID data generated by the ID data
generator unit are recorded in the table; a first access
controller in which, when the first task issues a request
to access the resource, if the 1D data recorded in the
access control block unit is coincident with the ID data
from the first task, the first access controller accesses
the resource to be accessed, which is recorded in the
access control block unit; and a second access control-
ler in which, when of the plurality of tasks, a second
task, not the first task, issues a request to access the
resource, the second access controller compares the 1D
data recorded in the access control block unit with the
ID data from the second task, if the ID data are coinci-
dent with each other, the second access controller ac-
cesses the resource recorded in the access control block
unit, if the ID data is not coincident with each other, the
second access controller prohibits any of the plurality of
tasks from accessing the resource.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing a key portion of a
computer system according to an embodiment of the
present invention;

FIG. 2 shows an explanatory diagram useful in ex-
plaining a file control block used in the computer sys-
tem according to the embodiment of the present inven-
tion;

FIG. 3 shows a block diagram showing a network
system consisting of computer systems according the
embodiment of the present invention;

FIG. 4 shows a processing ID used in the computer
system according to the embodiment of the present
invention; and

FIGS. §, 6, 7, 8A and 8B show flow charts usefu] 1n
explaining the operations of the computer system ac-
cording to the embodiment of the present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

FIG. 1 shows a block diagram showing a key portion
of an arrangement of a computer system according to
an embodiment of the present invention. As shown, the
computer system is provided with a main task 10 and a
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sub task 11, which execute related data processing oper-
ations in a multi-tasking OS. The task 10 performs a part
of a data processing operation, the task 11 performs the
remaining part of the data processing operation. The
tasks 10 and 11 cooperate, as if they were a single data-
processing unit.

The tasks 10 and 11 are respectively provided with
task control blocks (TCBs) 10z and 11a. The TCBs are
for controlling many items including the order of exe-
cuting the systematic operations of the tasks, condi-
tional waiting, and the like.

A processing 1D generator 12 generates processing
IDs data (referred simply to as ID) in response to a
request by the main task 10. Each ID is unique identify-
ing data corresponding to the related data processings
as that are executed by the tasks 10 and 11. The ID 1s

"~ used for an exclusive control and a shared control of a

resource shared by the tasks 10 and 11.

The instant computer system contains a resource
necessary for the data processings by the tasks 10 and
11, for example, a file unit 13 for recording files. The file
unit 13 may include of a hard disk unit, for example.
Files of various types, each consisting of many records,
are recorded onto and reproduced from the hard disk.
A file access controller 14 controls an access to the file
unit 13 in response to an access request issued from the
task 10 or 11. The file access controller 14 exercises
exclusive control or shared control in the access to the
file unit 13, while referencing a file control block (FCB)
15.

The FCB 18 is a table for recording the control data
used when the controller 14 makes an access to the file
unit 13. As shown in FIG. 2, the items to be recorded in
the FCB 15 are a resource name of a resource to be
accessed, a processing ID which is essential to the pres-
ent invention, and a waiting gqueue for recording a task
watting In the access queue.

As shown in FIG. 3, the present computer system
30-1 cooperates with other similar computer systems
30-2, . . ., 30-n, to form a network system (network
architecture). The computer systems 30-1 to 30-n are
provided with nodes name-1 to name-n, respectively.
Data communication 1s done among the computer sys-
tems through the network. |
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Operations of the instant computer system are de- 43

scribed below.

FIGS. 8A and 8B generally show processing flows of
the main task 10 and the sub task 11, respectively. In
operation, as shown in FI1G. 8A,, for executing a prede-
termined data processing operation, the main task 10
requests the ID generator 12 to generate 1D identifying
the data processing operation (step 80). In response to
the request, the generator 12 generates the processing
ID, and transfers it to the main task 10 (step 81). The ID
generator 12 generates the ID, as shown 1n a flowchart
of FIG. §. The ID consists of a node name, a CPU
number, and the time of generating the 1D, as shown in
FIG. 4.

In FIG. 8, the generator 12 sets a node name-1 of the
computer system 30-1 in the network system shown mn
FIG. 3, in the processing ID (step 50). Further, the
generator 12 sets a processor (CPU) number 1n the 1D
(step 51). The CPU number identifies the CPU allotted
to the main task 10. The generator 12 also computes, the
present time, or the time of the ID generation. Prefera-
bly, the generator 12 computes milli-second, second,
minute, hour, and date for the time of ID generation. In
other words, the generator 12 computes the present

50

55

65

4

time and compares it with the latest time of generating
the ID (steps 82 and 53). When those times are not
coincident with each other, the generator 12 sets the
present time as the time of generating the ID in the
processing 1D (steps 54 and §5). When those times are
coincident with each other, the generator 12 sets “the
present time+ 1 milli-second™ as the time of generating
the ID in the processing ID (steps 54 and 56).

The main task 10 checks whether or not data to be
processed is present (steps 82 in FIG. 8A). If there 1s no
data to be processed, the processing flow ends. If the
data processing is continued, the main task 10 deter-
mines if the data processing operation 1s to be executed
by the main task or by the sub task 11 (FIG. 8A, step
83). If the main task 10 executes the data processing
operation, the main task 10 issues a file access request
(FAR), which is necessary for executing the data pro-
cessing operation as specified by the ID, to the file
access controller 14 (step 84 in F1G. 8A). At this time,
the main task 10 outputs the FAR including the ID
transferred from the generator 12, to the controller 14.
The controller 14 checks whether or not a file (record)
under the access request is recorded in the file unit 13
(FIG. 6, step 60). When it is not recorded, the controller
14 records a name of the record under the access re-
quest and the ID specified by the main task 10, in the
FCB 15 (step 61). In this case, the name of the record
under the access request is recorded as the resource
name of the FCB 15. The controller 14 locks the record
recorded in the FCB 185, accesses the record in the file
unit 13, and transfers it to the main task 10.

When the record under the access request is recorded
in the file unit 13, the controller 14 checks whether or
not the ID is present or absent in the FCB 18. If it 1s
present, the controller 14 checks whether or not the
recorded ID is coincident with the ID from the main
task 10 (step 62). It both the ID are coincident with each
other, the controller 14 accesses the record under the
access request in the file unit 13, and transfers 1t to the
main task 10. When the IDs are not coincident, the
record under the access request has been locked by
another task (whose ID is different from that of the
main task 10). In this case, accordingly, the controller
14 places the main task 10 in a waiting state until the
record is released from its locked state (step 64). That 1s,
the controller 14 records the main task 10 requesting an
access to the record in the waiting queue of the FCB 18.
As a result, the main task 10 queues up for the access to
the record till the record is released from its locked
state.

The controller 14 executes the processing for releas-
ing the resource (record) for the task, as shown in FIG.
7. The controller 14 checks whether or not a task is
recorded in the waiting queue 1n the FCB 15 (step 70).
In other words, the controller 14 checks whether or not
there is a task queuing up for the assignment of a given
resource to the task. If such a task 1s recorded, the con-
troller 14 records the processing ID of the task request-
ing the resource assignment in the FCB 13, and sends to
the task a message that the resource has been assigned to
the task (steps 71 and 72). When the task is not recorded
in the waiting queue, the controller 14 deletes the entry
of the resource from the FCB 15 (step 73). In this way,
the given resource is set in a released condition in which
the resource is not assigned to any of the tasks.

When the step 83 in FIG. 8A decides that the sub task
11 should executes the data processing operation, the
main task 10 requests the sub task 11 to execute the data



5,251,317

S

processing operation (step 85 in FIG. 8A). The sub task
11 1s for executing an operation related to the data of the
main task 10 (for example, a part of the whole of an
operation), and receives the processing ID together
with a request (step 86 in FIG. 8B). The sub task 11
requests the, controller 14 to access the same record as
that for which the access is requested by the main task
10 (step 88).

The controller 14 compares the processing ID from
the sub task 11 with the processing ID from the main
task 10 that is recorded in the FCB 185 (step 62 in FIG.
6). When both the IDs are coincident with each other,
the controller 14 accesses the record in the file unit 13,
to which access 1s requested by the sub task 11. The sub
task 11 accesses the record locked on the basis of the
processing 1D of the main task 10, as the main task 10
does. When those IDs are not coincident, the sub task
11 is set in a waiting state until a resource is assigned to
it (step 64).

In this way, in executing a given data processing
operation, the resource is subjected to an exclusive
control on the basts of the processing ID allotted to that
data processing operation. That is, when a resource
requested by a task is assigned to the task, the process-
ing 1D of the task 1s recorded in the FCB 18. Accord-
ingly, the assigned resource is locked, and rejects the
access to 1t by another task.

Even if the 1D assigned to the main task 10 and re-
corded in the FCB 15 has locked the resource, and the
main task 10 therefore accesses this resource, the sub
task 11 can access to the same resource, provided the
same 1D 1s assigned to the sub task 11. In other words,
two or more tasks, which co-operate to perform data-
processing, can access to the same resource only if their
IDs are identical.

What is claimed is:

1. A computer system of multi-task type, comprising:

a plurality of task means including a main task means
and a sub task means, which execute related data
processing operations and share a resource, the
main task means for outputting an ID data and a
resource name when accessing the resource, for
requesting the sub task means to execute a related
data processing operation and for transferring the
ID data necessary to access the resource to the sub
task means;

ID data generator means for generating the ID data
corresponding to the related data processing opera-
tion in response to a request by the main task
Imecans,

access control block means for storing the resource
name of the resource to be accessed by the main
task means and the sub task means and for storing
the 1D data generated by the ID data generator
means;

access controller means for accepting the ID data and
the resource name from the main task means and
the sub task means, for checking the ID data and
the resource name stored in the access control
block means, and for accessing the resource when
the accepted 1D data is coincident with the stored
ID data corresponding to the resource.
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2. The computer system according to claim 1, further
comprising another task means, different from the main
task means and the sub task means, for executing a data
processing operation different from the related data
processing operation, the 1D data generator means gen-
erating a second ID data different from the ID data
output from the main task means, in response to a re-
quest made by the other task means, the other task
means for outputting the other ID data and the resource
name when the other task means accesses the resource,
and the access control means including means for pro-
hibiting the other task means from accessing the re-
source when the other 1D data is not coincident with
the ID data corresponding to the resource stored in the
access control block means.

3. The computer system according to claim 1,
wherein said ID data generator means includes means
for responding to the request by the main task means to
generate the ID data including a processor number
assigned to the main task means and the time of 1D
generation.

4. The computer system according to claim 1,
wherein the access control block means includes a table
for storing a waiting queue of the main or the sub task
means, as well as the resource name and the ID data,
when the resource is locked in accordance with the
access request made by the main or the sub task means.

9. The computer system according to claim 1,
wherein the access controller means includes a record-
ing means for, when the main task means issues an ac-
cess request to access the resource and another task
means has locked the resource by means of an 1D data
different from an ID data from the main task means,
placing the main task means in a wait queue and record-
ing the placement in the access control block means.

6. The computer system according to claim 1,
wherein the access controller means includes a record-
ing means for, when the sub task rmeans issues an access
request to access the resource, and the 1D data from the
sub task means is not coincident with the 1D data stored
in the access control block means, prohibiting the ac-
cess to the resource, and for placing the sub task means
in a waiting queue, and for recording the placement in
said access control block means.

7. The computer system according to claim 1,
wherein the sub task means contained in said plurality
of task means includes means for generating an access
request 10 access the resource on the basis of the request
from the main task means and the 1D data, the access
controller means includes means for companng the 1D
data from the sub task means with the 1D data stored in
the access control block means, and if the IID data are
coincident, for accessing the resource stored in the
access control block means, and if the ID data are not
coincident, for prohibiting accessing of the resource.

8. The computer system according to claim 1,
wherein the resource is a file unit storing files, and
wherein the access controller means includes means for
accessing a predetermined file in the file unit 1n accor-
dance with the request from the main task means and

the sub task means and the ID data.
% » [ L »
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