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the light information from the object point to the focus-
sing unit via first and second optical passages; and mask
units provided respectively in the first and second opti-
cal passages in the light transmission unit and formed
respectively with predetermined patternings which are
in negative and positive relation to each other. By vir-

- ture of the mask units, the light information from the
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object point is blocked into a plurality of distance infor-
mations from which distance patterns are obtained. The
apparatus can recognize an object in three dimensions
using the distance patterns. Since the apparatus has no
mechanically movable parts and the light passed
through the first and second optical passages is focussed
side by side on a photosensor, a high resolution is ob-
tained and mutual references of corresponding points of
the object are readily obtained. |
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' OBJECT INFORMATION PROCESSING
APPARATUS

This appllcatlon 1s a continuation of apphcatlon Ser.
No. 07/679,822 filed Apr. 1, 1991, which is a continua-

tion of Ser. No. 07/373,698, filed Jun. 30, 1989, which is

a continuation of Ser. No. 07/129,345, filed Nov. 27,

- 1987, which is a continuation of Ser. No. 06/706,727,
filed Feb. 28, 1985, all now abandoned.

BACKGROUND OF THE INVENTION

1. Field of the Inventlon

The prescnt invention relates to an ob_]ect information
processing apparatus which is simple in construction
and capabie of recognizing environments by using dis-
tance mformation.

2. Description of the Prior Art

Various techniques for recognizing environments by
using visual sensors have been studied heretofore. Most
of such techniques simulate the functions of human
visual recognition in which distributional characteris-
tics of the brightness and coloring of the environments
are extracted out of signals obtained with a television
camera and the extracted characteristics are compared
with stored informations to perform such functions. As
an example, there is known in the art a method for
determining what an object is by analyzing the shape,
border lines, colors, and shading of the object using a
camera. The method, however, requlres time in the
order of minutes in order to recognize even a simple

object such as a bulldlng block. Thus, it is impossible to

effect real time processing, which results in hardships of
practical applications. Another method has been pro-
posed (for example, refer to the Journal of the Institute
of Television Engineers of Japan, Vol. 34, No. 3, 1980).
- In the method, the distribution of distances to an object
is measured by radiating a light flux through a slit. Still
another method has been proposed in which the dis-
tance to an object in the environment is measured with
an ultrasonic sensor. With the method basing upon the
bnghtness distribution, however, it is difficult to recog-
nize in the form of three dimensions the environments.

5,222,156
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It 1s another object of the present invention to pro-
vide an object processing apparatus which forms dis-
tance patterns by dividing an area photosensor into a

- plurality of predetermined regional blocks and calculat-
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Particularly in a light intercepting method using radia-

tion of slit ights, although it is effective for the recogni-
tion of the three dimensional configuration, the amount
of data to be processed is immense so that even with a
relatively large computer, the time required for one
frame processing amounts to from several ten seconds
to several minutes. In addition, since it is necessary to
move slit lights, movable mechanical parts must be
incorporated which might cause the resultant precision
to be somewhat uncertain. Besides, there brings about a
problem that larger energy must be supplied to a slit
light source in order to recognize brighter environ-
ments. |

With the method using an ultrasonic sensor, it is diffi-
- cult to narrow the beam of a radiated ultrasonic wave
due to its essential properties Consequently, there is a
problem that it is hard to improve the resolving power
for an image.

SUMMARY OF THE INVENTION

With the above problems in view, it is therefore an
object of the present invention to provide an object
information processing apparatus which three-dimen-
sionally processes an object basing upon distance infor-
mation and using a simple circuit arrangement.
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Ing a distance information for each block.
It is a further object of the present invention to mount

- mask units at image focussing planes, both units being in

predetermined positive and negatwe patterning relation
to one another.

It 15 a still further object of the present invention to
change the regional block so as to obtain a distance
pattern from distance information respectively input to
the predetermined regional blocks at the image focus-
sing planes.

It 1s still another object of the present invention to
control such as arms by the distance patterns calculated
basing upon the plurality of regional blocks at the image
focussing planes.

It is another object of the present invention to com-

pose a mask pattern using a plurality of striped color
filters.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 s a schematic diagram showing a principle of
a visual sensor;

FIG. 2 shows a structure of a visual sensor;

FIGS. 3(a), 3(b) and 3(c) illustrate distance signals
from a visual sensor;
~ FIG. 4 is a detailed block diagram of a visual sensor:;

FIG. § i1s a block diagram illustrating a scanning
method for a visual sensor;

FIG. 6 1s a structural arrangement of a visual sensor
according to an embodiment of the present invention:

FIG. 7-1 is a view for use with the explanatlon of
mask 46;

FIG. ‘7-2 is a view for use with the explanation of
mask 48;

FI1G. 8i1s a diagrammatic view of the visual sensor:

FIG. 9 is a view for use with the explanation of scan-
ning blocks on photosensor 52;

FIG. 10 1s a system block dlagram of a robot;

FIG. 11 is a part of a control flow chart for the robot:

- FIG. 12 shows an arrangement of a photosensor and

mask pattern; and

FIG. 13 is an enlarged view of the mask pattern.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

A visual sensor applicable to the present invention
will first be described.

FIG. 1 1s a view showing a principle with respect to
an embodiment of a visual sensor. Reference numbers
10 and 11 represent lenses with substantially low distor-
tions. Reference character f denotes the focal distance
of the lenses, d denotes a distance between an object 12
and the lens 10, B denotes a distance between the lenses
10 and 11, and & denotes a diviation of an object image
from the optical axis of the lens 11. As seen from the
figure, B/d =6&/f, therefore:

o=Bf/d (1)
In a visual sensor shown in FIG. 2, it is so arranged

that object images may be focussed onto a self-scannmg
type sensor array 15 (light rcccwmg elements 15g) using

a total reflection two plane mirror 13 and total reflec-

tion mirrors 14. Supplemental light from a light emis-
sion device may also be mcorporated In this case. Other
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than the example shown in the figure, distance measure-

ments in various directions are also possible. For exam-
ple, even 1f a point on the object is not on the optical
axis of the lens at the side of measurement field of view,
the distance to a plane perpendicular to the axis and
passing through the point can be calculated as d =Bf/9.
The actual distance becomes d x sec@, wherein @ repre-
sents an angle between the object point direction and
optical axis. The value d may be used for controlling the
movement of an object such as a robot. The self-scan-
ning type sensor 15 may be a CCD array and is con-
structed of a plurality of minutely segmented light re-
ceiving elements 154 each having a width of 10 or so.
The self-scanning type sensor 15, as is well known in the
art, has the function to output in the predetermined
order electric signals as of a time sequence signal, each
electric signal being detected by each of the plurality of
minutely segmented light receiving elements 15¢ and
corresponding in magnitude to the illumination of each

10

15

picture element of an object image. The precision of 20

measurement may be varied with the distance B be-

tween the lenses. Also, the lateral scope of the field of

view may be varied with the focal length of the lens 11.
With the arrangement as above, scanning outputs for
two images 12’ may be obtained as waveforms of signals
S-1 and S-2, as specifically shown in FIG. 3(b) (also
refer to FIG. 3(a)). Accordingly, the distance between
the signals S-1 and S-2 corresponding to the two images
can be detected (FIG. 3(c¢)) using an electric signal pro-
cessing circuit and the distance measurement for the
object 1s accomplished using the eguation (1).

The visual sensor of the type described above detects
the mutual distance between two images by using a
self-scanning type sensor (hereinafter abbreviated as
sensor array) and using the above distance measurement
principle. In using such a visual sensor, it 1s necessary to
clearly define the space associated with an object to be
recognized, that is, in other words, it is necessary to
define a measurement field of view Ls with any appro-
priate means as well as to define a field of view for the
other image (this field of view is referred to as a refer-
ence field of view Lr). For the particular sensor shown
in the above, the measurement field of view is set at the
vicinity of the focussing position of the image 12, while
the reference field of view is set as a range of movement
of the image 12’ which range varies with the distance of
the object 12.

A detailed block diagram for the purpose of discuss-
ing the visual sensor as above described is shown in
FIG. 4. Reference number 15 designates the above
described self scanning type sensor array such as a CCD
(having N cells corresponding to the measurement field
of view and N+4+M—1 cells corresponding to the refer-
ence field of view). The sensor array is driven by a
clock driver circuit 21 and hence driver circuit 20 deliv-
ering shift clocks and transfer clocks. Data in the CCD
array is quantized by means of a quantizer circuit 22 (for
example, data is compared with a preset threshold value
at a comparator to obtain O or 1 depending upon the
compared result). The quantized data for the respective
measurement and reference fields of view are input to
shift registers 26 and 27, respectively. The quantized
data are shifted upon the clocks from the clock driver
circuit 21 and output to a gate 28 where the data are
judged whether they are consistent with one another or
not. The number of occurrences of consistency are
counted by a counter 24-1 of a consistency comparison
circuit 24 until N sets of such quantized data are com-
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4

pared. Thereafter, the output signals from the counter
24-1 are input to a latch 24-3. It is obvious that the latch
circuit 24-3 has been cleared until then. After N sets of
values are compared under the shift operations of the
shift registers 26 and 27, the shift register 27 is shifted by
1. Then, the values from the second to N+ 1the order in
the shift register 27 are sequentially compared with the
N values in the shift register 26. Following the above
two sequential comparison operations, a third sequen-
tial comparison operation is carried out in which the
values from the third to N4 2th order values in the shift
register 27 are compared with the N values in the shift

register 26. After repetition of such operations M times,
the last values from the Mth to (M4 N—1)th order are
subjected to such comparison operation. In other
words, the N values in the shift register 26 are com-

- pared with the corresponding values in the shift register

27 until the latter values are shifted M times. The num-
ber of occurrences of comparison of the N values (=M)
are counted at a consistency position detection circuit
23, and also the number of outputs A >B from a com-
parator 24-2 1n consistency number comparison circuit
24 are latched in the circuit 23. Thus, the circuit 23 can
finally obtain the maximum number of outputs indica-
tive of the maximum number of occurrences of consis-
tency, the maximum number of outputs corresponding
to a comsistency position. Succeedingly, at an object
information signal output circuit 25, the distance to the
object is calculated in accordance with the eguation (1)
by using the thus obtained maximum number of consis-
tency occurrences, 1.e., the consistency position. The
distance information 1s output to a CPU, memories, and
the like.

Next, the scanning method for the visual sensor will
be described. FIG. § 1s a control block diagram for the
visual sensor. Reference number 30 represents a scanner
for effecting a selective scanning of the visual sensor,
reference number 31 represents a memory device for
storing patterns for the distance information or the like,
and reference number 32 represents a CPU for control-
ling the sensor and executing calculation operations-and
the like.

Keeping the foregoing description in mind, an em-
bodiment incorporating the present invention will now
be described. FIG. 6 1s a block diagram showing an
arrangement of a visual sensor according to the embodi-
ment. Reference numbers 41 and 42 represent objective
lenses, reference numbers 43, 44, and 45 represent total
reflection mirrors, reference number 46 represents a
positive mask, reference number 48 represents a nega-
tive mask, reference numbers 47 and 49 represent con-
denser lenses, reference number 40 represents a semi-
transparent mirror, reference number $1 represents a
focussing lens, and reference number 852 represents a
photosensor such as a CCD which uses the picture
element as a unit for reading out every one line image.

With the construction as above, the images in the
environments to be recognized are focussed, through
the objective lenses 41 and 42 disposed separately from
one another by a preset distance, near at the masks 46
and 48, respectively. The mask 46, a portion of which is
shown enlarged in FIG. 7-1, is constructed, e.g., of
opaque sections 46b disposed in the form of a mosaic on
a transparent glass plate. The mask 48, as shown in FIG.
7-2, 1s constructed as of the type that the transparent
and opaque sections 46a and 465 of the mask 46 aré
reversed, wherein reference 48z denotes a transparent
section and reference 485 denotes an opaqgue section.
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FIG. 8 is a diagrammatic view of the visual sensor
shown in FIG. 6. Reference number 60 represents an
object (the environments). Although the object 1S
shown in two dimensions, the actual object is a three
dimensional object. Reference numbers 41 and 42 repre-
sent objective lenses corresponding to those in FIG. 6,
similarly reference numbers 43, 44, and 45 represent
total reflection mirrors, reference number 46 represents
a positive mask, reference number 48 represents a nega-
tive mask, reference number 40 represents a semi-trans-
parent mirror, and reference number 52 represents a
CCD (three lines in FIG. 8) of the photosensor reading
one line 1mage using the picture element as a unit, and
also represents an object image focussed on the CCD

through the lens 51. The photosensor may not be a

CCD, but it may be an area sensor. Furthermore, the
number of lines is not limited to three. The masks 46 and
48 ar fabricated such that the transparent sections of the
one mask coincide with the opaque sections of the other
mask, and vice versa. The object images here are ar-
ranged such that identical portions of the two images
from the respective lenses 41 and 42 (in the present
embodiment, two identical characters Bs and Ds exist
~ on the CCD 52) are focussed separately along scanning
lines. As a result, identical portions of the two images
passing through the two optical passages of the respec-
tive lenses 41 and 42 are disposed laterally of the photo-
sensor 52 without being superposed one upon the other.
If the direction of the scanning lines relative to the
photosensor 52 is made in alignment with the direction
of the mosaic masks, then the identical portions of the
object images from both optical passages of the lenses
41 and 42 can be projected side by side onto the same

scanning lines of the photosensor, as in Bs and Ds of

FIG. 8. By using the same object images aligned side by
side and obtained as abowe, it is possible to access the
distance information in accordance with the distance
measurement principle as shown with FIGS. 1 to 4.

Next, the CCD or photosensor 52 will be described.
FIG. 9 shows a part of an image projected upon the
CCD, wherein respective blocks 61-1, 61-2, 61-3 and
61-4 each correspond to the sensor array 15 described
with FIGS. 2 to 4. In FIG. 9, although object images
“B” are shown projected over four scanning lines on
the CCD 52, the number of scanning lines may take any
number depending upon the reading-out precision,
speed, and the like. It is noted here that reference num-
ber 61-5 corresponds to the measurement field of view
as discussed with FIG. 4 and reference number 61-6
corresponds to the reference field of view. In the pres-
ent invention, the measurement field of view 61 5 has 32
bits, while the reference field of view 61-6 has 94 bits.
Thus, the number of divisions becomes 62 or (94— 32).
The number of division of divisions may be varied as
desired with the distance measurement prec151on The
~ dimension of the CCD 52 surface is 6.6 mm in the Y
direction and 8.8 mm in the X direction. The scanning
lines are composed of 757 lines in the X direction and
245 lines in the Y direction. The scanning line camp051—
tion, however, is not limited to such. Further, it is ap-
parent that in FIG. 9 various not shown blocks exist in
the X and Y directions, which are similar to those repre-
sented by 61-1, 61 2, 61-3, 614, 62-1.

Next, the switching control for scanning the CCD 52
including the plurality of blocks as above will be de-
scribed. As particularly described with FIG. 4, in order
to obtain the distance information for one block, N XM
- clocks are required. By counting the number of clocks,

6

the clock driver circuit 21 shown in FIG. 4 controls the
switching in scanning a definite area in the manner that

the example the block 61-1 in FIG. 9 is switched to the

- block 62-1 and to the block 61-2 and so on.

10

15

FI1G. 10 shows a system block diagram for a robot
employing the previously discussed visual sensor. Ref-
erence number 52 represents a CCD photosensor corre-
sponding to that described above. Reference number 70
represents an A/D converter, and reference number 71
represents’ a switching circuit for selecting a sensor
block in the CCD 52 and obtaining the object distance
information in a visual sensor block processing circuit
72. The detected object distance information are writ-

“ten into RAMs of a distance pattern RAM unit 73 as a

distance pattern. Reference number 32 represents a

- CPU, and reference number 74 represents a memory
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map. The memory map 74 stores the late distance pat-
tern or instruction map and compares the late distance
pattern in the map memory 74 with the present distance
pattern to thereby effect the most suitable arm control,
movement control or the like. The CPU may be of a
non-Neumann type computer having plural processors
in which various data are processed simultaneously and
parallel in the respective processors. Terminals may be
provided to which command signals are supplied exteri-
orly. Moreover, control and arm units 75 and 76 may
utilize the informations from sensors for the movement
direction, speed, distance and the like, or the informa-
tions from data of the calculation operation unit and the
above distance pattern.

In the above embodiment, a plurality of visual sensor
block processing circuits have been provided in parallel
in order to make the processing time compatible with
the CCD scanning time. The plural and parallel circuits,
however, may be dispensed with if the distance calcula-
tion processing becomes faster or the CCD scanning
speed 1s properly adjusted. Further, the order of the .
A/D converter 70 and switching circuit 71 may be
reversed.

Since distance information can be obtained, other
applications to sensors are possible such as for getting

‘away from or capturing a high speed flying object, or

for keeping away from obstacles against an automobile
or the like, and the applications of the present invention
should not be limited thereto.

‘The distribution of distances to an environmental
object within a field of view can be measured with a

high resolving power, particularly in the lateral direc-

tion when compared with the ultrasonic measurement,
without incorporating mechanically movable parts. In
addition, the images of the same objective passing
through the two optical passages are focussed side by
side on the photosensor. From the above two reasons,
the problem that in a stereo method (the Journal of the
Institute of Television Engineers in Japan, Vol.34, No.
3, 1980, p. 211), mutual references of corresponding
points have been considered difficult, can be solved. It
1s possible to process the operations parallel and hence
to mount a non-Neumann type computer. A high speed
processing required for robots is also possible. As de-
scribed in detail, measuring the distribution of distances
is effective in three-dimensionally recognizing the ob-
jective, so that particular and practical applications
such as eyes of a robot or a sensor for a walking aid for
the blind, are possible.

As described above in detail, it is possible to provide
an object information processing apparatus which can
recognize an object as a three dimensional configura-
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tion using a distance related pattern and a simple circuit
arrangement.

Referring further to FIG. 11, a control flow chart for
a robot capable of being mounted on the apparatus
according to the present invention will briefly be de-
scribed in part. The program for the flow chart is stored
for example in ROMs of the CPU 32. The visual sensor
blocks such as represented by 61 1 on the CCD of FIG.
9 respectively correspond to the visual sensor block
processing circuits 72 of FIG. 10. Two visual sensor
block circuits 72 can suffice at the minimum, although

the number of circuits depends upon the processing
times for changing the image data block and for the

visual sensor block processing circuit 72. In the present
example, the number of processing circuits for one line
on the CCD 82 is assumed here nl (the number of visual
sensor blocks is also assumed nl ). At step 1 of FIG. 11,
first it is assumed n=1. At step 2, distance data in the
block (1) (among nl blocks on one line) of the CCD is
supplied to the sensor block processing circuit (1)
(among n1 circuits on one line, n1 corresponding to the
number of visual sensor blocks). Next, at step 3, the
object information signal (1) is output from the visual
sensor block processing circuit (1) as shown in FIG. 4
and stored in the distance pattern RAM 72 as shown in
FIG. 10. This process takes for example about 3 ms, and
its judgement may be carried out using a timer. At step
4, in order to process the distance data from the next
block (2), n—n-+ 1 is performed. In this example, since n
=nl at step §, step 2 resumes to repeat the above pro-
cesses. Upon completion of the processes for one line, at
step S the negative direction NO follows. At step 6,
Y«—Y+1 is performed so as to proceed with the next
line processing. At step 7, whether y1 lines have been
chacked, i.e., whether one frame has been checked
(assuming that the CCD 52 has y1 lines in the direction
of Y in FIG. 9), is judged. At step 7, if the one frame
processings for the distance data are not still completed,
step 2 resumes to perform the processings for the re-
maining distance data.

At step 7, if the state 1s not Y =yl, i.e,, in the case that
the processings for the distance data for the one frame
of the CCD have already finished, then in the distance
pattern RAM unit 73 of FIG. 10, a distance pattern of
the one frame has been completed. At step 8, basing
upon the distance pattern data for the one or several
frames on the CCD, and in addition, basing upon the
data from the map memory 74 of FIG. 10, directional
sensor such as an optical fiber gyro, or the like, various
control units 75 and arm units 76 are controlled e.g., the
direction along which no obstacles are found is deter-
mined basing upon the distance pattern data to thereby
move the robot body in that direction.

Last of all, the change of color of an object may be
employed as information for calculating the distances.
Specifically, even an object having the same brightness
over the whole surface can adopt the above distance
measurement so long as it has a change in hue and satu-
ration. By using a striped mask pattern instead of the
mosaic mask pattern, the position alignment is readily
performed and advantageous effects can be enjoyed
when compared with the case using the mosaic mask
pattern. The more detailed description will be given in
the following.

Instead of the mask patterns 46 and 48 of FIG. 6, or
the mask patterns of FIGS. 7-1 and 7-2, in the present
example, the pattern as shown in FIG. 12 is used. Refer-
ence 101a denotes a base, reference number 100 denotes
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a two dimensional sensor such as a CCD, and reference
number 102 denotes a color filter. FIG. 13 shows an
enlarged portion of the mask pattern or color filter
pattern. References 102a, 1025, 102¢ denote stripes hav-
ing three colors, i.e., red, green and blue, or in addition
transparent. The stripes are cyclically juxtaposed each
having the same width as that of the scanning line. The
distances are calculated according to the above process-
ings, taking into consideration the mutual positions
between the object images obtained through the differ-

ent optical passages and projected upon the same scan-
ning line of the photosensor constructed as in the pres-
ent example. Therefore, the information under compari-

son is all associated with lights passed through the same
colored filter. In addition, in the adjacent scanning lines
in the direction of the subscanning direction (Y direc-
tion in FIGS. 9 and 13), the distances of the object
images through the different colored filter are calcu-
lated. Therefore, the object projected within the field of
view onto the plural scanning lines is subjected to dis-
tance measurement with different color resolving pow-
ers.

The filter (mask pattern) may directly be evaporated
onto the photosensor by means of evaporation or sput-
tering. In the case that the sensitivity of the photosensor
is effective only for those other than visual lights, filters
for separating infrared rays and ultraviolet rays may be
employed. |

As seen from the above detailed description, even if
the change in brightness is small, the distances to the
object having a chromaticity change can readily be
measured to form a more correct distance pattern.

What we claim is:

1. An object information processing apparatus com-
prising:

light transmission means, including a plurality of

lenses having optical axes which are fixedly paral-
lel with respect to each other, for transmitting light
information substantially simultaneously from each
of a plurality of object points spaced from said
apparatus by different distances and in different
directions, via a plurality of optical passages onto a
focusing plane;

division means for optically dividing said focusing

plane into a plurality of blocks corresponding to
each of said object points in order to optically
produce distance information, said division means
including a plurality of complimentary masks each
disposed in one of said optical passages; and
deriving means for deriving a plurality of distance
information corresponding respectively to the plu-
rality of object points from said plurality of blocks.

2. An object information processing apparatus ac-
cording to claim 1, in which said light transmission
means includes lens means and reflection mirrors.

3. An object information processing apparatus ac-
cording to claim 1, in which said division means is a
plurality of mask patterns each having a different prede-
termined pattern, said division means being mounted on
a part of the respective optical passages through which
light is transmitted in said light transmission means.

4. An object information processing apparatus ac-
cording to claim 3, in which said mask pattern is made
of a striped color filter having a plurality of colors.

5. An object information processing apparatus com-
prising:

focusing means, including a plurality of lenses having

optical axes which are fixedly parallel with respect
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to each other, for focusing light information sub-
stantially simultaneously from a plurality of object
points spaced from said apparatus by different dis-
tances and in different directions:

light transmission means for transmitting said light

information substantially simultaneously from said
object points to said focusing means via first and

- second optical paths for each of said object points;

two complimentary mask means provided respec-

tively in said first and second optical paths in said
light transmission means and formed respectively
with predetermined patterns which are different
from each other; and

deriving means for deriving a plurality of distance

~ information corresponding respectively to the plu-

rality of said object pomts in accordance with the
light information passing through said two masks
means, respectively.

6. An object information processing apparatus ac-
cording to claim §, in which said focussing means is a
CCD.

7. An object information processing apparatus ac-
cording to claim 5, in which said light transmission
means includes lens means and reflection mirrors.

8. An object mformatlon processing apparatus com-
prising:

focusing means, including a plurality of lenses having

optical axes which are fixedly parallel with respect
to each other, for focussing a plurality of light
information substantially simuiltaneously from a
corresponding plurality of object points, spaced
from said apparatus by different distances and in
- different directions, onto a plurality of blocks, said
- focussing means directing light from said object
points via first and second optical passages, said
first and second optical passages respectively in-
cluding first and second complimentary masks;
deriving means for deriving a plurality of distance
information corresponding respectively to the plu-
rality of light information each focussed on any one
of said blocks of said focussing means; and
control means for controlling a peripheral device
connected to said apparatus based upon a distance
pattern which is an output data from said deriving
means. o

9. An object information processing apparatus ac-
cording to claim 8, in which said focussing means is a
CCD.

10. An object information processing apparatus ac-
cording to claim 8, in which said deriving means derives

a distance between said peripheral device and said ob-

- ject point.

11. An object information processing apparatus ac-
cording to claim 10, in which said deriving means in-
cludes a quantizer circuit, clock contro] unit, counter
unit, and comparator unit.

12. An object information processing apparatus ac-
cording to claim 8, in which said control means controls
an arm and the like based upon said distance pattern.

13. An apparatus according to claim 1, further com-
pnsmg control means for controlling a penpheral de-
vice connected to said apparatus based upon a distance
pattern which is an output data from said deriving
means.

14. An apparatus accordmg to claim 5, further com-
prising control means for controiling a peripheral de-
vice connected to said apparatus based upon a distance
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pattern which is an output data from said deriving
means.
‘15. An apparatus according to claim 8, further com-
prising control means for controlling a peripheral de-
vice connected to said apparatus based upon a distance
pattern which is an output data from said changing
means. - |
16. A method of processing object information, com-
prising the steps of:
transmitting light through a plurallty of lenses sub-
stantially simultaneously from each of a plurality of
object points spaced from the lenses by different
distances and in different directions from the
lenses, via a plurality of optical passages onto a
focusing plane, the lenses having optical axes
which are parallel with respect to each other;

optically dividing said focusing plane into a plurality
of blocks corresponding to each of said object
points in order to produce distance information,
using a division means having a plurality of compli-
mentary masks each disposed in one of said optical
passages; and |

deriving a plurality of distance information corre-
sponding respectively to the plurality of object
points from said plurality of blocks using deriving
means.

17. A method according to claim 1, wherein said step
of dividing said focusing plane includes the step of plac-
ing one complimentary mask in each of said optical
passages, said complimentary masks having different
predetermined patterns.

18. A method according to claim 17 wherein said
step of dividing said focusing plane includes the step of
disposing a complimentary mask having a stripped
color filter with a plurality of colors in each said optical
passage.

19. A method of processing object information, com-
prising the steps of:

transmitting, through a plurality of lenses, light infor-

mation substantially simultaneously from a plural-
ity of object points to said lenses via first and sec-
ond optical paths, said plurality of object points
being spaced from the lenses by different distances
and in different directions from the lenses, the
lenses having optical axes which are parallel with
respect to each other;

disposing two complimentary mask means, one in

each of said first and second optical paths, the
complimentary mask means formed respectively
with different predetermined patterns; and

deriving a plurality of distance information corre-
sponding respectively to the plurality of object
points in accordance with the light information
passing through said two complimentary mask
means, respectively.

20. A method according to claim 19, further includ-
ing the step of disposing a CCD to intercept light infor-
mation passing through said first and second optical
paths

21. A method according to claim 19, further includ-
ing the step of disposing reflection mirrors in each of
said first and second optical paths for reflecting light
information passing through said plurality of lenses.

22. A method of processing object information in
which a plurality of lenses having optical axes which
are fixedly paralle]l with respect to each other is dis-
posed for focusing light information passing there-

- through, the light information passing through the
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lenses substantially simultaneously from a plurality of
object points of a solid body in the vicinity of the lenses,
said points being spaced from the lenses by different
distances and in different directions, said light informa-
tion passing through first and second optical passages, 5
each passage including at least one of said plurality of
lenses, said method comprising the steps of:
functionally dividing the light information passing
through said first and second optical passages into
a plurality of blocks by disposing first and second
complimentary mask, respectively, in said first and
second optical passages; and
reading out respective light information focused in
the respective blocks, and changing one block to
another whose light information is to be used to
calculate distance information in order to obtain a
plurality of distance information corresponding
respectively to the plurality of object points on the
solid body in response to the distance information.

23. A method according to claim 22, further compris-
ing the step of disposing a CCD for receiving light
passing through said first and second optical passages.

24. A method according to claim 22, wherein said
step of functionally dividing includes the step of dispos-
ing first and second complimentary masks which have
different predetermined patterns.

25. A method according to claim 24, which said step
of functionally dividing includes the step of disposing
first and second complimentary masks each of which
includes a color filter having a plurality of colors.

26. A method of processing object information in
which a plurality of lenses having optical axes which
are fixedly parallel with respect to each other is dis-
posed for focusing light information, said light informa-
tion passing through the plurality of lenses substantially
simultaneously from a plurality of object points spaced
from the lenses by different distances and in different
directions, said light information being focused onto a
plurality of blocks, said light from said object points
being focused onto said plurality of blocks via first and 40
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second optical passages, said method comprising the
steps of

disposing first and second complimentary masks re-

spectively in said first and second optical passages;
deriving a plurality of distance information corre-
sponding respectively to a plurality of light infor-
mation each focused on any one of said blocks; and
controlling a peripheral device connected to said
apparatus based upon a distance pattern which is
provided from said deriving step.

27. A method according to claim 26, wherein said
deriving step includes the step of disposing a CCD to
receive light information passing through said first and
second optical passages.

28. A method according to claim 26, wherein said
deriving step includes the step of deriving a distance
between said peripheral device and at least one of said
object points.

29. A method according to claim 28, wherein said
deriving step includes the step of disposing a CCD to
receive light information passing through said first and
second optical passages, and coupling a quantizer cir-
cuit, a clock control unit, a counter unit, and a compara-
tor unit to said CCD.

30. A method according to claim 26, wherein said
step of controlling a peripheral device mcludes the step
of controliing an arm.

31. A method according to claim 16, further compris-
ing the step of controlling a peripheral device con-
nected to said lenses based on a distance pattern deter-
mined from said deriving step.

32. A method according to claim 19, further compris-
ing the step of controlling a peripheral device con-
nected to said lenses based on a distance pattern deter-
mined from said deriving step.

33. An apparatus according to claim 22, further com-
prising the step of controlling a peripheral device con-
nected to said lenses based on a distance pattern deter-

mined from said reading-out step.
* % % x %
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