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[57] ABSTRACT

Disclosed is a method of optical character recognition
that first segments a graphical page image into word
images. The method obtains a set of features by extract-
ing smaller outlines of the dark regions in the word
images, and then further dissecting each of the smaller
outlines into small sections called micro-features. Mi-
cro-features are simply sections of character outlines,
therefore, they can easily be extracted from the outlines
of an entire word without any knowledge about charac-
ter segmentation boundaries. Micro-features are ex-
tracted from an outline by finding the local extremities
of the outline and then defining a micro-feature between
each pair of sequential extremities. Once extracted, the
micro-features are compared to micro-features from an
ideal character in order to classify a character, and
convert it into a character code.
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NOISE TOLERANT OPTICAL CHARACTER
- RECOGNITION SYSTEM

This is a continuation of copending application Ser.
No. 07/599,522 filed on Oct. 17, 1990, now abandoned.

FIELD OF THE INVENTION

This invention relates to pattern recognition systems
and more particularly to computerized pattern recogni-
tion systems. Even more particularly, the invention

relates to computerized optical character recognition
systemis. |

BACKGROUND OF THE INVENTION

Optical character recognition, or OCR, is the process
of transforming a graphical bit image of a page of tex-
tual information into a text file wherein the text infor-
mation is stored in a common computer processable
format, such as ASCII. The text file can then be edited
using standard word processing software.

In the process of transforming each of the characters
on the page from a graphical image into an ASCII for-
mat character, prior art OCR methods first break the
graphical page image into a series of graphical images,
one for each character found on the page. They then
extract the features of each character and classify the
character based on those features. If the characters on
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the page are of a high quality, such as an original typed

page, simple processing methods will work well for the
process of converting the characters. However, as doc-
ument quality degrades, such as through multiple gener-
ations of photocopies, carbon copies, facsimile transmis-
sion, or In other ways, the characters on a page become
distorted causing simple processing methods to make
errors. For example, a dark photocopy may join two
characters together, causing difficulty in separating
these characters for the OCR processing. Joined char-
acters can easily cause the process that segments char-
acters to fail, since any method which depends on a
“gap” between characters cannot distinguish characters
that are joined. Since the feature extraction and charac-
ter classification parts of the process assume that the
segmentation was done correctly, they will give errone-
ous results on joined characters.

Light photocopies produce the opposite effect. Char-
acters can become broken, and appear as two charac-
ters, such as the character “u” being broken in the bot-
tom middle to create two characters, each of which
may look like the “1”’ character. Also, characters such as
the letter “e” may have a segment broken to cause them
to resemble the character “c”. |

Early prior art OCR methods did not extract charac-
ter features from a character, instead they simply com-
pared a graphical bit map of the character to a template
bit map of a known character. This method was com-
monly called “matrix matching”. One problem with
matrix matching i1s that it is very sensitive to small
changes in character size, skew, shape, etc. Also, this
technology was not “omni font”, that is, it had to be
carefully trained on each type font to be read and would
‘not generalize easily to new type fonts.

- To solve the “omni font” problem, prior art methods
begin to extract higher level features from a character
image. The goal was to select a set of features which
would be insensitive to unimportant differences, such as
size, skew, presence of serifs, etc., while still being sensi-
tive to the important differences that distinguish be-
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tween different types of characters. High level features,
however, can be very sensitive to certain forms of char-
acter distortion. For example, many feature extractors
detect the presence of “closures”, such as in the letters
“e”, “o0”, “b”, “d”, etc., and the feature extractors use
this information to classify the character. Unfortu-

nately, a simple break in a character can easily cause a

closure to disappear, and the feature extractor method
that depends on such closures would probably classify
the character incorrectly.

Often the high level feature representation of a char-
acter contains very few features. Therefore, when a
feature 1s destroyed, such as a break in a closure, there
is insufficient information left to correctly classify the
character. |

There is need in the art then for an optical character
recognition system that classifies characters by creating
a set of features that is insensitive to character segmen-

‘tation boundaries. There is further need in the art for

such a system that creates features having a low enough
level to be insensitive to common noise distortions.
Another need in the art is for such a system that creates
a sufficient number of features that some will remain to
allow character classification even if others are de-
stroyed by noise. A still further need in the art is for
such a system that provides a set of features that are
insensitive to font variations. The present invention
meets these needs.

SUMMARY OF THE INVENTION

It 1s an aspect of the present invention to provide a
system for recognizing textual characters from a bit
image of a page of text.

It is another aspect of the invention to define a set of
micro-features for each of the words on the page of text.

Another aspect 1s to define such a set of micro-fea-
tures that can be extracted from a word without prior
knowledge about character segmentation boundaries.

Another aspect is to define such a set of micro-fea-
tures that are at a low enough level that they are insensi-
tive to common noise distortions.

Yet another aspect is to define such a set of micro-fea-
tures for each character within a word so that if a few
micro-features are destroyed by noise, the remaining
features will still be sufficient to yield a correct classifi-
cation.

A further aspect of the invention is to provide a set of
micro-features that are at a high enough level that they
are insensitive to font variations, such as size, shape,

skew, etc.

The above and other objects of the invention are
accomplished 1in a method of optical character recogni-
tion that first segments a page image into word images.
Since words nearly always have at least one space char-
acter between them, separation of words is far simpler
than separating individual characters. By separating the
page image into words, the method postpones decisions
about character segmentation until more information is
available to help make the character segmentation deci-
sion. This additional information is obtained by extract-
ing features from the entire word and then performing

- character segmentation and classification as a single

65

integral process. The method obtains a set of features by
extracting the outlines of the dark regions in a word
image, and then further dissecting each outline into
small sections called micro-features. Since micro-fea-
tures are simply sections of character outlines, they can
easily be extracted from the outlines of an entire word
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without any knowledge about character segmentation
boundaries. The invention extracts micro-features from
an outline by finding the local extremities of an outline
and then defining a micro-feature between each pair of
sequential extremities. Once extracted, the micro-fea-
tures are compared to micro-features from an ideal
character in order to classify a character, and convert it
nto a character code.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects, features, and advan-
tages of the invention will be better understood by read-
ing the following more particular description of the
invention, presented in conjunction with the following
drawings, wherein:

FIG. 1 shows an example of character distortions that
commonly occur because of noise and illustrates the
problems solved by the present invention;

FIG. 2 shows a set of micro-features that would be
extracted from a lower case letter “0”’;

FIG. 3 shows the micro-features that would be ex-
tracted from a first noise-distorted lower case letter “o”’;

FIG. 4 shows the micro-features that would be ex-
tracted from a second noise-distorted lower case letter
“0“; '

FIG. 5§ shows the micro-features that would be ex-
tracted from the two lower case letters “r” and “1”’;

FIG. 6 shows the micro-features that would be ex-
tracted from a noise distorted combination of the letters
I'-i L} and H- !'!

FIG.7 shows a block diagram of the hardware of the
present invention;

FIG. 8 shows a diagram of the parameters of a micro-
feature; |

FIG. 8A shows a diagram of the coordinate system
used to normalize a character;

FI1G. 9 shows a flow diagram of the overall process of
the present invention;

FIG. 10 shows a top-level flowchart of the extract
features process of FIG. 9;

FI1G. 11 shows a ﬂowchart of the normalize outline
function called by FIG. 10;

FIG. 12 shows a ﬂowchart of the determine segment
orientations function called by FIG. 10;

FIG. 13 shows a flowchart of the find extremities
function called by FIG. 10:

FIG. 14 shows a flowchart of the compute midpoint
extremity function called by FIG. 13;

FIG. 15 shows a flowchart of the extract features
function called by FIG. 10;

FI1G. 16 shows a flowchart of the create micro-fea-
ture function called by FIG. 15;

FIG. 17 shows a flowchart of the compute bulges
function called by FIG. 15; and

F1G. 18 shows a flowchart of the normalize X param-
eters function called by FIG. 10.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

The following description is of .the best presently
contemplated mode of carrying out the present inven-
tion. This description is not to be taken in a limiting
sense but 1s made merely for the purpose of describing
the general principles of the invention. The scope of the
invention should be determined by referencing the ap-
pended claims.

FIG. 1 shows an example of character distortions that
commonly occur because of noise and illustrates the
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4

problems solved by the present invention. Referring
now to FIG. 1, the characters enclosed by the dashed
outline 102 are the characters “r”’ and “1” which have
been “joined” because of noise, as mlght occur for ex-
ample, by a dark photocopy. Prior art methods which
depend on a gap between characters would fail to de-
tect these as two characters, and would probably clas-
sify them as the single character “n”. The character
within the dashed outhine 104 1s the character “u”
which has been broken because of noise such as might
be caused by a light photocopy. Prior art algorithms
which rely on a gap between characters would proba-
bly treat this as two characters, and probably classify it
as the two characters “ii”. A light photocopy of the
character “e” could also result in the outline enclosed in
the dashed line 106. This type of noise distortion might
cause prior art methods to classify this character as a
“C,,: _
To solve the character classification problems de-
fined by the characters of FIG. 1, the present invention
uses a new method of optical character recognition that
first segments a page image into word images. Since the
segmenter in the present invention is only required to
isolate words, not individual characters, the segmenter
can use very simple methods. Since words nearly al-
ways have at least one space character between them,
segmentation of words is far simpler than separating
individual characters. By segmenting the page image
into words, the method postpones decistons about char-
acter segmentation until more information 1s available
to help make the character segmentation decision. This
additional information is obtained by extracting features
from the entire word and then performing character
segmentation and classification as a single integral pro-
cess.

For example, in the example “ri”’ 102, the features on
the left side of the this simple word might “vote”
strongly that the word contains an “r”’, while the fea-
tures on the right side -of the word might “vote”
strongly for an *“i”. (The description of FIG. 3 better
defines the term “vote’). This information could then
be used to decide where the proper character segmenta-
tion boundary exists. In order for this method to per-
form effectively, appropriate features must be chosen to
characterize the characters, and these features must be
independent of character segmentation boundaries. For
example, character width, height, or height/width ratio
would not be appropriate because they assume that the
method is operating on a properly segmented character.
Nearly all high level character features suffer from this
disadvantage.

The method of the present invention obtains a set of
features by extracting the outlines of the “black” re-
gions in a word image, and then further dissecting each
outline into small sections called micro-features. FIG. 2
shows a diagram of a lower case “0” and its correspond-
ing micro-features. Referring now to FIG. 2, a “black”
region 202 forms a lower case “0” character. Eight
micro-features extracted from the area 202 are indicated
by arrows 204, 206, 208, 210, 212, 214, 216, and 218. The
method of the present invention for extracting these
micro-features will be described below in more detail
with respect to FIGS. 9 through 18. In general, a micro-
feature i1s extracted by starting at a local extremity of an
outline, for example, the highest or lowest point of an
outline, and moving in a direction that would keep the
dark area of the outline to the left until another extrem-
ity, for example, a far left or right region is encountered.
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For example, the micro-feature indicated by arrow 206
starts with an extremity at the top of the region 202, and

proceeds in a direction that keeps the region 202 to the

left until the extremity at the far left side of the region
202 1s encountered. The other seven micro-features are
extracted 1n the same manner.

FI1G. 3 shows the micro-features that would be ex-
tracted from a noise distorted lower case letter *“o”.
Referring now to FIG. 3, the letter “0” has two “black”
areas 302 and 304 with a break down the center of the
letter “0”. This type of distortion is common with multi-
ple generation photocopies, facsimile transmission, and
more often occurs in fonts which have thinner regions
at the top and bottom of letters. Eight micro-features
306, 308, 334, 336, 326, 328, 314, and 316 are Very simi-
lar to the micro-features shown in FIG. 2. Eight addi-
tional micro-features 310, 312, 318, 320, 322, 324, 330,
and 332 have also been extracted from the broken letter
“0”. However, this latter set of micro-features, because
of their smaller size would have a lower “vote” in the
classification method, resulting in a higher probability
that this character would be classified as a “0”.

FI1G. 4 shows the micro-features that would be ex-
tracted from a second noise distorted lower case letter
“0”. Referring now to FIG. 4, a “black” area 402 has a
single break in the top left section of the lower case “0”.
However, six of the micro-features found in the undis-
torted letter of FIG. 2 are still present in the distortion
of FIG. 4. Those six micro-features are indicated by
arrows 404, 406, 408, 410, 412, and 414. Therefore,

6

processes that image according to the method of the
present invention.

The method of the present invention extracts micro-
features from an outline by finding the local “extremi-

5 ties” of an outline and then defining a micro-feature
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seventy-five percent of the micro-features from an un- -

~ distorted character are present in the distortion of FIG.
4, which would give a high probability that the charac-
ter would be correctly recognized. |
Since micro-features are simply sections of character
outlines, they can easily be extracted from the outlines
of an entire word without any knowledge about charac-
ter segmentation boundaries. FIG. 5 shows the micro-
features that would be extracted from of the two lower
case letters “r” and *“i1”, and FIG. 6 shows the micro-
features that would be extracted from a noise distorted
combination of the lower case letters “r’’ and ““i”’. Refer-
ring now to FIGS. § and 6, it can be seen that the micro-
features, as represented by small arrows, extracted from
the separated letters in FIG. § are virtually the same as
the micro-features extracted from the combined letters
of F1(s. 6. The number of the micro-features extracted
is identical, however, four of the micro-features in FIG.
6 have a different length and shape from four of the
micro-features of FIG. 5. Since a total of twenty-four
features have been extracted, over eighty percent (80%)
of the micro-features are identical in both extractions.
FIG. 7 shows a block diagram of the hardware of the
present invention. Referring now to FIG. 7, a scanning
device 700 contains a processor 702 which communi-
cates to other elements of the scanning device 700 over
a system bus 704. A system interface 706 allows the
device 700 to communicate to a computer in order to

transfer the text file to the computer, after the scanning

- process is complete. Scanner electronics 708 scan a page
of textual information and produce a graphical bit
image of the contents of the page. Memory 710 contains
the OCR process software 712 of the present invention
which uses an operating system 714 to communicate to
the scanner electronics 708 and the system interface
706. The OCR process 712 reads the pixels of the graph-
ical bit image from the scanner electronics 708 and
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between each pair of sequential extremities. Once ex-
tracted, a micro-feature is described by six parameters,
as shown in FIG. 8. When extracting micro-features,
outlines are always traversed keeping “black’ pixels on
the left. Alternatively, outlines could be traversed keep-
ing the “black” pixels on the right. Although either
method will work correctly, the same method must be
used in all instances.

F1G. 8 shows a diagram of the parameters of a micro-
feature and FIG. 8A shows a diagram of the coordinate -
system used to normalize features within a word. The
six parameters of a micro-feature are: the center position
of the straight line approximation of the micro-feature
expressed as X-Y coordinates, the length of the straight
line approximation of the micro-feature, the angular
direction of the straight line approximation of the mi-
cro-feature, and two measurements of the deviation of
the micro-feature from its straight line approximation.

Referring now to FIG. 8, a center position 802 is
located on the straight line approximation 804 of the
micro-feature. The center position 802 is defined lo-
cated mid-way between the two endpoints 806 and 808
of the micro-feature 810. The center position 802 is
defined vsing X-Y coordinates, where Y is the vertical
distance of the midpoint to the baseline of the text, and
X 1s the horizontal distance from the center of the word.

Referring now to FIG. 8A, the coordinate system
used to normalize all features within a word has four
reference lines: a baseline 850 which is the Y coordinate
of the bottom of characters such as “a”, “e”, “o0”, etc.,
a descender height line 852 which is the Y coordinate of
the bottom of characters such as “y”, “g”, “p”, etc., the
X height line 854 which is the top of lower case letters
such as “x”, “a”, etc., and an ascender height line 856
which is the top of characters such as “b”, “h”, “A”,
etc. The baseline 850 for all characters will always have
a Y coordinate of zero. The descender height line 852
will be scaled to have a Y coordinate of —0.25, the X
height line 854 will be scaled to have a Y coordinate of
0.5, and the ascender height line 856 will be scaled to
have a Y coordinate of 0.75. By normalizing the charac-
ters in this manner, all font size and line skew variations
are removed.

Referring back to FIG. 8, the L. parameter 812 is the
length of the straight line approximation 804 between
the endpoints 806 and 808 of the micro-feature 810. The
angle alpha (a) 814 is the angular direction of the
straight line approximation 804 of the micro-feature
810. Alpha is a number between zero and one, where
zero corresponds to zero degrees (0°), which is an east-
ward direction on the diagram, and one corresponds to
360°.

The two deviation parameters, d; 818 and d; 816 are
measurements of the deviation of the micro-feature 810
from its straight line approximation 804. d; 818 is the
distance from the straight line approximation 804 at the
point on the straight line which is one third (3) of the
distance from the starting point 808 to the ending point
806. d2 816 corresponds to the distance from the straight
line approximation 804 to the micro-feature 810 at a
point two thirds (§) the distance from the starting point
808 to the ending point 806 on the straight line approxi-
mation 804. d; 818 and d; 816 will be positive numbers
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if the micro-feature 810 is to the left of the straight line
approximation 804, and they will be negative numbers if
the micro-feature 810 is oriented to the right of the
straight line approximation 804. Also, the lengths d; and
d; are scaled by the length L 812 of the micro-feature,
sO that the parameters are independent of the length of
the micro-feature.

The X coordinates of the micro-features are read-
justed after all the micro-features in a word have been
extracted. After all the micro-features in a word have
been extracted, the weighted average of the X-positions
of all the micro-features, where the weight is the length
of the micro-feature, is computed and this position is
made the X origin. The X-positions of all the micro-fea-
tures are then normalized to this origin. The effect of
this normalization is that the X origin will be approxi-
mately at the center of the word.

This normalization might appear to cause a problem
with the method, since the X origin, and therefore the
X-positions of all the micro-features, will change de-
pending on the character segmentation boundary
chosen. The X-parameter, however, is the only parame-
ter that behaves in this fashion. All other parameters are
independent of the character segmentation boundary
chosen. Also, the X-parameter can easily be re-normal-
ized once a segmentation boundary for a character is
chosen. Therefore, all other parameters except the X-
parameter are used to do a preliminary classification of
the micro-features, and based on these preliminary re-
sults, a character segmentation boundary is chosen and
the X-parameters are re-normalized and then used to
perform a full classification of the character.

FIG. 9 shows a flow diagram of the overall process of
the present invention. Referring now to FIG. 9, a page
image 902 is received from the scanner electronics 708
(F1G. 7). This page 1mage is processed by an extract
words process 904 which identifies each individual
word on a page and places that word into a word image
data stream 906. Because words are ordinarily com-
pletely surrounded by white space on a page, the extrac-
tion of words 1s a very simple process, well known in
the art. A more complete description of this process can
be found in “Images to Outlines, Chain Link Coding
and Segmentation for Raster Scan Devices”, R. L. T.
Cederberg, Computer Graphics and Image Processing,
Volume 10, Number 3, 1979, pp 224-234, and “Fast
Polygonal Approximation of Digitized Curves”, Gon-
zales and Sklansky, Pattern Recognition, Volume 12,
1981, pp327-331. The word 1mages 906 are sent to an
extract features process 908 of the present invention.
The extract features process 908 will be described in
“detail with respect to FIGS. 10 through 18. The extract
features process 908 creates a list of word features 910
which is sent to a classify word process 912. The clas-
sify word process then classifies each character within a
word and produces a text data file 914. A more com-
plete description of the classify word process can be
found in Pattern Classification and Scene Analysis, Rich-
ard O. Duda and Peter E. Hart, John Wiley and Sons,
1973, Chapters 2 through 6. The following is a descrip-
tion of the terminology used in the description of FIGS.
10 through 18.

X-height. The distance, in page coordinate units or
pixels, from the baseline of the line of text to the top of
lower case characters, for the current line of text being
processed.

Baseline-at(11). A function that returns the Y posi-
tion, in page coordinate units or pixels, of the bottom of
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the characters in the current line of text being pro-
cessed, at the specified X position.

Qutline. The boundary between “black” and “white”
for a group of connected “black” pixels. An outline
always forms a closed loop and no outline crosses itself.
The micro-feature extractor always takes as input a set
of outlines which describe a word.

Edge point. A single point on an outline.

Segment. The straight line representation of an out-
line between two adjacent edge points. A segment may
contain multiple pixels.

Extremity. A local minima or maxima of an outline in
the X or Y directions. Horizontal or vertical flat seg-
ments in the outline are also extremities, since they
could become extremities in the presence of noise or
skew. Extremities of the outline act as the end points for
the micro-features being extracted.

Section. A set of sequential segments in an outline
that all have approximately the same orientation. That
1s, the segments along any straight portion of an outline
will form a section, since all the segments will have the
same “‘orientation’.

FIG. 10 shows a top level flowchart of the extract
features process 908 ( FIG. 9). Referring now to FIG.
10, after entry, block 1002 gets the next outline from the
word 1mages dataflow 906. Block 1004 calls F1G. 11 to
normalize this outline, and block 1006 calls FIG. 12 to
determine segment orientations for all segments within
the outline. Block 1008 calls FIG. 13 to find the extrem-
ities of the. outline, and block 1010 calls FIG. 15 to
extract the micro-features from the outline. Block 1012
then calls FIG. 18 to normalize the X-parameters in the
word, and block 1014 writes the micro-features to the
word features dataflow 910 (FIG. 9) to pass them on to
the classify word process 912. Block 1016 then deter-
mines whether there are more outlines within the word,
and if there are, transfers back to block 1002 to get the
next outline. After all outlines have been processed,
block 1016 returns to its caller.

FIG. 11 shows a flowchart of the normalize outline
function called by FIG. 10. Referring now to FIG. 11,
after entry, block 1102 sets the scale_factor to 0.5 di-
vided by the X height of the word image. Block 1104
then gets the next edge point from the outline and block
1106 sets the Y coordinate of the edge point to the
scale__factor multiplied by the current Y value minus
the baseline_at(x). Block 1108 then sets the X coordi-
nate of the edge point to the scale__factor multiplied by
the current X coordinate. Block 1110 then determines
whether there are more edge points in the outline and if
there are returns to block 1104 to process the next edge
point. After all edge points have been processed, block
1110 returns to FIG. 10.

F1G. 12 shows a flowchart of the determine segment
orientation function called from block 1006 of FIG. 10.
Referring now to FIG. 12, after entry, block 1202 gets
the first edge point from the outline. Block 1204 then
gets an adjacent edge point and block 1206 computes
the angle of a segment line between the two points.
Block 1208 then computes the segment orientation
using Table 1. Table 1 shows the range of angular de-
grees for each of the segment orientations. For example,
all segments with an angle greater than or equal to 350°
and less than 10° will be classified as having a segment
orientation of east. After computing the segment orien-
tation, block 1210 stores the segment orientation for use
by the next process. Block 1212 then determines if there
are more edge points. If there are more edge points,
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block 1212 transfers to block 1214 which copies the
adjacent edge point used in the last computation to the
first edge point for the next computation and then re-
turns to block 1204 to get the next adjacent edge point.
After all edge points have been processed, block 1212
returns to FIG. 10.

FI1G. 13 shows a flowchart of the find extremities |

function called in block 1008 of FIG. 10. Referring now
to FIG. 13, after entry, block 1302 gets the first segment
that was created by the determine segment orientations
function of FIG. 12. Block 1304 then gets an adjacent
segment and block 1306 determines whether the seg-

ments have the same orientation. If the segments have

the same orientation they will be combined into a sec-
tion, therefore, block 1306 transfers to block 1308
which performs the combination and then transfers

10

15

back to 1304 to get the next adjacent segment. This

continues until an adjacent segment is obtained that has
a different orientation. When a segment having a non-
equal orientation is encountered, block 1306 transfers to
block 1310 which determines whether the section, com-
bined from the previous segments, has an orientation of
north, south, east, or west. If the section orientation is
one of the primary directions, then the section is consid-
ered to be horizontal or vertical and its midpoint will
become an extremity. Block 1310 then transfers to block
1312 which calis FIG. 14 to compute the midpoint and
assign it as an extremity. If the section has any other
orientation, or after computing the midpoint extremity,
control transfers to block 1314 which accesses Table 2
to determine whether the end of the section is an ex-
tremity. Table 2 shows the eight possible orientations
along its left side and along its top. The orientations
along the left refer to the current section. The orienta-
tions along the top of Table 2 refer to the next section
that is adjacent to the current section. If the word YES
occurs at the intersection, then the endpoint of the cur-
rent section becomes an extremity. For example, if a
section having an east orientation is followed by a sec-
tion having a northwest orientation, then the intersec-
tion of those two sections is an extremity of the outline.
If the extremity is defined in Table 2, block 1314 trans-
fers to block 1316 which stores the far endpoint of the
current section as an extremity. After the extremity is
determined, or if an extremity was not defined in Table
2, control transfers to block 1318 which determines
whether there are more segments in the outline. If there
are more segments, block 1318 transfer to block 1320
which moves the adjacent segment to the first segment
and then returns to block 1304, otherwise block 1318
returns to FIG. 10.

FIG. 14 shows a flowchart of the compute midpoint
extremity function called from FIG. 13. Referring now
to FIG. 14, after entry, block 1402 computes the mid-
point of the section and then block 1404 determines
whether this midpoint is at the boundary of one of the
segments within the section. If the midpoint is not at a

segment boundary, block 1404 transfers to block 1406

which divides the segment containing the midpoint into
two collinear segments so that the midpoint will be at
the boundary between the two segments. After dividing
the segments, or if the midpoint was already at a seg-
ment boundary, block 1408 stores this boundary as an
extremity of the outline and then returns to FIG. 13.
FIG. 15 shows a flowchart of the extract features
function called by block 1010 of FIG. 10. Referring
now to FIG. 13, after entry, block 1502 gets the first
extremity that was created by FIG. 13. Block 1504 then

20

25

30

35

45

30

55

65

10

gets the next adjacent extremity and block 1506 calls
FIG. 16 to create a micro-feature. Block 1508 then calls
FIG. 17 to compute the bulges, that is, parameters d;
and d; as shown in FIG. 8, of the micro-feature. Block
1510 then copies the second extremity retrieved in
block 1504 to the first extremity, and block 1512 deter-
mines whether there are more extremities. If there are -
more extremities, block 1512 returns to block 1504 to
repeat the process, otherwise block 1512 returns to
FI1G. 10.

FIG. 16 shows a flowchart of the create micro-fea-
ture function called by FIG. 15. Referring now to FIG.
16, after entry, block 1602 computes the midpoint be-
tween the two extremities. Block 160 then sets the X
value for the location of the micro-feature equal to the
X coordinate of the midpoint location and block 1606
sets the micro-feature Y coordinate location equal to the
Y location of the midpoint. Block 1608 then sets the
micro-feature 1. parameter equal to the Euclidian dis-
tance between the two extremities. Block 1610 then sets
the angle alpha (a) of the micro-feature equal to the
angle of the line from the first extremity to the second
extremity. FIG. 16 then returns to FIG. 15.

- FIG. 17 shows a flowchart of the compute bulges
function called by FIG. 15. Referring now to FIG. 17,
after entry, block 1702 determines whether the extremi-
ties of the micro-feature are adjacent. If the extremities
are adjacent, block 1702 transfers to block 1704 which
sets both the dy and d; bulge parameters to zero before
returning to FIG. 15. If the extremities are not adjacent,
block 1702 transfers to block 1706 which translates the
micro-feature to place the first extremity at location
(0,0) and block 1708 rotates the micro-feature to make
the micro-feature angle a equal to zero. Block 1710 then
computes the distance dj as the distance from the fea-

“ture to the X axis at the point where X equals L divided

by three (X=1L/3). That is, the distance between the
feature and the X axis one third (3) of the way from the
first extremity to the second extremity of the micro-fea-
ture. Block 1712 then computes the value of d; as the
distance from the feature to the X axis at the location of
X equal to two L divided by three (X=2L/3). That is,
dz 1s the distance from the X axis to the feature at the
location two thirds (§) of the way from the first extrem-
ity to the second extremity. The values for dj and d; will
be positive if the feature is above the X axis and these
values will be negative if the feature is below the X axis.
Block 1714 then normalizes the value of d; to make it
relative to the length of the micro-feature and block
1716 normalizes the value of d; to make it relative to the
length of the micro-feature before returning to FIG. 15.

FIG. 18 shows a flowchart of the normalize X param-
eters function called by FIG. 10. Referring now to FIG.
18, after entry, block 1802 gets the first micro-feature
and block 1804 creates the initial value of a parameter
total_X to be equal to the X parameter of this micro-
feature multiplied by the length of micro-feature. Block
1806 then creates an initial value for the total__weight
parameter as the value of L for the first micro-feature.
Block 1808 then determines whether there are addi-
tional micro-features, and if there are, block 1808 trans-
fers to block 1810 which gets the next micro-feature.
Block 1812 then multiplies the X coordinate by its
length and adds this value to the value of total _X.
Block 1814 adds the length of the new micro-feature to
the total _weight parameter. Block 1814 then returns to
block 1808 and this loop continues for all micro-fea-
tures. After all micro-features have been processed,
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block 1808 transfers to block 1816 which computes the
average X value by dividing the total _X value by the
total _weight value computed in the blocks above.
Block 1818 then gets the first micro-feature again and
block 1820 subtracts the average._X value from the X 3
of the micro-feature. Block 1822 determines whether
there are more micro-features and if there are, block
1824 gets the next micro-feature before transferring
back to block 1820 to adjust its X value. This loop con-
tinues until the X parameters of all micro-features have 10
been processed at which time FIG. 18 returns to FIG.
10.
- Having thus described a presently preferred embodi-
ment of the present invention, it will now be appreci-
ated that the objects of the invention have been fully
achieved, and it will be understood by those skilled in
the art that many changes in construction and circuitry
and widely differing embodiments and applications of
the invention will suggest themselves without departing 20
from the spirit and scope of the present invention. The
disclosures and the description herein are intended to be
illustrative and are not in any sense limiting of the in-
vention, more preferably defined in scope by the fol-

15

lowing claims. 25
TABLE 1
Segment Segment
Angle Onentation
> = 350 < 010 E
> = 010 < 080 NE 30
> = 080 <« 100 N
> = 100 < 170 NW
> = 170 <« 190 W
> = 190 «< 260 SW
> = 260 < 280 S
> = 280 < 350 | SE 35
TABLE 2
_Onentanuon of the Next Section
Current 40
Section N S E W NE NW SE SW
N YES YES YES
S YES YES YES
E YES YES YES
\ Y YES YES YES 45
NE YES YES YES YES YES
NW YES YES YES YES YES
SE YES YES YES YES YES
SW YES YES YES YES YES

: . . 50
What 1s claimed is:

1. A system for optical character recognition com-
prising: |
means for converting a page having plurality of text
printed thereon into a graphical image containing a s
plurality of pixel elements representative of said
text;
means for separating said graphical image into a plu-
rality of word images;
means for scanning said word images and for produc- ¢o
ing a plurality of micro-features for each of said
word images comprising
means for separating said word images into a plu-
rality of outlines each defined by a boundary
between pixels of different intensity within said 65
word 1mages, |
means for locating all extremities of each of said
outlines, comprising

12

means for combining each pair of adjacent edge
points of said outlines into a plurality of seg-
mernts,
means for computing a directional orientation
for each of said segments,
means for combining adjacent segments having
the same directional orientation into a plural-
ity of sections, and
means for defining zero or more points in each of
said sections as an extremity, and
means for producing a single micro-feature be-
tween each pair of said extremities, said micro-
feature being terminated at each of said pair of
extremities; and -
means for converting said micro-features into a set of
coded characters equivalent to said word.

2. The system of claim 1 wherein said means for de-
fining zero or more points in a segment as extremities
comprises:

means for defining a midpoint of all horizontal and

vertical sections as an extremity; and

means for defining an end point of selected sections as

an extremity. |

3. The system of claim 1 wherein said means for pro-
ducing a micro-feature further comprises means for
scaling said micro-feature to produce a normalized mi-
cro-feature.

4. The system of claim 1 wherein said micro-feature
comprises:

a length measured as a straight distance between said

extremities;

a center point located at a center of said line between

said extremities;

an angle measured from a horizontal direction to said

line between said extremities;

zero or more bulge lengths, measured from said line

between said extremities to said outline.

5. The system of claim 4 wherein said zero or more
bulge lengths comprises two bulge lengths measured at
points one-third and two-thirds the distance between
said extremities.

6. A system for optical character recognition com-
prising: | |

means for converting a page having plurality of text

printed thereon into a graphical image containing a
plurality of pixel elements representative of said
text;

means for separating said graphical image into a plu-

rality of group images, each said group image hav-
ing one Or more character images;

means for scanning said group images and for pro-

ducing a plurality of micro-features for each of said
group images comprising
means for operating said group image into a plural-
ity of outlines each defined by a boundary be-
tween pixels of different intensity within said
group image,
means for locating all extremities of each of said
outlines, comprising
means for combining each pair of adjacent edge
points of said outlines into a plurality of seg-
ments,
means for computing a directional orientation
for each of said segments,
means for combining adjacent segments having
the same directional orientation into a plural-
ity of sections, and
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means for defining zero or more points in each of
said sections as an extremity, and
means for producing a single micro-feature be-
tween each pair of said extremities, said micro-
feature being terminated at each of said pair of
extremities; and
means for converting said micro-features into a set of
coded characters each equivalent to one of said
character images in said group image.

7. The system of c¢laim 6 wherein said means for de-
fining zero or more points in a segment as extremities
comprises:

means for defining a midpoint of all horizontal and

vertical sections as an extremity; and

means for defining an end point of selected sections as

an extremity.

8. The system of claim 6 wherein said means for pro-
ducing a micro-feature further comprises means for
scaling said micro-feature to produce a normalized mi-
cro-feature.

9. The system of claim 6 wherein said micro-feature
comprises: |

a length measured as a straight distance between said

extremities;

a center point located at a center of said line between

said extremities;

an angle measured from a horizontal direction to said

~ line between said extremaities;

zero or more bulge lengths, measured from said line
between said extremities to said outline.

10. The system of claim 9 wherein said zero or more
bulge lengths comprises two bulge lengths measured at

points one-third and two-thirds the distance between
said extremities.

11. A method for optical character recognition com-
prising the steps of:
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(a) converting a page having plurality of text printed
thereon into a graphical image containing a plural-
ity of pixel elements representative of said text;

(b) separating said graphical image into a plurality of
group images;

(¢) scanning said group images to produce a plurality
of micro-features for each of said group images
comprising the steps of
(cl) separating said group image into a plurality of

outlines each defined by a boundary between
edge points within said group image,
(c2) locating all extremities of each of said outlines,
comprising the steps of
(c2A) combining each pair of adjacent pixels of
said outlines into a plurality of segments; |
(c2B) computing a directional orientation for
each of said segments; |
(c2C) combining adjacent segments having the
same directional orientation into a plurality of
sections; and
(c2D) deﬁmng zero or more points in each of
said sections as an extremity, and
(c3) producing a single micro-feature between each
pair of said extremities, said micro-feature being
terminated at each of said pair of extremities; and

(d) converting said micro-features into a set of coded
characters each equivalent to a character within
said group.

12. The method of claim 11 wherein step (cZD) fur-

ther comprises the steps of:

(c2D1) defining a midpoint of all horizontal and verti-
cal sections as an extremity; and

(c2D2) defining an end point of selected sections as an
extremity.

13. The method of claim 11 further comprising the

step of scaling said micro-feature to produce a normal-

ized micro-feature.
% * % *
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