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[57] ABSTRACT

An input apparatus for a computer-aided picture data
base management system, which has an image input
device that optically reads an original picture image,
such as a map having objects drawn by closed loop
lines, and produces its digital image. An object image
pattern extracting unit executes a digital image process-
ing to extract map objects from the image and produces
vector data of a series of coordinate data streams that
define the geometric shape of each extracted object.
The vector data of the extracted objects are automati-
cally affixed with identification labels. An image pre-
sentation device outputs a reference image including the
extracted objects affixed with the identification labels
and presents it to an operator. When the operator manu-
ally prepares a document describing the list of plural
sets of attibute data to be input, which are also affixed
with identification labels, by referring to the reference
image and sets the document to an optical character
reader, which produces a character data signal that
represents plural sets of attribute data corresponding to
the extracted objects. This signal is supplied to an auto-
matic map data generator, which automatically com-
bines plural sets of vector data of the extracted objects
with plural sets of attribute data through the identifica-
tion labels in such a manner that one set of attribute data
is merged with vector data having the same identifica-

tion label as this attribute data.

14 Claims, 4 Drawing Sheets
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OPTICALLY READ ORIGINAL MAP PAPER TO PRODUCE
CORRESPONDING DIGITIZED MAP IMAGE

EXTRACT OBJECT GRAPHIC PATTERNS SUCH AS HOUSES
DRAWN BY CLOSED LOOP LINES TO REPRESENT THEIR
GEOMETRIC PLAN SHAPES FROM THE MAP IMAGE

| PRODUCE VECTOR DATA OF A SERIES OF COORDINATE

DATA STREAMS DEFINING THE GEOMETRIC SHAPE OF
EACH EXTRACTED OBJECT PATTERN

AFFIX LABELING NUMBERS TO PLURAL SETS OF VECTOR DAIA

PRODUCE IMAGE OF EXTRACTED OBJECT PATTERNS AFFIXED
WITH LABELING NUMBERS BASED ON VECTOR DATA

AFFIXED WITH LABELING NUMBERS

DISPLAY IMAGE OF OBJECT PATTERNS AND PRODUCE
ITS HARD COPY '

USE OCR 30 TO OPTICALLY READ ATTRIBUTE DATA LIST
DOCUMENT Di (EACH SET OF ATTRIBUTE DATA AFFIXED

WITH LABELING NUMBERS) MANUALLY PREPARED BY
OPERATOR REFERRING TO IMAGE OF OBJECT PATTERNS AND
ATLAS D2, AND PRODUCE PLURAL SETS OF ATTRIBUTE DATA
CORRESPONDING TO EXTRACTED OBJECT PATTERNS

AUTOMATICALLY MERGE PLURAL SETS OF VECTOR DATA
OF EXTRACTED MAP OBJECTS WITH PLURAL SETS OF

ATTRIBUTE DATA SO THAT A SET OF ATTRIBUTE DATA IS
COMBINED WITH VECTOR DATA HAVING THE SAME LABELING
NUMBER AS THAT SET OF ATTRIBUTE DATA

(_END__
F I G 4



U.S. Patent

Jun.27,1989  Sheet 4 of 4 4,843,569

504 50b 50C f

S
Eﬂf!
I
-

D_E



4,843,569

1

DATA INPUT APPARATUS FOR PICTURE DATA
BASE MANAGEMENT SYSTEM

BACKGROUND OF THE INVENTION

The present invention relates to a digital image pro-
cessing system and, more particularly, to a data input
apparatus for a computer-aided picture data base man-
agement system that deals with a data base of picture
information such as map information or drawing infor-
mation.

Recently, development of computer-aided graphic
data base management systems is in progress, which
have picture information, such as map or drawing infor-
mation, built directly into a data base (known as “pic-
ture data base” or “graphic data base” among those
skilled in the art) and retrieve graphic information as
requested by a operator. For instance, according to a
picture data base management system that deals with
map information (such is called a “geographic mapping
system”), the background image of a map, namely, the
one showing blocks in a local area separated by streets,
avenues and the like, is entirely converted into digital
image information and is stored in an internal data stor-
age unit. A desired regional image is displayed on a
display unit. Pictures or object images, such as houses,
parks and establishments or facilities, are added to the
background image so as to complete a practical map
image.

To view a desired particular region of the databased
city map or street map on the display screen, when a
desired region is designated in accordance with prede-
termined procedures, a computer automatically re-
trieves the picture data base in the data storage unit and
displays on the display unit the map for the desired
region including objects that are indicated by geometric
patterns corresponding to the actual plan view of
houses, etc. Each object is written with attribute data
that consists of characters or a symbol representing the
object’s attribute information, such as a house owner, an
address or a telephone number. The background image,
which is separated into blocks by avenues, streets, back
roads and alleys, is written with attribute data that con-
sists of characters or symbols representing the image’s
attribute information, such as block numbers and street
names. Therefore, the operator can easily attain the
necessary attribute information through the display
regional map information.

In the case where map data base is input to a conven-
tional computer-aided geographic mapping system, the
geometric background image information of a map is
read by an optical image reader and is then input to the
system as digitized image information. The attribute
data such as house owners, addresses, telephone num-
bers, block numbers and street names are manually
entered by the operator using a conventional keyboard
unit. At the time of entering the attribute data, the oper-
ator first displays the background image on the display
screen, designates the aimed object (e.g., 2 house) in the
displayed image using a known pointing device, such as
a mouse device, and enters characters or symbol data at
the designated position of the displayed image using the
keyboard. This input operation is done on a vast amount
of attribute data over a wide range of the map and
depends considerably on the efficiency of the operator’s
manual work. The attribute data to be input are manu-
ally prepared by referring to a topographic map that has
been prepared in advance, and what 1s more, each target
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positibn on the map 4 image needs to be designated by
the pointing device. Therefore, the input operation of
the map image data base is considerably troublesome

and time-consuming.

SUMMARY OF THE INVENTION

With the above situation in mind, therefore, it 1s an
object of this invention to provide a novel and im-
proved input apparatus for a computer-aided picture
data base management system, which can improve effi-
ciency of the operation to input the attribute data ac-
companying picture information.

In accordance with the above object, the present
invention is addressed to a specific picture data base
input apparatus equipped with an image input device
which optically reads an original picture image and
produces its digital picture image. The original picture
image has map objects drawn by closed-loop lines. A
vector data generation device executes a digital image
processing to extract map objects (object image pat-
terns) from the digitized image and produces vector
data constituted by a series of coordinate data streams
that define the geometric shape of each extracted map
object. The vector data of the individual extracted map
objects are affixed with identification labels to specify
them. Based on the vector data affixed with the identifi-
cation labels, an image presentation device outputs a
reference picture image at least partially including the
extracted map objects affixed with the identification
labels and presents it to an operator.

When the operator manually prepares a document
describing the list of plural sets of attribute data to be
input (these attribute data are also affixed with identifi-
cation labels), by referring to the reference picture
image and sets the document to an attribute data input
device, this input device optically reads the document
and produces an electric character data signal that rep-.
resents plural sets of attribute data corresponding to the
extracted map objects. An automatic data merging de-
vice is connected to the vector data generation device
and the attribute data input device, and automatically
merges plural sets of vector data of the extracted map
objects with plural sets of attribute data through the
identification labels in such a manner that one set of
attribute data is combined with vector data having the
same identification label as this attribute data. This in-
creases the efficiency of the input operation for the map
data base.

This invention and its objects and advantages will
become more apparent as the detailed description of a
preferred embodiment of this invention given later pro-

ceeds.

BRIEF DESCRIPTION OF THE DRAWINGS

In the detailed description of a preferred embodiment
of the invention presented below, reference 1s made to
the accompanying drawings in which:

FIG. 1is a diagram showing the arrangement of the
main portion of an input apparatus for a computer-aided
picture data base management sysiem according to a
preferred embodiment of this invention;

FIG. 2 is a diagram illustrating a map image to be
input to the map data base input apparatus of FIG. 1;

FIG. 3 is a diagram illustrating an object 1mage
printed by a hard-copy generator provided in the input
apparatus of FIG. 1, with closed-loop line image pat-
terns, representing map objects such as houses and
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buildings, being extracted from the original map image
and each map object given with a labeling number;

FIG. 4 is a flowchart illustrating main operation pro-
cesses of the input apparatus shown in FIG. 1; and

FIG. 5 is a diagram showing an another example of a
map image to be input to the input apparatus of FIG. 1,
which is separated into several image regions each in-
cluding a reasonable number of objects.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENT

Referring now to FIG. 1, an input apparatus for a
geographic or topographic map data base system has an
image reading device 10, which optically reads a paper
map 12 and generates its corresponding digitized map
image signal 14. This image reading device 10 may be a
known optical image reader.

Digitized image signal 14 is supplied to an image
memory 16 for temporary storage. Image memory 16 1s
connected to an object image pattern extracting unit 18,
which extracts closed loop lines indicating the plan
shapes of map objects (also known as “object graphic
patterns”) such as houses and buildings, from the digi-
tized picture image that represents the original map
pattern of paper map 12, and attains vector data that
consists of plural pieces of coordinate data defining the

geometric shapes of each extracted map object. Object

image pattern extracting unit 18 then performs a label-
ing operation on each vector data. For instance, numer-
als «1,” “2,” “3,” . .. are affixed as identification labels
to plural pieces of vector data of the extracted map
objects in a predetermined order. The vector data of the
extracted objects and the label data that are affixed to
the vector data are stored in a data memory (not shown)
of object image pattern extracting unit 18 in one-to-one
corresponding relationship. The image processing and
vector data calculation involving the extraction of
closed-loop map objects from the original image are
well known, and are disclosed, for example, in “Digital
Picture Processing,” by Azriel ROSENFELD & Avi-
nash C. KAK, Academic Press, (1976), Chapter &,
pages 317 to 323.

A signal 20, which represents plural pieces of vector
data affixed with their respective labeling numbers and
representing the object image components (map object
images) that are extracted from the digitized map image
of the original map, is supplied to a display unit 22 and
a hard-copy generator 24.

Display unit 22 is constituted generally by a cathode
" ray tube (CRT) display device and displays on its dis-
play screen the extracted map object images affixed
with the respective labeling numbers. Hard-copy gener-
ator 24, which may be an image printer, provides a hard
copy of these extracted map object images with the
labeling numbers. An example of the hard copy corre-
sponding to the input map 12 is denoted by reference
number “26” in FIG. 1.

The output signal 20 of object image pattern extract-
ing unit 18 is also supplied to an automatic map data
generator 28, which is coupled to an optical character
reader 30 (also known as “OCR” among those skilled in
the art). This character reader 30 optically reads a refer-
ence document (indicated by D1 in FIG. 1), which has
the attribute information of each map object with label
‘data written thereon and is prepared in advance by an
operator or a worker, and then produces an attribute
data signal 32 that is supplied to automatic map data
generator 28.
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Upon receipt of signal 20 from object image pattern
extracting unit 18 and attribute data signal 32, map data
generator 28 computationally merges or combine the
vector data of each map object and the attribute data,
which have common label data. More specifically, the
vector data of a house pattern (map object) with num-
ber “1” is combined with the attribute data with label-
ing number “1,” thereby providing a series of data
streams. A number of data streams formed by automatic
map data generator 28 and represented as data samples,
are stored in a data storage unit 34.

The following is a detailed description of the opera-
tion mode of the picture data base input apparatus with
the above structure, with reference to a flowchart
shown in FIG. 4.

In inputting original map 12 of FIG. 2 using the pic-
ture data base input apparatus of FIG. 1, the map 12 is
first disposed on the reading table plate (not shown) of
optical image reader 10. Optical image reader 10 in turn
generates digitized image signal 14 for the input map
pattern, which is temporarily stored in memory 16 and
is then supplied to object image pattern extracting unit
18.

The pattern extracting unit 18 extracts only the
closed loop line image patterns, which define the plan
contours of the individual houses, buildings, etc. that
are indicated by closed loop patterns, from the digitized
map image picture, and generates coordinate vector
data representing the plan shape of each map object. In
extracting the line images of the map objects, therefore,
noting characters (e.g., house names) affixed to the map
objects and the non-looped line patterns (e.g., open-
loop line patterns indicating streets) are deleted. The
extracted map objects, namely, picture patterns of
houses and buildings, are then converted 1nto vector
data. According to this embodiment to attain a vector
representation of the plan pattern of each map object, a
sequence of coordinate data consisting of the coordi-
nates of the edges and those of the center of each map
object image pattern is prepared, for instance. The co-
ordinate data streams of the individual map objects are
automatically affixed with labeling numbers in a prede-
termined order by object image pattern extracting unit
18, thus providing the vector data that has the structure
shown in Table 1 below.

TABLE 1

M

Label Coordinate Data Of Map Objects
1 (x11,y11)-(x12,y12)- . . . -«(x1ny,y1ny)
2 - (x21,y21)-(x22,y22)- . . . ~(x2n2,y2n3)
3 (x31,y31)-(x32,y32)- . . . -(x3n3,y3n3)
7 (x71,y71)-(x72,y72)- . . . -(x7n7,y7n7)

As should be obvious from Table 1, the rectangular
image pattern representing the house of Mr. Smith in
FIG. 2 is affixed with labeling number “1,” while the
image patterns of the bakery and Mr. Tanaka’s house
are respectively affixed with labeling numbers “2” and
«“3.” The labeling numbers may be assigned simply 1n
this manner. In the above example, the map object
image located at the upper left on the displayed image is
labeled “1,” with the remaining labeling numbers “2,”
«“3» . and “8” assigned with a fixed order. FIG. 3
illustrates an example of an image that shows the ar-
rangement of the extracted map objects thus assigned
with labeling numbers. The output signal 20 of unit 18
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that computationally’ represents this picture image is
supplied to display unit 22, hard-copy generator 24 and
automatic map data generator 28, as mentioned earlier.
The operator or worker can easily confirm the correla-
tion between the houses or buildings and the labeling
numbers by viewing the picture image of the extracted
map objects with labeling numbers on display unit 22
and/or referring to hard copy 26 of the picture image
printed by hard-copy generator 24.

Referring to picture image 26 having the map objects
printed thereon, the inputting of attribute data (e.g.,
house names, addresses, telephone numbers, occupa-
tions) can be executed easily and efficiently. The attri-
bute data is given in advance on reference documents
D2 such as an atlas, a ledger, etc. Referring to the docu-
ments D2 and the hard copy 26, the operator manually
prepares document D1 which shows a list of the map
objects and their associated attribute data that needs to
be input. (In FIG. 1, the operator’s actions to refer to
reference documents D2 and hard copy 26 are indicated
by the broken-line arrows for visual confirmation.) An
example of document D1 is given in Table 2 below.
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TABLE 2
M
Attribute Data Of Map Objects 75
Label Name Telephone No. Note
| Smith 044(511)2111
2 Satoh 044(548)1234 Bakery
3 Tanaka 044(511)5678
7 Apartment 044(548)4444 Owned by Suzuki

Document D1 with the above data list is optically
scanned by optical character reader 30 and is converted
into electric attribute data signal 32. The attribute data
signal 32 is supplied to automatic map data generator 28
where the signal is automatically merged in one-to-one
correspondence with the output signal of object image
pattern extracting unit 18, i.e., the vector data of the
map objects with labeling numbers that have the struc-
ture given in Table 1. More specifically, one of the
vector data of the labeled map objects (see Table 1) is
merged with that one of the labeled attribute data (see
Table 2) which has a common labeling number with
that vector data so as to form a new data stream. For
instance, the vector data stream having labeling number
“1” (which indicates the object image pattern of Mr.
Smith’s house in FIG. 2) is merged with a set of attri-
bute data having the same labeling number “1.” This
merging (also referred to as “synthesizing” is performed
on plural sets of vector data and plural sets of attribute
data which other labeling numbers. This yields map
data consisting of merged data streams shown in Table

3 below.
TABLE 3

35

45

50

3

6

obvious from Table 3, one set of attribute data 1s cou-
pled to the vector data stream of the associated map
object through the common labeling number, so that
each attribute data to be input can be displayed on the
display screen at the proper position of the correspond- |
ing map object image pattern to overlie thereon on the
finally formed map.

The map data base system input apparatus of this
invention has the following technical advantages.

First, the input operation of a vast amount of attribute
data constructing a map data base, which is manually
done by an operator or worker by the conventional
technique using the pointing device and keyboard, can
be simplified so that the efficiency of the data base in-
putting operation is considerably improved. This is
because each input attribute data is automatically and
properly merged with the vector data of its associated
map object pattern by the automatic map data genera-
tor. Consequently, at the time of inputting attribute data
streams, the operator need not to designate where to
input on the displayed map using the pointing device,
and what is more, the attribute data input itself is exe-
cuted at a high speed using the optical character reader.
Accordingly, the manual operation necessary to build
the map data base is simplified and its speed is increased,
thus improving the operational efficiency.

Secondly, the input operation of attribute data using
optical character reader 30 can be done in parallel by
more than one operator or worker, so that the mput
operation for a map data base with an extended region
can be efficiently conducted in a relatively short time.
Image 26 indicating the map objects such as houses,
buildings and parks, extracted from the original map
image and given with labeling numbers, is output as a
printed image from hard-copy generator 24. With cop-
ies of image 26 provided and distributed to a plurality of
operators, the preparation of the attribute data list
shown in Table 2 can be assigned to the operators. For
instance, one operator may deal with the list prepara-
tion of the attribute data for the first four of the map
objects labeled “1” to “7” in FIG. 3, while another
operator may deal with the list preparation of the attri-
bute data for the last three map objects (i.e., those la-
beled “5” to “7”). This shortens the time for preparing
attribute data list document D1 by half.

Although the invention has been described with ref-
erence to a specific embodiment, it shall be understood
by those skilled in the art that numerous modifications
may be made within the spirit and scope of the inven-
tive contribution.

For instance, in the case where the map image to be
input is dense and includes a number of map objects in
a single image screen (e.g., more than 100), the above-
described embodiment may be modified such that a
single map image 50 can be divided into a plurality of

W

Attribute Data of Map Objects

Label Coordinate Data of Map Objects Name Telephone No. Note
1 (x1L,y11)-(x12,y12)- . . . -(xln,ylIn;) Smith 044(511)2111
2 (x21,y21)<(x22,y22)- . . . -(x2n2,y2ny) Satoh 044(548)1234 Bakery
3 (x31,y31)-(x32,y32)- . . . ~(x3n3,y3n3) Tanaka 044(511)5678
3 ILyTI(KT%y7D)- . .. (xTn,yTn7)  Apartment  044(548)4444  Owned by
Suzuki

W‘M

The map data having the structure given in the above
Table 3 is stored in data storage unit 34. As should be
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image sections 50a, 505, 50c, 50d, 50e¢ and S0f (for exam-
ple, n X m sections) as shown in FIG. 5. The number of
the divided image sections is determined such that each
section includes closed-loop image patterns represent-
ing a reasonable number of map objects. The labeling
numbers are assigned for each image section in the
order of ©“1,” “2,” “3,” . . . in accordance with the afore-
mentioned rule. In this case, if region numbers are af-
fixed to the individual image sections 50z to 50/, the
map image of the desired region can be easily desig-
nated.

According to the above embodiment, an optical char-
acter reader is used to enter attribute data; however,
this data can be input on-line via a terminal. Further, a
digitizer may replace the image reading device to input
vector data. Furthermore, the objects to be labeled are
not limited to map objects; for instance, the labeling can
apply to various fields including the element symbols in

a circuit diagram.

What is claimed is:

1. A picture data base input apparatus comprising:

(a) image input means for optically reading an origi-
nal picture image having picture objects drawn by
closed loop lines, and producing an electrical
image signal representing a corresponding digi-
tized image;

(b) vector data generation means, connected to said
image input means, for receiving said image signal,
for executing a digital image processing to extract
said picture objects from said digitized image, for
producing vector data constituted by a series of
coordinate data streams that define a geometric
shape of each extracted object, and for affixing said
vector data with an identification label to specify
said vector data; |

(c) image presentation means for outputting a refer-
ence image at least partially including said ex-
tracted objects affixed with identification labels,
based on said vector data affixed with said identifi-
cation label;

(d) attribute data input means for optically reading an
attribute data list document prepared by referring
to said reference image and for producing an elec-
trical character data signal representing plural sets
of attribute data corresponding to said extracted
objects, each of said plural sets of attribute data
being affixed with said identification label referring
to said reference picture image; and

(e) automatic data merging means, connected to said
vector data generation means and said attribute
data input means, for automatically merging said
plural sets of vector data of said extracted picture
objects with said plural sets of attribute data
through said identification labels in such a manner
that one set of attribute data is combined with vec-
tor data having the same identification label as said
one set of attribute data, thereby building a picture
data base.

2. The apparatus according to claim 1, wherein said
image presentation means includes display means for
displaying said reference image on a display screen.

3. The apparatus according to claim 1, wherein said
image presentation means includes hard-copy generat-
ing means for providing a hard copy representing said
reference image, thereby permitting an operator to
manually prepare said attribute data list document refer-
ring to said hard copy.
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4. The apparatus according to claim 3, wherein said
attribute data input means includes optical character
reader means to optically read said hard copy.

5. The apparatus according to claim 4, further com-
prising: |

(f) image memory means, connected to said image
input means and said vector data generation means,
for receiving said image signal from said image
input means and storing said digitized image.

6. The apparatus according to claim 5, further com-

prising:

(g) data storage means, coupled to said automatic
data merging means, for storing said plural sets of
vector data of said extracted objects and said plural
sets of attribute data, which are merged through
said identification labels.

7. The apparatus according to claim 3, wherein said
image input means divides said digitized image into a
plurality of image sections and supplies an electrical
image signal representing each of said divided image
sections to said vector data generation means, and
wherein said vector data generation means extracts
objects included in each of said divided image sections,
produces vector data for said extracted objects and
affixes an identification label to said vector data to spec-

ify said vector data.

8. A picture data base input method comprising the
steps of:

(a) optically reading an original picture image having
picture objects drawn by closed loop lines, to pro-
duce an electrical image signal representing a cor-
responding digitized image;

(b) receiving said image signal to execute a digital
image processing to extract said objects from said
digitized image;

(c) producing vector data constituted by a series of
coordinate data streams that define a geometric
shape of each extracted object;

(d) affixing said vector data with an identification
label to specify said vector data;

(e) outputting a reference picture image at least par-
tially including said extracted objects affixed with
identification labels, based on said vector data af-
fixed with said identification label;

(f) optically reading an attribute data list document
manually prepared by referring to said reference
image and producing an electrical character data
signal representing plural sets of attribute data cor-
responding to said extracted objects, each of said
plural sets of attribute data being affixed with said
identification label referring to said reference im-
age; and ,

(g) automatically merging said plural sets of vector
data of said extracted objects with said plural sets
of attribute data through said identification labels
in such a manner that one set of attribute data is
merged with vector data having the same 1dentifi-
cation label as said one set of attribute data, thereby
building a picture data base.

9. The method according to claim 8, wherein said
reference image is displayed on a display screen of a
display device.

10. The method according to claim 8, wherein said
reference image is printed as a hard copy, thereby per-
mitting an operator to manually prepare said attribute
data list document referring to said hard copy.



9

11. The method according to claim 8, wherein said
digitize image is temporarily stored in an image mem-
ory.

12. The method according to claim 8, wherein said
plural sets of vector data of said extracted objects and
said plural sets of attribute data, which are merged
through said identification labels, are stored in a data

storage device.
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13. The method according to claim 8, wherein said
digitized image is divided into a plurality of image sec-
tions, picture objects included in each of said divided
image sections are extracted, and vector data for said
extracted objects are produced and affixed with identifi-
cation labels.

14. The method according to claim 13, wherein said
identification labels consist of a series of numbers in-

creasing in a simple manner.
*x % % Xk X%
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