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[57] ABSTRACT

An integrated packet switching and circuit switching
system comprising a number of switching modules each
connected to a different plurality of user terminals.
Each switching module includes a time-slot interchange
unit for providing circuit-switched communication
channels and a control unit that controls the operation
of the time-slot interchange unit. Each switching mod-
ule also includes a packet switching unit used both to
provide packet-switched communication channels
among the user terminals connected to that switching
module, and to switch control information between the
user terminals and the control unit to establish circuit-
switched calls and packet-switched calls.

39 Claims, 29 Drawing Figures
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INTEGRATED PACKET SWITCHING AND
CIRCUIT SWITCHING SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s related to the application of M. W.
Beckner, J. A. Davis, E. J. Gausmann, T. L. Hiller, P.
D. Olson, and G. A. Van Dine Ser. No. 606,751, filed
May 3, 984, entitled, “Distributed Packet Switching
Arrangement”, which is assigned to the assignee of the
present mmvention.

TECHNICAL FIELD

This invention relates to switching systems and, more
particularly, to such systems that provide both packet
switching and circuit switching service.

BACKGROUND OF THE INVENTION

With the extensive use of personal computers and
other data processing facilities both at home and in the
office, a need exists for providing voice and data trans-
mission and switching capabilities on a widespread ba-
sis. This has led to the development of the concept of an
integrated services digital network (ISDN)—a
switched communications network providing end-to-
end digital connectivity among network users where
voice and data services are provided over the same
transmission and switching facilities. Because of the
different characteristics of voice and data traffic-—voice
being typically continuous in one direction for rela-
tively long intervals and tolerant of noise but sensitive
to variations in delay, and data being bursty and sensi-
tive to errors but tolerant of moderate delays and delay
variations—two fundamentally different switching
techniques have been traditionally applied. Circuit
switching, where switched connections between users
are dedicated for call duration, 1s the basis of the pres-
ent-day switched voice telecommunication network.
On the other hand, packet switching, where data pack-
ets from many calls share a single, high-speed hne and
are switched based on logical channel numbers included
in the packets, was pioneered in the ARPANET net-
work of the U.S. Department of Defense, and has now
been implemented 1n a variety of public data networks.

The approach most commonly used at present to
serve customers that have both voice and data require-
ments 1S t0 use separate networks and separate access
lines for the two types of traffic. Since both voice and
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data access lines are typically utilized only a fraction of 50

the time, the duplication of equipment involved in this
approach is wasteful and costly compared to an ar-
rangement where facilities could be shared. Some pres-
ently available equipment multiplexes both voice and
data onto the same access lines. Even if the access lines
are shared, however, the voice and data, which are
typically transmitted in very different formats, must
each be switched to their proper destinations. One ap-
proach to the provision of such switching is to use en-
tirely separate packet and circuit switches. This ap-
proach, however, i1s also unnecessarily duplicative.
From the line circuits inward, the two information
types are served by separate equipment. A primary
reason for using this approach is the technical difficulty
of handling these two radically different types (and
formats) of traffic in an efficient, integrated manner.
A problem arises in an integrated packet switching
and circuit switching environment concerning the

33
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2

mechanism to be used for handling the signaling packets -
that are passed between users and the switching system
to establish both circuit-switched and packet-switched
calls. A signaling channel must be available to each user
on a substantially permanent basis so that calls can be
initiated at any time. Routing all signaling packets via
circuit switching facilities to a centralized packet
switching entity is extremely inefficient particularly in a
switching system where the control function is distrib-
uted. However, providing individual physical signaling
channels from each user directly to the system control is
also inefficient.

In view of the foregoing, a recognized problem in the
art is the difficulty in providing an ISDN switching
system with an efficient mechanism to switch signaling
packets from many users to control the establishment of
circuit-switched and packet-switched calls.

SUMMARY OF THE INVENTION

The aforementioned problem is solved and a techni-
cal advance 1s achieved in accordance with the princi-
ples of the invention in an integrated packet switching
and circuit switching system having a packet switching
unit i each switching module serving users requiring
both packet switching and circuit switching service and
wherein the packet switching unit comprises a packet
interconnect connecting a number of user packet
switching nodes to a control packet switching node to
provide time-shared signaling channels between system
users and a control unit for use in controlling both cir-
cuit-switched and packet-switched calls. In an exem-
plary embodiment of the invention, the same mecha-
nism used to switch signaling packets to control calls is
also advantageously used to switch data packets among
the users served by the switching module. In the exem-
plary embodiment, a given user terminal can have two
circuit-switched calls to two different destinations and a
multiplicity of packet-switched calls to yet other desti-
nations all active contemporaneously and still have an
available signaling channel to the control unit.

A switching system in accordance with the invention
includes a circuit switching unit, e.g., a time-slot inter-
change unit, for providing circuit-switched communi-
cation channels among a number of user terminals, and
an associated control unit for controlling the circuit
switching unit. The system further includes a packet
switching unit having a control packet switching node
connected to the control unit and a number of user
packet switching nodes each connectible to associated
ones of the user terminals. The nodes are referred to as
packet switching nodes since they accumulate received
data bits into packets and subsequently transmit the
packets on toward their destinations. The packet
switching unit also includes a packet interconnect that
interconnects the control packet switching node and
each of the user packet switching nodes.

In accordance with the exemplary embodiment of the
invention, a number of user access lines connect the user
terminals to the time-slot interchange unit and to the
packet switching unit. Each user access line has two
circuit-switched channels connected to the time-slot
interchange unit, and, in addition, has one packet-
switched channel. By the nature of packet switching
protocols, however, this one packet-switched channel
may be subdivided into a multiplicity of logical commu-
nication channels, each of which may carry a separate
call to a different destination. Each of the user packet
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switching nodes has a memory for storing packets and a
number of protocol processors each associated with a
unique user access line. Each protocol processor re-
ceives packets from the associated user access line in
accordance with a given protocol and transmits those
packets to the memory for storage. The protocol pro-
cessor also reads packets from the memory and trans-
mits those packets in accordance with the given proto-

col to the associated user access line. Each of the user

packet switching nodes further includes a communica-
tions controller to receive packets from the packet in-

terconnect and transmit those packets to the memory
for storage and also to read packets from the memory
and transmit those packets to the packet interconnect.
The control packet switching node also has a memory
for storing packets, and a communications controller to
receive packets from the packet interconnect and trans-
mit those packets to the memory for storage and to read
packets from the memory and transmit those packets to
the packet interconnect. The control unit is coupled to
the memory for reading packets from and transmitting
packets to the memory.

In the exemplary embodiment, the packet switching
nodes transmit request signals to the packet intercon-
nect. The packet interconnect generates selection sig-
nals each defining one of the nodes and responds to a
request signal from a given node and to a generated
selection signal defining the given node, by transmitting
a clear signal to the given node. The given node re-
sponds to the clear signal from the packet interconnect
by transmitting a packet thereto.

The packet interconnect broadcasts packets received
from any one of the nodes to other ones of the nodes.
For each packet transmitted by a given node, an associ-
ated clock signal defining bits of that packet 1s transmit-
ted to the packet interconnect. The associated clock
signal is also broadcast by the packet interconnect to the
other nodes. Each node receives bits of packets from
the packet interconnect, as defined by the associated
clock signals.

The system further includes a sequencing arrange-
ment that sequentially enables each of the nodes to
transmit information to the packet interconnect. The
control packet switching node is enabled 16 times for
each enabling of a given user packet switching node.
The sequencing arrangement includes a counter that
responds to signals from a clock by generating the selec-
tion signals that define the nodes. A multiplexer re-
sponds to a given selection signal, by transmitting the
request signal received from the node defined by the
given selection signal, to the counter to disable the
further generation of selection signals, and to a demulti-
plexer. The demultiplexer responds to the given selec-
tion signal and to the request signal, by transmitting a
clear signal to the node defined by the given selection
signal. That node responds to the clear signal from the
demultiplexer by transmitting a packet to the packet
interconnect.

The memory of each user packet switching node
stores a routing table defining information concerning
packet-switched calls. For a given packet-switched call
from a first user terminal associated with a first given
node, to a second user terminal associated with a second
given node, the stored routing table defines that data
packets received by the first given node from the first
user terminal-are to be transmitted via the packet inter-

connect to the second given node and are to include bits
associating those data packets with the given call. The

10

15

20

25

30

35

43

50

53

60

65

4

stored table further defines that data packets received
by the first given node from the packet mnterconnect
including bits associating those data packets with the
given call, are to be transmitted by the first given node
to the first user terminal.

BRIEF DESCRIPTION OF THE DRAWING

A more complete understanding of the present inven-
tion may be obtained by a consideration of the follow-
ing description when read in conjunction with the
drawing in which:

FIGS. 1 through 3, when arranged in accordance
with FIG. 12, are a block diagram of an exemplary
embodiment of an integrated packet switching and cir-
cuit switching system illustrating the principles of the
present invention;

FIG. 4 is a more detailed diagram of a digital line unit
included in the system of FIGS. 1 through 3;

FIGS. 5 through 11, when arranged in accordance
with FIG. 13, are a more detailed diagram of a packet
switching unit and a processor interface included in the

system of FIGS. 1 through 3;
FIG. 14 is a time sequence diagram illustrating the

flow of control messages between user terminals and
the switching system of FIGS. 1 through 3 to establish
and subsequently disconnect a circuit-switched call;

FIGS. 15 and 16 are functional diagrams of communi-
cation sequences involved in the setup and removal of
an intra-module packet-switched call in the system of
FIGS. 1 through 3; |

FIG. 17 shows entries in the routing tables of two
protocol handlers involved in an intra-module packet-
switched call example;

FIG. 18 shows entries in the routing tables of four
protocol handlers involved in an inter-module packet-
switched call example; |

FIG. 19 is a diagram illustrating a directly-connected,
mesh topology used to interconnect four switching
modules of the system of FIGS. 1 through 3 for inter-
module packet traffic;

FIG. 20 is a diagram illustrating a star topology used
to interconnect four switching modules for inter-
module packet traffic in a first alternative embodiment
of the invention;

FIG. 21 is a diagram showing only changes and addi-
tions to the system of FIGS. 1 through 3 that are re-
quired in a second alternative embodiment of the inven-
tion;

FIG. 22 is a block diagram of a time division, circuit
switching system before four additional switching mod-
ules are integrated as shown in FIGS. 1 through 3 to
provide packet switching capability;

FIG. 23 is a more detailed diagram of a time-slot
interchange unit and associated control unit utilized 1n

the system of FIG. 22; |
FIG. 24, is a diagram of an interface unit included

within each time-slot interchange unit which is utilized
for communication with a time-multiplexed switch of

the system of FIG. 22;
FIG. 25 is a diagram of an interface unit of a time-

multiplexed switch which is utilized for communication
with a time-slot interchange unit of the system of FIG.
22

FIG. 26 is a diagram of a data word format utilized in
the system of FIG. 22;

FIG. 27 is a functional diagram of the communication
sequence required for call setup in the system of FIG.

22;
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FIG. 28 i1s a diagram of the E-bit control sequence of
the system of FIG. 22; and

FIG. 29 1s a diagram of an E-bit check circuit used in
the system of FIG. 22.

GENERAL DESCRIPTION

FIGS. 1 through 3, when arranged m accordance
with FIG. 12, present a block diagram of an exemplary
time division switching system illustrating the princi-
ples of the present invention. The system includes 27
switching modules, e.g., 501, 527, and a time-multi-
plexed switch 10 to provide circuit-switched communi-
cation channels among a plurality of conventional sub-
scriber sets, e.g., 23 through 26. Each switching module
includes a control unit which controls switching mod-
ule operation including the establishment of circuit-
switched channels by a time-slot interchange unit. For
example, switching module 501 1ncludes control unit 17
which controls the operation of time-slot interchange
unit 11 and switching module 527 includes control unit
18 which controls the operation of time-slot inter-
change unit 12. The switching module control units,
e.g., 17 and 18, and a central control 30 used to control
the operation of time-multiplexed switch 10, communi-
cate with each other via an interprocessor communica-
tion mechanism using predetermined control channels
of time-multiplexed switch 10 and a control distribution
unit 31 in a manner described 1 detail herein. When, for
example, control unit 17 first detects an off-hook condi-

tion of subscriber set 23 and subsequently detects the
dialing of a sequence of digits defining one of the other

subscriber sets served by switching module 501, e.g., set
24, control unit 17 and central control 30 exchange
control messages and control unit 17 thereafter effects
the establishment of a bidirectional, circuit-switched
communication channel between subscriber sets 23 and
24 by time-slot interchange unit 11 for the duration of a
voice call between those sets 23 and 24. Further, when
subscriber set 23 calls a subscriber set served by switch-
ing module 527, e.g., set 26, control units 17 and 18 and
central control 30 exchange control messages to estab-
l1sh the call. Central control 30 writes instructions via a
path 49 into a control memory 29 defining an available
time-multiplexed switch 10 channel between time-slot
interchange units 11 and 12. Control unit 17 effects the
establishment by time-slot interchange unit 11 of a cir-
cuit-switched communication channel between sub-
scriber set 23 and the available time-multiplexed switch
10 channel. Similarly, control unit 18 effects the estab-
lishment by time-slot interchange unit 12 of a circuit-
switched communication channel between subscriber
set 26 and the available time-multiplexed switch 10
channel. The switching system is of the time-space-time
type with time-slot interchange unit 11 representing the
first time stage, time-multiplexed switch 10 the space
stage and time-slot interchange unit 12 the second time
stage for the call from subscriber set 23 to subscriber set
26. The portion of the system described thus far is sub-
stantially as disclosed in U.S. Pat. No. 4,322,843 issued
to H. J. Beuscher et al., on Mar. 30, 1982 and 1s de-
scribed in detail later herein.

In accordance with the present exemplary embodi-
ment of the invention, four switching modules 1000,
2000, 3000 and 4000 are included in the system to pro-
vide both circuit switching and packet switching ser-
vice t0 a plurality of user terminals e.g., 1001, 1002,
4001 and 4002, representing, for example, customer
teleterminals, vendor databases, telephone operator
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position terminals or packet access ports. Only switch-
ing modules 1000 and 4000 are shown in detail in FIGS.
2 and 3. Each user terminal, e.g., 1001, transmits infor-
mation to and receives information from its associated
switching module, e.g., 1000, in two 64 kilobits per
second channels referred to as B-channels and in one 16
kilobits per second channel referred to as a D-channel.
In the present embodiment, one B-channel is used to
convey digitized voice samples at the rate of 8000,
eight-bit samples per second and the other B-channel is
used to convey data at a rate of 64 kilobits per second.
(However, each B-channel could be used for either
voice or data traffic.) Each B-channel is separately
circuit-switched by the system to other user terminals,
e.g., 1002, 4001, 4002, or subscriber sets, e.g., 23
through 26. The D-channel is used both to convey sig-
naling packets to effect message signaling between user
terminals and the system and to convey data packets
among user terminals. The D-channel is packet-
switched by the system either to other user terminals or
to a control unit 1017 which controls the establishment
of both circuit-switched calls and packet-switched calls
within switching module 1000. The message signaling
between user terminals and control unit 1017 can be of
either the functional or stimulus types. Functional sig-
naling involves a degree of intelligent processing in its
generation or analysis whereas stimulus signaling is
either generated as a result of a single event at a user
terminal, e.g., a key depression, or contains a basic in-
struction from the switching system to be executed by a
user terminal.

In the present exemplary embodiment, information is
conveyed between a user terminal, e.g., 1001, and
switching module 1000 via a four-wire, user access line
1003 using one pair of wires for each direction of trans-
mission. User line 1003 transmits a serial bit stream at
the rate of 192 kilobits per second which comprises 144
kilobits per second for the above-mentioned two 64
kilobits per second B-channels and one 16 kilobits per
second D-channel and which further comprises 48 kilo-
bits per second used for a number of functions including
framing, DC balancing, control and maintenance. User
line 1003 represents what is referred to by the Interna-
tional Telegraph and Telephone Consultative Commit-
tee (CCITT) as the T-interface. The use of the T-inter-
face in the present system is only exemplary. The inven-
tion is equally applicable to systems using other access
methods.

In switching module 1000, the user lines, e.g., 1003
and 1004, are terminated by two digital line units 1101
and 1102. Information is conveyed between each of the
digital line units 1101 and 1102 and a time-slot inter-
change unit 1011 via a plurality of 32-channel bidirec-
tional time-multiplexed data buses 1201. Further, infor-
mation 1S conveyed between each of the digital line
units 1101 and 1102 and a packet switching unit 1400 via
a plurality of 32-channel bidirectional time-multiplexed
data buses 1202. The data buses 1201 are used primarily
to convey B-channel information which is circuit
switched by time-slot interchange unit 1011 either to
user terminals served by switching module 1000 or to
time-multiplexed switch 10. However the data buses
1201 are also used to convey D-channel information
which is further conveyed via certain time-slot inter-
change unit 1011 channels that are predetermined at
system initialization and via a 32-channel bidirectional
data bus 1205 to packet switching unit 1400. Each chan-
nel or time slot on the data buses 1201 can include eight
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B-channel bits from one user terminal or two D-channel
bits from each of four different user terminals. The data

buses 1202 are used to convey only D-channel informa-
tion. Each channel or time slot on the data buses 1202

and 1205 can include two D-channel bits from each of 5

four different user terminals.
In the present exemplary embodiment, packet switch-
ing unit 1400 includes 96 protocol handlers 1700-0

through 1700-95, and packet interconnect 1800 which
interconnects protocol handlers 1700-0 through 1700-95

and a processor interface 1300. Each user terminal, e.g.,
1001, is associated with one of the protocol handlers
1700-0 through 1700-95 and, more particularly, with
one of 32 High-level Data Link Control (HDLC) cir-
cuits, e.g., 1406-0 (FIG. 8), included in that associated
protocol handler. In the present embodiment, commu-
nication links are established between the HDLC cir-
cuits of the protocol handlers and peer HDLC circuits
(not shown) in the user terminals at system initialization.
These links are used to convey packets within HDLC
frames in accordance with the well-known HDLC pro-
tocol. The connections between a given protocol han-
dler and its associated D-channels on data buses 1202
and 1205 are completed by one of six data fanout units,
e.g., 1600-0 (FIG. 7).

The packets conveyed on the D-channel communica-
tion links between user terminals and associated proto-
col handlers are of variable length. Each user terminal,
e.g., 1001, transmits and receives packets in one Or more
logical communication channels. In accordance with
“this example, logical channel LCNI1 is used to convey
signaling packets to set up both circuit-switched and
packet-switched calls to and from user terminal 1001
and logical channel LCN2 is used to convey data pack-
ets during packet-switched calls to and from user termi-
nal 1001. The logical channel number of each packet is
- defined by part of a header of that packet. Each packet
“received by a protocol handler from a user terminal 1s
-stored in a random access memory (RAM), e.g., RAM
1470 (F1G.8), in that protocol handler. If the received
packet is a signaling packet, i.e., it was received in logi-
cal channel LCN1, it is transmitted via packet intercon-
nect 1800 to processor interface 1300. If the received
packet is a data packet, i.e., it was received in logical
channel LCN2, and a packet-switched call has previ-
ously been established, it is transmitted via packet mter-
connect 1800 to the protocol handler associated with
the destination user terminal for subsequent transmis-
sion thereto. (If the packet switched call 1s established
between two user terminals that are associated with the
same protocol handler, the data packets need not be
transmitted via packet interconnect 1800. Instead, the
protocol handler simply transmits the data packets in
the appropriate channel to the destination user termi-
nal.)

When a given protocol handler, e.g., 1700-0, has
received a complete packet from a user terminal and has
determined the destination of that packet, i.e., either one
of the other protocol handlers or processor interface
1300, it transmits a logic zero Request To Send (RTS)
signal, also referred to herein as a request signal, on one
conductor of a six-conductor bus 1701-0 to packet inter-
connect 1800. Similarly, when processor interface 1300
has a packet ready for transmission to one of the proto-
col handlers, it transmits a logic zero RT'S signal on one
conductor of a six-conductor bus 1301. Packet intercon-
nect 1800 enables each of the protocol handlers and the
processor interface 1300 to transmit in a predetermined
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sequence. Since processor interface 1300 transmits sig-
naling packets to all of the user terminals served by
switching module 1000, the sequence effected by packet
interconnect 1800 enables processor interface 1300 six-
teen times for each enabling of an individual protocol
handler. When the packet interconnect 1800 sequence
reaches protocol handler 1700-0, packet interconnect
1800 responds to the RTS signal on bus 1701-0 by trans-

mitting a logic zero Clear To Send (CTS) signal, also
referred to herein as a clear signal, on a second conduc-

tor of bus 1701-0 to protocol handier 1700-0. Protocol

handler 1700-0 responds to the CTS signal by transmit-
ting its stored packet at a high rate, e.g., 10 megabits per
second, via packet interconnect 1800 to its destination.
All of the protocol handlers and the processor interface
1300 can receive the packet, but in the present embodi-
ment, typically only one destination as defined by the
packet header actually stores the packet for subsequent
transmission. Only after the complete packet has been
transmitted by protocol handler 1700-0, does the packet
interconnect 1800 sequence resume. The receipt of the
packet by the destination protocol handler or by proces-
sor interface 1300 is acknowledged by the transmission
of an acknowledgment packet back to protocol handler
1700-0.

The other three switching modules equipped for
packet switching are substantially identical to switching
module 1000. In switching module 4000, the elements
are numbered exactly 3000 greater than their counter-
part elements in switching module 1000. The protocol
handlers 1700-0 through 1700-95 and the processor
interface 1300 in switching module 1000 and their coun-
terpart elements in switching module 4000 are referred
to herein as packet switching nodes since they accumu-
late received data bits into packets and subsequently
transmit the packets on toward their destinations. In the
present example, protocol handlers 1700-0 and 1700-2
through 1700-95 are connected to the D-channels from
user terminals and are referred to as user packet switch-
ing nodes. Since processor interface 1300 is connected
to convey control information to and from control unit
1017, processor interface 1300 is referred to as a control
packet switching node. One protocol handler in each
switching module, e.g., protocol handler 1700-1 1n
switching module 1000 and protocol handler 4700-1 in
switching module 4000, is used for switching data pack-
ets for inter-module packet calls and 1s referred to as an
intermediate packet switching node.

In the present embodiment, four channels on data bus
1205 are connected at system initialization by time-slot
interchange unit 1011 to four channels, e.g., channels
109 through 112, at input/output port pair PS5 of time-
multiplexed switch 10. Similarly, four channels on data
bus 4205 (FIG. 3) are connected by time-slot inter-
change unit 4011 to channels 109 through 112 at input-

- /output port pair P61. Control memory 29 defines that

a bidirectional communication path is to be established
between input/output port pairs P55 and P61 during
channels 109 through 112 of each time-multiplexed
switch 10 cycle. By the use of these predefined connec-
tions, protocol handlers 1700-1 and 4700-1 can transmit
packets either one packet at a time at a rate of 256 kilo-
bits per second using all four channels, or up to four
packets at a time each at a rate of 64 kilobits per second
and each using one of the four channels, or various
other combinations. (When multiple channels are used
to transmit packets at rates of n X 64 kilobits per second,
the connections must be made through time-slot inter-
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change units 1011 and 4011 in such manner that the bits
of the n X 64 kilobits per second bit stream, are received
by protocol handler 4700-1 in the same order that they
were transmitted by protocol handler 1700-1.) Assume
that user terminal 1001 is associated with protocol han-
dler 1700-0 and user terminal 4001 1s associated with
protocol handler 4700-0. Once a packet-switched call
has been established between user terminals 1001 and
4001, a data packet is first transmitted from user termi-

nal 1001 to protocol handler 1700-0 at a rate of 16 kilo-
bits per second and stored. When enabled by packet

interconnect 1800, protocol handler 1700-0 then trans-

mits the data packet at a 10 megabits per second rate to
protocol handler 1700-1. Protocol handler 1700-1 trans-

10

mits the data packet via the predetermined channels of 15

bus 1205, time-slot interchange unit 1011, time-multi-
plexed switch 10, time-slot interchange 4011 and bus
4205 to protocol handler 4700-1 at, for example, a 256
kilobits per second rate. When enabled by packet inter-
connect 4800, protocol handler 4700-1 then transmits
the data packet at the 10 megabits per second rate to
protocol handler 4700-0. Finally protocol handler
4700-0 transmits the data packet at the rate of 16 kilobits
per second to user terminal 4001. Of course, appropriate
entries must be made in routing tables in each of the
protocol handlers 1700-0, 1700-1, 4700-1 and 4700-0 as
part of the process of establishing such a packet-
switched call. That process including the necessary
exchange of control communications among the control
units 1017 and 4017 and central control 30 is described

in detail herein.

DETAILED DESCRIPTION

FIG. 22 is a block diagram of a time division, circuit
switching system substantially as disclosed in the above-
cited Beuscher U.S. Pat. No. 4,322,843, The exemplary
integrated packet switching and circuit switching sys-
tem of FIGS. 1 through 3 comprises the system of FIG.
22 to which four additional switching modules, 1000,

2000, 3000 and 4000, are added. The description which

follows is arranged in two parts. First the FIG. 22 sys-
tem is described. With that description as a foundation,
the exemplary embodiment of the invention shown in
FIGS. 1 through 3 is then described.

FIG. 22 System

The time division switching system of FIG. 22 1s used
to interconnect subscriber sets such as subscriber sets 23
through 26 and includes a time-multiplexed switch 10
comprising a time-shared space division switch having
64 input ports and 64 output ports. Also included are 27
time-slot interchange units of which representative
time-slot interchange units 11 and 12 are specifically
shown. Each time-slot interchange unit 11 and 12 in-
cludes a bidirectional time-slot interchanger. Addition-
ally, each time-slot interchange unit 11 and 12 is con-
nected to two input ports and two output ports of time-
multiplexed switch 10. In the system of FIG. 22, time-
slot interchange unit 11 1s connected to two time-multi-
plexed switch mput ports via time-multiplexed lines 13
and 14 and to two output ports, via time-multiplexed
lines 15 and 16.

In the description which follows, the mput and out-
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as input/output port pairs. This term 1s used since the
source for data words to an input port of a given input-
/output port pair is also the destination for data words
from the output port of that pair. As shown in FIG. 22,
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input/output port pair P1 is associated with time-multi-
plexed lhines 13 and 15. Each time-multiplexed line 13
through 16 conveys digital information in 125-
microsecond frames each comprising 256 time sepa-
rated channels. Accordingly, each time-slot interchange
unit transmits and receives up to 512 channels of digital
information during each 125-microsecond frame.

Each time-slot interchange unit is uniquely associated
with a control unit of which control unit 17 1s associated
with time-slot interchange unit 11, and control unit 18 is
assoclated with time-slot interchange unit 12. Addition-
ally, each time-slot interchange unit is connected to a
plurality of line units of which line units 19 through 22
are shown 1in FIG. 22 via individual time-multiplexed
lines. Line units 19 and 20 are connected to time-siot
interchange unit 11 and line units 21 and 22 are con-
nected to time-slot interchange unit 12. Each of the line
units i1s connected to a number of subscriber sets of
which subscriber sets 23 through 26 are shown. The
exact number of line units associated with each time-slot
interchange unit and the exact number of subscriber sets
assoclated with each line unit is determined by the num-
ber of subscribers to be served and the calling rates of
those subscribers. Each line unit terminates the analog
loop of the well-known type from a plurality of sub-
scriber sets, e.g., 23 through 26, and converts call infor-
mation including analog speech signals into digital data
words which are transmitted to its associated time-slot
interchange unit. Further, each line unit detects service
requests from the subscriber sets and generates certain
signaling information for those subscriber sets. The
particular subscriber sets from which speech samples
are taken and encoded, and the particular time-multi-
plexed channels used to transmit the resulting code
between the line unit and its associated time-slot inter-
change unit are determined by the control unit of the
associated time-slot interchange unit.

The relationship of subscriber sets, line units and
time-slot interchange units is substantially the same for
each of such groups of interconnected untts. Accord-
ingly, while the description which follows relates di-
rectly to subscriber set 23, line unit 19 and time-slot
interchange unit 11, it shows the relationships for all
other groups of such units. Line unit 19 scans the lines
connected to each subscriber set to detect requests for
service. When such a request is detected, line unit 19
transmits to control unit 17, a message indicating the
request and the identity of the requesting subscriber set.
This message is transmitted to control unit 17 via a
communication path 27. Control unit 17 performs the
necessary translation based on the service requested, the
identity of the requesting subscriber set and the avail-
able equipment, and transmits a message to line unit 19
via communication path 27 defining which of the plu-
rality of time separated channels between line unit 19
and time-slot interchange unit 11 is to be used to trans-
mit information from subscriber set 23 to ttme-slot inter-
change unit 11. Based on this message, line unit 19 en-
codes the analog information from subscriber set 23 into
digital data words and transmits the resulting data
words in the assigned channels. Line unit 19 also trans-
mits in the assigned channel an indication of the DC
state, 1.e., open circuit, closed circuit, of the subscriber
loop associated with subscriber set 23.

After a time separated channel between line unit 19
and time-slot interchange unit 11 1s assigned to a given
subscriber set, control unit 17 detects signaling informa-
tion from the subscriber set by sampling the information
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transmitted in the assigned channel. Such sampling
operations are performed via a communication path 28.
Control unit 17 responds to the signaling information
from the subscriber’s channel, and to control messages

from other control units, e.g., 18, and a central control

unit 30, by controlling the time-slot interchange func-
tion of the time-slot interchange unit 11. As previously
stated, each time-multiplexed line between a time-slot
interchange unit and the time-multiplexed switch 10 has
256 channels each 125-microsecond frame. These chan-
nels are assigned numerical designations from 1 to 256
in sequence as they occur. This sequence of channels
recurs so that a given channel will be available every
125 microseconds. The time-slot interchange function
takes the data words received from the line units and

10

15

places them in channels on the time-multiplexed line

between the time-slot interchange units and the time-
multiplexed switch 10 under the control of control units
17 and 18.

Time-multiplexed switch 10 operates in recurring
frames of time slots where each 125-microsecond frame
comprises 256 time slots. During each time slot, time-
multiplexed switch 10 is capable of connecting data
words received at any of its 64 input ports to any of its
64 output ports in accordance with time-slot control
information stored in a control memory 29. The config-
uration pattern of connections through time-multi-
plexed switch 10 repeats itself every 256 time slots and
each time slot is assigned a numerical designation in
sequence from 1 to 256. Accordingly, during a first time
‘slot TS 1 the information in a channel (1) on time-multi-
plexed line 13 may be switched by time-multiplexed
switch 10 to an output port P64 while during the next
time slot TS 2 the next channel (2) on time-multiplexed
line 13 may be switched to an output port PS3. Time-
slot control information is written into control memory
29 by central control 30 which generates this control
information from control messages obtained from vari-
~ous control units, e.g., 17 and 18.

Central control 30 and control units 17 and 18 ex-
change control messages utilizing selected channels
called control channels of the time-multiplexed lines,
e.g., 13 through 16, between the time-slot interchange
units and the time-multiplexed switch 10. Each control
message comprises a plurality of control words and
each control channel can transmit one control word per
frame of 256 time separated channels. The same channel
of the two time-multiplexed lines associated with a
given input/output port pair is predefined to be a con-
trol channel. Additionally, a given channel 1s used as a
control channel for only one pair of time-multiplexed
lines. For example, if channel 1 is used as a control
channel on time-multiplexed line 13 and the associated
time-multiplexed line 15, no other time-multiplexed line
will use channel 1 as a control channel. During each
time slot having the same numerical designation as a
contro! channel, time-multiplexed switch 10 connects
the data word occupying that control channel to output
port P64 and connects input port P64 to the output port
associated with the above-mentioned control channel.
The following is an example of the operation of the
system of FIG. 22 when channel 1 is the control chan-
nel for time-multiplexed lines 13 and 15, and channel 2
is the control channel for time-multiplexed lines 14 and
16. During time slot TS 1 information from control
memory 29 defines, among other connections, that the
control word in channel 1 of time-multiplexed line 13 is
connected to output port P64 and that the control word
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in channel 1 at input port P64 is connected to time-mul-
tiplexed line 15. Similarly, during time slot TS 2, infor-
mation from control memory 29 defines that the control
word in channel 2 of time-multiplexed line 14 is con-
nected to output port P64 and that the control word in
channel 2 at input port P64 is connected to time-multi-
plexed line 16. When operating in this manner, output
port P64 receives from time-multiplexed switch 10 all
control words in a channel having the same numerical
designation in which they were transmitted to the time-
multiplexed switch. Further, each control channel is
connected to receive control words from input port P64
during the time slot having the same numerical designa-
tion as their associated control channel. Control words
switched to output port P64 are transmitted to a control
distribution unit 31 which temporarily stores them in a
location associated with that control channel. The asso-
ciation of control channels with storage locations 1n
control distribution unit 31 identifies the source of the
information stored.

Each control message from a time-slot interchange
unit comprises a start character, a destination portion, a
signaling information portion, and an end character.
The destination portion uniquely defines the expected
destination of the control message. Control distribution
unit 31 interprets the destination portion of each control
message to determine the proper destination for the
control message and retransmits the message to input
port P64 of time-multiplexed switch 10 in a channel
having the same numerical designation as the control
channel associated with the destination unit.

When operating as above described, time-slot inter-
change unit 11 transmits control messages to time-slot
interchange unit 12 by transmitting control words dur-
ing its recurring control channel to form a control mes-
sage having a destination portion identifying time-slot
interchange unit 12. Control distribution unit 31 accu-
mulates the control words, interprets the destination
portion, and retransmits the message to input port P64
during the channel having the same numerical designa-
tion as the control channel associated with time-slot
interchange unit 12. A control message can also be
transmitted to central control 30 by defining central
control 30 in the destination portion of the control mes-
sage. When this occurs, control distribution unit 31
transmits the message to central control 30 via a com-
munication link 32 rather than returning it to time-mul-
tiplexed switch 10. Similarly, a message may be trans-

mitted from central control 30 to one of the time-slot

interchange units by transmitting to the control distri-
bution unit 31 a control message having a destination
portion defining the particular time-slot interchange
unit. This transmission is also accomplished utilizing
communication link 32. The operation of a particular
embodiment of control distribution unit 31 is described
in detail in the above-cited Beuscher U.S. Pat. No.
4,322,843.

Each of the control units, e.g., 17 and 18, includes a
memory 57 (FIG. 23) which stores the program for the
control of its associated control unit and data regarding
the primary function of the control unit, its associated
time-slot interchange unit and its associated subscribers.

- Memory 57 stores such information as class of service,

65

the subscriber limits for gain or attenuation, toll screen-
ing information, and information relating to changes in
normal call handling procedures, e.g., terminating party
hold or joint hold. Much of the contents of the given
memory 57 is not stored in memory locations associated
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with any other control unit or the central control. It
may, however, be stored in a bulk memory (not shown)
for maintenance purposes. Some of the information in
memory 37, e.g., terminating party or joint hold infor-
mation, relates primarily to functions performed by
other control units. This information 1s stored in associ-
ation with the subscriber to which it relates to avoid
data replication and to avoid the inefficiencies of cen-

tralized storage of such information. The previously
described arrangement utilizing control channels trans-
mitted through control distribution unit 31 is utilized to
send this call related information to other control units
and central control 30.

As previously stated, control unit 17 controls many of
the operations performed by each of the line units. The
main processing entity of control unit 17 1s a processor
66 (FI1G. 23) which operates in response to instructions
stored 1n memory $57. Control unit 17 includes a control
interface circuit 56 which receives instructions from
processor 66 via a bus 59 and in response thereto, com-
municates with the line units, e.g., 19 and 20, via com-
munication path 27. Control unit 17 also includes a
signal processor 65 and a digital service unit 67. Signal
processor 65 reduces the real time load requirement of

processor 66 by receiving and analyzing the signaling
portion (bits A through G, FIG. 26) of each data word

received by time-slot interchange unit 11. Digital ser-
vice unit 67 receives the data portion (FIG. 26) of each
data word received by time-slot interchange unit 11 to
detect tone signals from subscribers which have been
converted into PCM signals. Digital service unit 67 is
also used to transmit tones and signals in PCM format
via a gate 51 to subscribers and via a gate 52 to time-
multiplexed switch 10. The operation of control inter-
face circuit 56, signal processor 65 and digital service
unit 67 as well as line unit 19 1s described 1n detail in the
above-cited Beuscher U.S. Pat. No. 4,322,843. In the
system of FIG. 22, the clock signals used within the line
units are transmitted by a clock recovery circuit 84
(FIG. 24) within an interface unit 69 (FIG. 23) via con-
trol interface 56 and communication path 27.

Each of the line units transmits recurring frames each
comprising 64 digital channels of 16 bits each. This
information 1s transmitted to a multiplex unit 60 (FIG.
23) within time-slot interchange unit 11. Multiplex cir-
cuit 60 receives the output signals from eight line units
which signals are reformatted and transmitted on an
output time-multiplexed line 62 having 512 channels for
each 125 microsecond frame. Similarly, a demultiplex
circuit 61 receives 512 channels of 16 bits each on a
time-multiplexed line 63 which channels are distributed
in a predetermined arrangement to eight line units such
as hine unit 19. Further, multiplex unit 60 converts in-
coming channels of information from serial to parallel
form and demultiplexer 61 converts the information it
receives from parallel to serial form. The information
transmitted in a given channel on time-multiplexed line
62 1s stored 1n a recetve time-slot interchanger 50 in a
memory location uniquely associated with that given
channel.

The particular memory location into which a given
data word 1s stored is defined by time-slot designation
signals generated by time-slot counter 54. Time-slot
counter 54 generates a recurring sequence of 512 time-
slot designations at the rate of one time-slot designation
per time slot. The particular time-slot designation gen-
erated during the time slot in which a given data word
is received defines the memory location within receive
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time-slot interchanger 50 which is to store that data
word. Data words are also read from receive time-slot
interchanger 50 at the rate of one data word per time
slot. The memory address of the data word to be read
from receive time-slot interchanger 50 during a given
time slot 1s obtained by reading control RAM 55. Con-
trol RAM 355 1s read once per time slot at an address
defined by the time-slot designation from time-slot

counter 54 and the quantity so read is transmitted to
receive time-slot interchanger 50 as the read address for
that time slot. Data words read from receive time-slot
interchanger 50 are transmitted to time-multiplexed
switch 10 via a time-multiplexed line 68, a gate 8, a
time-multiplexed line 68’ and an interface unit 69. Data
words from time-multiplexed switch 10 are received by
time-slot interchange unit 11 by interface unit 69, and
are conveyed via a time-multiplexed line 70, a gate 9
and a time-multiplexed line 70 to transmit time-slot
interchanger 53. For calls among the subscribers served
by the line units connected to time-slot interchange unit
11, control RAM S35 effects the operation of gates 8 and
9 such that data words transmitted by receive time-slot
interchanger S0 on time-multiplexed line 68 are con-
veyed via gates 8 and 9 and time-multiplexed line 70 to

transmit time-slot interchanger 53. Transmit time-slot
interchanger 53 stores the incoming data words in a

location defined by an address from control RAM 55.
Data words are read from transmit time-slot inter-
changer 53 at the address defined by the time-slot
counter 54. Data words so read are transmitted on time-
multiplexed line 63 for transmission to the line unit 19. It
should be noted that control RAM 5§ may be imple-
mented as a number of control memories each associ-
ated with a particular circuit, e.g., transmit time-slot
interchanger 53. The particular configuration of control
memories 1S not important to the present description
and may vary depending on timing and circuitry re-
quirements within the time-siot interchange unit 11. The
general principles of time-slot interchange as performed
by the receive time-slot interchanger 50, the control
RAM 55, the time-slot counter 54 and the transmit
time-slot interchanger 53 are well known in the art and
are not described in greater detail herein. One arrange-
ment for reading and writing data words in time-slot
memories 1s described 1n detall in U.S. Pat. No.
4,035,584, J. W. Lurtz.

The primary mode of control information exchange
in the system of FIG. 22 comprises the transmission of
control messages from a source time-slot interchange
unit through the time-multiplexed switch 10 and the
control distribution unit 31 and back to the destination
time-slot interchange unit. A secondary mode of com-
munication is also used whereby control information
with regard to a given call is transmitted from the
source time-slot interchange unit to the destination
time-slot interchange unit via the time-multiplexed
switch 10 utilizing the time slot assigned for that call.
The E-bit position of the data word in the call time slot
is used for the secondary mode communication. How-
ever, it can be seen that any or all of the signaling bits
could be used in this secondary communication mode.
The E-bit serves the dual purposes of communication
path continuity check and signal acknowledgment.
Control RAM 55 (FIG. 23) includes an E-bit position in
each of its 512 storage locations. During the course of a
call, processor 66 controls the digit stored in the E-bit
position of each storage location of control RAM 355
associated with the call. As control RAM 55 transmits
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addresses defining data words to be read from receive
time-slot interchanger 50, it transmits the stored E-bit
on time-multiplexed line 68 in place of the E-bit stored
in receive time-slot interchanger 50. This allows the
transmission of messages utilizing the E-bit channel
between time-slot interchange units. The arrangement
in FIG. 23 also includes an E-bit accumulator 48 which
receives the E-bit of each data word received on time-
multiplexed line 70. These E-bits are transmitted to an
E-bit check circuit 192 by E-bit accumulator 48. E-bit
check circuit 192 responds to instructions from proces-
sor 66 on conductor 195 to transmit output signals relat-
ing to the E-bits of selected data words to processor 66.
For example, during communication path establish-
ment, processor 66 instructs E-bit check circuit 192 to
survey the E-bit position of a particular channel and to
notify processor 66 if a logical “1” is received within a
predetermined period of time. FIG. 28 is a flow diagram
of the function performed by E-bit check circuit 192.
When no logical “1” E-bit is found in the specified
channel within the predetermined period of time, a
discontinuity signal indicating this fact is transmitted to
processor 66 via conductor 193. Alternatively, when
such a logical “1” is found by E-bit check circuit 192
within the time period, a continuity signal is transmitted
to processor 66 via conductor 194. The E-bit check
circuit 192 also surveys the E-bit of each active call.
When the E-bit of an active call becomes a logical “0”
“and stays such for a fixed period of time, the above-men-
tioned discontinuity signal is transmitted to its associ-
ated processor 66. Any processor 66 receiving a discon-
tinuity signal transmits a control message to central
control 30 indicating this fact.

FIG. 29 shows the portion of E-bit check circuit 192
associated with one incoming channel, i.e., communica-
tion path. A timer 196 begins to count in response to an
“instruction from processor 66 on conductor 195. When
the predetermined period of time has passed since the
instruction was received from processor 66 timer 196
transmits a logical “1” on conductor 197 which is con-
nected as one input of AND gate 199, the output of
which is connected to conductor 193. Continuity signal
generator 198 receives the E-bit position of the associ-
ated channel and generates a logical *‘1” output on
conductor 194 in response to a logical “1” E-bit. The
logical “1” on conductor 194 is continuously applied
until a logical “0” E-bit is found by continuity signal
generator 198. The output signals from continuity signal
generator 198 are also inverted and applied to an input
of AND gate 199. Accordingly, when timer 196 gener-
ates its logical ““1” output, it will be applied as a discon-
tinuity signal to conductor 193 via AND gate 199 when
continuity signal generator 198 is generating a logical
“0” output, indicating that no E-bits have been re-
ceived. Alternatively, whenever continuity signal gen-
erator 198 is generating a logical “1” output, the signal
on conductor 193 is forced to a logical “0” while the
logical “1” continuity signal is transmitted on conduc-
tor 194. It should be noted that the functions of the E-bit
" check circuit may be advantageously performed by
processor 66, thus, making the separate E-bit check
circuit 192 unnecessary. The use of the E-bit channel in
implementing call completion 1s discussed in greater
detail later herein.

The following is a description of the primary mode of
communication between the various control entities of
the switching system. Processor 66, in response to a
complete dialed number, performs translations with
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regard to that dialed number and formulates a control

message for central control 30 (FIG. 22) so that an idle
time slot for the call can be established through time-
multiplexed switch 10. This control message is stored in

memory 57 by processor 66. A DMA unit 58 of a type
well known in the art reads the control message at the
rate of one control word per frame and transmits that
word to a control word source register 80 (FIG. 24) 1n
interface unit 69 for transmission on the time-multi-
plexed line to time-multiplexed switch 10. Similarly,
control messages are received from other control units
and central control 30 at a control word destination
register 92 (FIG. 24) in interface unit 69 and transmitted
by DMA unit 58 to the memory 57 where they are read
by processor 66. Interface unit 69, which is shown in
detail in FIG. 24, includes a multiplex/demultiplex cir-
cuit 75 and two link interfaces 78 and 79. Multiplex/-
demultiplex circuit 75 is connected to receive data
words from the receive time-slot interchange unit 50 via
time-multiplexed line 68’ and to transmit data words to
transmit time-slot interchanger 53 via time-multiplexed
line 70’. It will be remembered that both time-multi-
plexed lines 68’ and 70’ convey data words at the rate of
512 channels per 125 microsecond frame. Multiplex/-
demultiplex circuit 75 splits the information received on
time-multiplexed line 68’ into two time-multiplexed
lines 76 and 77 by transmitting the data words in each
even-numbered channel on time-multiplexed line 77 and
by transmitting each odd-numbered channel on time-
multiplexed line 76. Each of the time-multiplexed lines
76 and 77 thus conveys information at the rate of 256
channels per frame. Additionally, multiplex/demulti-
plex circuit 75 combines the information on two 256-
channel time-multiplexed lines 85 and 86 onto the 512-
channel time-multiplexed line 70°’. This combination
occurs by alternatingly transmitting the data words
from time-multiplexed lines 85 and 86 such that the data
words from time-multiplexed line 85 are transmitted 1n
the odd-numbered channels of time-multiplexed line 70’
while data words from time-multiplexed line 86 are
transmitted in even-numbered channels. Time-multi-
plexed lines 76 and 85 are connected to link interface 78
and time-multiplexed lines 77 and 86 are connected to
link interface 79. It should be noted that the time-slot
interchange unit 11 operates on the basis of 512 time
slots (channels) per frame while the link interfaces 78
and 79 and the time-multiplexed switch 10 operate on
the basis of 256 time slots (channels) per frame. Further,
the channels of data words received from and transmit-
ted to time-slot interchange unit 11 are in complete
synchronism. That is, whenever a channel having a
given numerical designation is received by link inter-
face 78 from time-slot interchange unit 11, both link
interfaces 78 and 79 will be receiving and transmitting
channels having the same numerical designation with
respect to the time-slot interchange unit 11. In order to
maintain synchronism after the split, all odd-numbered
channels on time-multiplexed line 68’ are delayed by
multiplex/demultiplex circuit 75 so that the odd-num-
bered channel and the immediately following even-
numbered channel are transmitted on a respective one
of time-multiplexed lines 76 and 77 substantially simul-
taneously. Similarly, each data word from link interface
79 on time-multiplexed line 86 is delayed by multiplex/-
demultiplex circuit 75 such that it is transmitted on
time-multiplexed line 70’ immediately after the data
word received by multiplex/demultiplex circuit 75 sub-
stantially simultaneously therewith. In the course of the
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following description, the time slot of a given data word
refers to its time slot with respect to link interfaces 78
and 79 and the time-multiplexed switch 10. For exam-
ple, data words from channels 1 and 2 of time multi-
plexed line 68 are both associated with time slot 1 of the
link interfaces 78 and 79 and the time-multiplexed
switch 10. Each of the link interface units 78 and 79 is
uniquely associated with one input/output port pair of
time-multiplexed switch 10.

Link interface 78 (FIG. 24) includes the receiver 82
which receives data words transmitted serially from
time-multiplexed switch 10 via time-multiplexed line 15
and serially retransmits this information on a conductor
83. A clock recovery circuit 84 receives the incoming
bit stream by connection to conductor 83 and recovers
a 32.768-megahertz clock signal therefrom. This clock
signal 1s used to provide timing for link interface circuit
78. For reasons to be described in greater detail later
herein, the information received on time-multiplexed
line 15 is not necessarily in channel synchronization
with that transmitted on time-multiplexed line 13. In
order to achieve channel synchronism between the data
words on time-multiplexed lines 76 and 89, the incom-
ing data words on conductor 83 are buffered in a ran-
dom access memory circuit 87. The data words on
conductor 83 are written 1nto random access memory
87, at a location defined by a write address generator 88.
" Write address generator 88 receives a 2.048-megahertz
clock signal from the clock recovery circuit 84 and In
response thereto generates a recurring sequence of 256
write addresses in synchronism with the incoming data
words on conductor 83. Data words are read from
random access memory 87 for transmission to time-slot
interchange unit 11 at locations defined by a read ad-
dress generator 89 which generates a recurring se-
quence of 256 read addresses. The read addresses are
derived from information received from an offset cir-
cuit 90. Offset circuit 90 receives the write addresses
generated by the write address generator 88, and effec-
tively subtracts a predetermined number therefrom.
The result of this subtraction is then transmitted to read
address generator 89. In this manner, read address gen-
erator 89 generates a sequence of read addresses which
1S approximately one-fourth of a frame (64 time slots)
behind the addresses generated by the write address
generator 88.

Link interfaces 78 and 79 of interface unit 69 operate
in a master/slave mode to maintain channel synchro-
nism. In the present embodiment, link interface 78 is the
master and continues to operate in the manner described
above. The read address generator of link interface 79
i1s, however, driven by read addresses from the read
address generator 89 of link mterface 78. It should be
noted that, due to possible differences in the length of
time-multiplexed lines 15 and 16, more or less than one-
quarter frame of information may separate the write
addresses and read addresses utilized in link interface
79. This occurs since the data words transmitted on
time-multiplexed lines 85 and 86 are in channel synchro-
nism while no such synchronism is required on time-
multiplexed lines 1§ and 16.

The same channel is used in a given link interface to
both transmit and receive control messages. The partic-
ular channel used by a given link interface, e.g., link
interface 78, to convey control messages 1s preset and
stored in a control channel register 81. Each read ad-
dress generated by read address generator 89 is trans-
mitted to a comparator 91 which compares that read
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address to the preset control channel designation stored
in control channel register 81. When comparator 91
determines that the instant read address is identical to
the control channel designation, it generates a gating
signal which is transmitted to control word source reg-
ister 80 and to a control word destination register 92.
Control word destination register 92, in response to the
gating signal from comparator 91, stores the informa-
tion on time-multiplexed line 85. During that particular
channel, the information on time-multiplexed line 85
comprises the contents of the control channel to be
utilized by the control unit 17. By the operation of
DMA unit 58, the contents of control word register 92
are transmitted to memory 57 before the next control
channel. Similarly, control word source register 80
responds to the gating signal from comparator 91 by
gating its contents out to time-multiplexed line 76, thus
transmitting the control word. Control words are trans-
mitted and received by link interface 79 in a substan-
tially similar manner, however, the particular control
channel designation associated with link interface 79 is
different than that associated with link interface 78.
The read addresses generated by read address genera-
tor 89 are also transmitted to a frame sequence genera-
tor 93. Frame sequence generator 93 responds thereto

by generating a unique sequence of framing bits at the
rate of one bit per channel. During each channel, the bit
generated by the frame sequence generator 93 is trans-
mitted to a frame insert circuit 94 which places the
framing bit into the G-bit location of the data word
from time-slot interchange unit 11. The data word in-
cluding this framing bit is then transmitted via a paral-
lel-serial register 95 and a driver circuit 96 to time-mul-
tiplexed line 13 which 1s connected to a unique input
port of time-multiplexed switch 10. Each data word
received by link interface 78 includes a framing bit
which is generated and transmitted by the time-multi-
plexed switch 10. A frame checker 97 reads each fram-
ing bit of each data word from time-multiplexed switch
10 and determines 1f the communication between time-
multiplexed switch 10 and itself is still in synchronism.
If synchronism exists, no corrections are made; how-
ever, if synchronism is found not to exist, reframing is
accomplished by communication with the clock recov-
ery circuit 84 in a manner well known in the art.

The input and output ports of time-multiplexed
switch 10 can be considered in pairs for both ports are
connected to the same link interface. Further, each pair
of input and output ports of the time-multiplexed switch
10 is connected to a time-multiplexed switch link inter-
face of a type similar to link interfaces 78 and 79. Link
interface 78 is connected to a time-multiplexed switch
link interface 100 (FIG. 25) including a receiver 101
which receives data words from time-multiplexed line
13 and transmits those data words to a serial-parallel
register 102 via a time-multiplexed line 103. The bit
stream from time-multiplexed line 103 is also applied to
a clock recovery circuit 104 and a frame check circuit
105 which derive clock signals therefrom and determine
if frame synchronism is present, respectively. Time-
multiplexed switch link interface 100 further includes a
write address generator 106 which generates a sequence
of write addresses in response to signals from clock
recovery circuit 104. Each.data word transmitted to
serial-parallel register 102 is then written into a random
access memory 107 at the address generated by write
address generator 106.
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Time-multiplexed switch 10 also includes a time-
shared space division switch 108 which operates in
frames of 256 time slots of approximately 488 nanosec-
onds each to complete paths among its input and output
ports. Control information defining the switching path
between the input and output ports to be connected
during each time slot is stored in a control memory 29
(FIG. 22) which is read each time slot to establish those
connections. It will be remembered that each time slot
has a numerical designation and that during a given time
slot the data word channel having the same numerical
designation is to be switched. Accordingly, all data
words in a channel having a given numerical designa-
tion must be transmitted to the time-shared space divi-
sion switch 108 during their associated time slot to
avoid inaccurate switching. To this end, time-multi-
plexed switch 10 includes a master clock circuit 109 for
generating a recurring sequence of 256 read addresses
which are transmitted to each random access memory
of each time-multiplexed switch link interface substan-
tially simultaneously. Accordingly, random access
memory 107 and the equivalent random access memo-
ries included in all other time-multiplexed switch link
interfaces read a data word associated with the same
time slot at substantially the same time. The data words
read from random access memory 107 are transmitted
to a parallel-serial shift register 110 from which they are
transmitted to time-shared space division switch 108.

All data words to be transmitted on time-multiplexed
line 15 to link interface 78 are received from the time-

shared space division switch 108 on a conductor 111

-within one time slot of their transmission into time-
- shared space division switch 108. Time-multiplexed
“switch link interface 100 includes a frame sequence
generator 112 which generates a sequence of framing
bits at the rate of one bit per time slot. The framing bits
are transmitted to a frame insert circuit 113 which
- places the frame bit in bit position G of each data word
~ on conductor 111. Each data word on conductor 111 is
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- 78 via time-multiplexed line 135.

The following is an example of call setup and removal
in the system of FIG. 22. In the example, a subscriber at
subscriber set 23 wishes to call subscriber 26. Line unit
19 detects the originating off-hook at subscriber set 23
and transmits a message to control unit 17 via communi-
cation path 27. Control unit 17, in response to this mes-
sage from line unit 19 transmits an instruction to line
unit 19 defining which communication channel between
line unit 19 and time-slot interchange unit 11 is to be
used for data word communication. Further, control
unit 17 begins to transmit dial tone in the channel assoct-
ated with the newly off-hook subscriber between time-
slot interchange unit 11 and line unit 19. Control unit 17
continues to survey the DC state of subscriber set 23.
Control unit 17 further detects the dialing of digits at
subscriber set 23 and terminates dial tone in response to
the first such digit. Based on the entire dialed number
and the calling party’s identity, control unit 17 formu-
lates a control message for central control 30. This
control message comprises a destination portion identi-
fying central control 30 and further includes the calling
party identity, the called party identity, and certain
calling party related information, e.g., class of service.

FIG. 27 is a functional diagram of the communication
among the processors for the establishment of a call
between subscribers. In FIG. 27 originating unit 190
represents originating subscriber set 23, line umt 19,
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time-slot interchange unit 11, and control unit 17. Simi-
larly, terminating unit 191 represents terminating sub-
scriber 26, line unit 22, time-slot interchange unit 12,
and control unit 18. Each communication in the call
completion sequence is represented in FIG. 27 by a line,
terminating with an arrowhead to indicate its direction,
having an associated letter (a) through (g). In the course
of the following discussion, the letters (a) through (g)
are used to identify the particular communication being
discussed. The control message (a) formulated by con-
trol unit 17 of the originating unit 190 is transmitted, as
previously described, one control word per frame in the
control channel of time-multiplexed line 13. The time-
multiplexed line associated with an odd-numbered 1in-
put/output port is the primary time-multiplexed line
used to convey control messages. The time-multiplexed
line associated with an even-numbered input/output
port pair is utilized to convey longer messages such as
program and/or data update messages. Accordingly,
the control channel of time-multiplexed line 13 1s used
to convey the control messages in the present example.
The control words in this control channel are switched
by time-multiplexed switch 10 to the control distribu-
tion unit 31 during the time slot associated with that
control channel. As previously described, control distri-
bution unit 31 interprets the destination portion of the
message received and transmits the message to central
control 30.

Central control 30 computes the identity of the time-
slot interchange unit associated with the called party
identity and assigns an idle time slot for communication
between called and calling parties. In the present exam-
ple, it is assumed that time slot TS 16 is selected for this
communication. Central control 30 then transmits a
control message (b) to time-slot interchange unit 12 of
terminating unit 191 which is connected to subscriber
set 26 via the control distribution unit 31 and time-multi-
plexed switch 10. This control message (b) comprises
the called subscriber identity, the identity of time-slot
interchange unit 11 which is connected to the calling
party and the time slot to be used for communication
through time-multiplexed switch 10. At substantially
the same time that central control 30 transmits the con-
trol message (b) to time-slot interchange unit 12, it
transmits instructions (c) to control memory 29 via
communication path 49 which instructions define the
switching paths to be used during time slot TS 16 to
connect time-slot interchange unit 11 and time-slot in-
terchange unit 12. Control unit 18 of terminating unit
191 in response to the control message (b) from central
control 30 assigns a channel between line unit 22 and
time-slot interchange unit 12 for the communication
with subscriber set 26 and begins transmission of the
logical “1” E-bit (d) in the channel associated with
subscriber set 26 to the time-multiplexed switch 10.
Recall that a control unit controls the transmission of
logical “1” E-bits in a given channel by accessing the
storage location of RAM 55 associated with that chan-
nel and setting its E-bit position to a logical “1”. Fur-
ther, control unit 18 formulates a control message defin-
ing the identities of time-slot interchange unit 12 of the
terminating unit 191, the time slot (T'S 16) which is to be
used for the communication, and any information about
subscriber set 26 which is necessary for control unit 17
to complete the call. This control message (e) 1s trans-
mitted to time-slot interchange unit 11 of originating
unit 190 via the control channel to time-multiplexed
switch 10, the control distribution unit 31 and back
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through time-multiplexed switch 10 in the control chan-
nel associated with time-slot interchange unit 11. In
addition to the above, processor 66 of control unit 18

instructs E-bit check circuit 192 to survey the state of

the E-bit in time slot TS 16 for a predetermined period
of time, e.g., 128 frames.

Control unit 17, in response to the message from
control unit 18 begins to transmit in the channel associ-

ated with subscriber set 23 a logical “1” E-bit (f) to

d

time-multiplexed switch 10. Further, control unit 17 of 10

the originating unit 190 checks the E-bit of the incom-
ing channel 16 from time-slot interchange unit 12 for the
presence of a logical “1”. When such a logical “1” E-bit
1s received, a continuity signal is transmitted from E-bit
check circuit 192 to processor 66 of control unit 17
indicating that communication path continuity from
time-slot interchange unit 12 to time-slot interchange
unit 11 1s known. When communication path continuity
exists from time-slot interchange unit 11 to time-slot
interchange unit 12, E-bit check circuit 192 of control
unit 18 will detect a logical “1” E-bit in channel 16
during the predetermined period of time. E-bit check
circuit 192 of control unit 18 transmits a continuity
signal to its associated processor 66 in response to the
logical “1” E-bit. In response to the continuity signal
from E-bit check circuit 192 of control unit 18, line unit
22 1s notified to transmit ring current to subscriber set 26
and audible ring tones are returned during time slot T'S
16 to subscriber set 23. When subscriber set 26 is taken
off-hook, line unit 22 notifies control unit 18 which
terminates the transmission of audible ring tones to
subscriber set 23 and terminates the application of ring
current to subscriber set 26. Control unit 18 then trans-
mits a control message (g) over the control channel
from time-slot interchange unit 12 to time-slot inter-
change unit 11 indicating that an answer has occurred.
The parties can now communicate.

Call termination normally is controlled by the control
umit associated with the calling party, which, in the
present example, is control unit 17. When subscriber set
23 goes on-hook, the E-bit in the channel between sub-
scriber sets 23 and 26 is changed to a logical “0”. Con-
trol unit 18 in response to the logical “0” E-bit transmits
a control message to central control 30 defining that its
part of the call is completed. Further, a similar message
1s transmitted from control unit 17 when the on-hook is
detected. In response to these two messages, central
control 30 controls the control memory 29 to drop the
path connecting the channels between subscriber sets 23
and 26. Further, the control units 17 and 18 make the
path from their associated subscriber sets to the time-
multiplexed switch 10 idle so that these paths can be
used for further communications. When subscriber set
26 1s the first to go on-hook, control unit 18 transmits
the control message to control unit 17 via the control
channel informing control unit 17 that the on-hook has
occurred. Control unit 17, in response to such a mes-
sage, waits for a predetermined period of time, similar
to hit timing, then initiates the call termination proce-
dure as described immediately above.

The terminating party can have certain characteris-
tics which change the normal call completion/termina-
tion routine. For example, subscriber 26 (the terminat-
ing subscriber of the previous example) might be subject
to call tracing. In this situation it is desirable that any
call to subscriber 26 be held in the completed state until
subscriber 26 goes on-hook. In accordance with this
example, a call is established in much the same manner
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as described in the previous example. The first control
message from time-slot interchange unit 12 to time-slot
interchange unit 11, however, will include a portion
indicating that call tracing is operative on the soon-to-
be-completed call. Control unit 17 in response to this
control message, modifies the call termination sequence
so that the completed paths are not removed until a
message 1s received from control unit 18 indicating that

subscriber 26 has gone on-hook.

EXEMPLARY EMBODIMENT OF THE
INVENTION

An exemplary embodiment of the present invention,
shown in FIGS. 1 through 3 arranged in accordance
with FIG. 12, comprises the time division, circuit

- switching system of FIG. 22 into which four additional
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switching modules 1000, 2000, 3000, and 4000 are inte-
grated. The additional switching modules are con-
nected using input/output port pairs P55 through P62

of time multiplexed switch 10. Only switching modules
1000 and 4000 are shown in detail in FIG. 2 and 3. A

given switching module, e.g., 1000, provides both pack-
et-switched communication channels and circuit-
switched communication channels among the plurality
of user terminals, e.g., 1001, 1002, connected thereto
without transmitting such channels through time-multi-
plexed switch 10. Time-multiplexed switch 10 is only
used for intermodule calls.

Switching Module 10600

Switching module 1000 (FIG. 2) includes two digital
Iine units 1101 and 1102, a time-slot interchange unit
1011, a control unit 1017, a processor interface 1300 and
a packet switching unit 1400. Time-slot interchange unit
1011 and control unit 1017 are substantially identical to
time-slot interchange unit 11 and control unit 17 (FIG.
23) already described. Since in the present embodiment,
the signaling between user terminals and control unit
1017 is done using message signaling via user D-chan-
nels, packet switching unit 1400 and processor interface
1300, the processor functions required in control unit 17
to detect on-hook and off-hook conditions, dialed digits,
etc. are not required in control unit 1017. In control unit
17, the control interface 56 (FIG. 23) is used to convey
control information to line units via path 27. In control
unit 1017, the equivalent of control interface 56 is used
to convey control information via a communication
path 1027 to digital line units 1101 and 1102 and to
packet switching unit 1400. Bus 1059, which is the
equivalent of bus §9 in control unit 17 used for commu-
nication with processor 66, is also connected to proces-
sor interface 1300 and is the means by which signaling
information is conveyed between user terminals and
control unit 1017.

Digital Line Unit 1101

Digital line unit 1101 is shown in greater detail in
F1G. 4. Each user access line, e.g., 1003, terminates on
a separate one of a plurality of digital line circuits 1105.
Recall that in the present embodiment user access line
1003 1s a four-wire T-interface conveying a 192 kilobits
per second bit stream in each direction on a separate
pair of wires. Also recall that 144 kilobits per second are
used to convey user information including message
signaling and that the 144 kilobits per second comprises
two 64 kilobits per second circuit-switched B-channels
and one 16 kilobits per second packet-switched D-chan-
nel. User terminal 1001 transmits the 192 kilobits per
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second bit stream in 48-bit line frames at the rate of 4000
line frames per second. Each 48-bit line frame includes
a framing bit that uses a bipolar violation to mark the
start of a frame, various other control bits, DC balanc-
ing bits, superframe bits and spare bits and also includes
two, 8-bit occurrences of each of the two B-channels
and two, 2-bit occurrences of the single D-channel.
Digital line circuit 1105 receives the 192 kilobits per
second bit stream from user terminal 1001 via trans-
former coupling to provide DC isolation, common
mode signal rejection and overvoltage protection. Digi-
tal line circuit 1105 detects the start of each line frame
and thereafter stores the information from the two B-
channels and the single D-channel in separate registers
(not shown). Such received information is thereafter
transmitted either to a time-slot assignment unit 1111 on
a 32-channel bidirectional bus 1108 or to a second time-
slot assignment unit 1112 on another 32-channel bidirec-
tional bus 1109. The information defining the particular
time slot or channel on one of the two buses 1108 or
1109 that each B-channel or D-channel is to be transmit-
ted in, is determined based on information received
from a line group controller 1106, which coordinates
the operation of 16 of the digital line circuits 1103. A
given time slot on one of the buses 1108 1s used to trans-
mit one 8-bit occurrence of one B-channel from one
digital line circuit 1105 or one 2-bit occurrence of the
D-channel from each of four of the digital line circuits
1105. Time-slot assignment unit 1111 receives informa-
tion from each group of 16 line circuits 1105 via one of
the buses 1108. Similarly, time-slot assignment unit 1112
receives information from each group of 16 line circuits
1105 via one of the buses 1109. The buses 1108 and 1109
can be load-shared in accordance with the assignments
by the line group controllers 1106 defining the mapping
between user B-channels and D-channels and time slots
" on the buses 1108 and 1109. The line group controllers
1106 in turn receive their information from a single line
unit controller 1107 which communicates with control
unit 1017 via communication path 1027 to initialize such
‘mapping. Line unit controller 1107 also controls the
operation of the time-slot assignment units 1111 and
1112. The function of the time-slot assignment units
1111 and 1112 is to place the time slots received from
the digital line circuits 1105, on specified time slots of
the 32-channel bidirectional data buses 1201 to time-slot
interchange unit 1011 or on specified time slots of the
32-channel bidirectional data buses 1202 to packet
switching unit 1400. Recall that the buses 1201 convey
primarily B channel information but that some D-chan-
nel information is conveyed thereon and subsequently
transmitted in predetermined channels via time-slot
interchange unit 1011 and bus 1205 to packet switching
unit 1400. The buses 1202 convey only D-channel infor-
mation directly to packet switching unit 1400.

Time slot assignment units 1111 and 1112 also operate
to receive information from time-slot interchange unit
1011 on the buses 1201 and from packet switching unit
1400 on the buses 1202 and to transmit such received
information in the specified time slots to the digital line
circuits 1105. Each digital line circuit 1105 receives its
two B-channels and its single D-channel from associ-
ated time slots on the buses 1108 and/or 1109 and for-
mats the received information into 48-bit line frames.
Such line frames are then transmitted via transformer
coupling to the user line, e.g., 1003, at the 192 kilobits

per second rate.
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Packet Switching Unit 1400

A more detailed diagram of packet switching unit
1400 and processor interface 1300 is presented in FIGS.
5 through 11, arranged in accordance with FIG. 13.
Packet switching unit 1400 includes six data fanout units
1600-0 through 1600-5 (FIG. 7) which distribute the
time slots received on the buses 1202 from digital line
units 1101 and 1102 and on the bus 1205 from time-slot
interchange unit 1011, to 96 protocol handlers 1700-0
through 1700-95, only protocol handlers 1700-0,
1700-15, 1700-80 and 1700-95 being specifically shown
in FIG. 8 and 9. Data fanout units 1600-0 through
1600-5 also transmit information received from the pro-
tocol handlers, in the assigned time slots on the buses
1202 to digital line units 1101 and 1102 and on the bus
1205 to time-slot interchange unit 1011. Each data fan-
out unit is associated with sixteen protocol handlers.
For example, data fanout unit 1600-0 is associated with
protocol handlers 1700-0 through 1700-15 and data
fanout unit 1600-5 is associated with protocol handlers
1700-80 through 1700-95. The data fanout units 1600-0
through 1600-5 receive assignment information, re-
ferred to herein as assignment signals, concerning the
mapping of time slots between the protocol handlers
and the buses 1202 and 1205, from control unit 1017 via
communication path 1027, a control fanout unit 1500
(FIG. 6) and a control bus 1501. The protocol handlers
1700-0 through 1700-95 receive, process and store pack-
ets from the D-channels of the user terminals associated
therewith (or inter-module packets via bus 1205), and
when enabled by packet interconnect 1800 (FIGS. 10
and 11) transmit such stored packets to destination pro-
tocol handlers or, in the case of signaling packets, to
processor interface 1300 (FIG. §). Destination protocol
handlers store the packets received from packet inter-
connect 1800 and subsequently transmit those packets in
the D-channels of destination user terminals. Processor
interface 1300, in response to signaling packets from
protocol handlers, stores such signaling packets to be
subsequently read by control unit 1017 via bus 1059.
Processor interface 1300 also receives signaling infor-
mation written via bus 1059 by control unit 1017, stores
such information in signaling packets, and, when en-
abled by packet interconnect 1800, transmits the signal-
ing packets to destination protocol handlers. At any
given time, a number of the protocol handlers may be
designated as spares. Such spare designation and other
configuration and control information is transmitted by
control unit 1017 via communication path 1027, control
fanout unit 1500 and a control bus 1502 to packet inter-
connect 1800. Packet interconnect 1800 also distributes
certain control information to specific protocol han-
dlers via control buses 1702-0 through 1702-5 (FIG. 9).
Packet interconnect 1800 includes six packet fanout
units 1900-0 through 1900-5 (FIG. 11). Each packet
fanout unit receives packets from and transmits packets
to sixteen protocol handlers. For example, packet fan-
out unit 1900-0 receives packets from and transmits
packets to protocol handlers 1700-0 through 1700-15
and packet fanout unit 1900-5 receives packets from and
transmits packets to protocol handlers 1700-80 through
1700-95.

Data Fanout Unit 1600-0

Data fanout unit 1600-0 (FIG. 7) includes a multi-
plexer 1610 which receives the time slots from digital
line units 1101 and 1102 on the 32-channel buses 1202
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and from time-slot interchange unit 1011 on the 32-
channel bus 1205 and transmits such received time slots
on a single time-multiplexed line 1612 to a receive time-
slot interchanger 1650. Receive time-slot interchanger
1650 performs the time-slot interchange function by
transmitting the information received from multiplexer
1610, in predefined time slots on a time-multiplexed line
1613 to a demultiplexer 1620. The time slot definitions
used by receive time-slot interchanger 1650 are stored
in a control RAM 1655 at system initialization or upon
a subsequent system reconfiguration, by a processor
1632. Processor 1632 receives such time-slot definitions
via a universal asynchronous receiver transmitter
(UART) 1631, control bus 1501 and an associated
UART 1511-0, from a processor 1510 included in con-
trol fanout unit 1500 (FIG. 6). Demultiplexer 1620 dis-
tributes the time slots on time-multiplexed line 1613 in a
predetermined manner to sixteen, 32-channel bidirec-
tional data buses 1601-0 through 1601-15 connected to
the 16 protocol handlers 1700-0 through 1700-15 associ-
ated with data fanout unit 1600-0. Similarly, in the re-
verse direction, a multiplexer 1621 receives the time
slots on the 32-channel buses 1601-0 through 1601-15
from protocol handlers 1700-0 through 1700-15 and
transmits the recetved time slots on a single time-multi-

plexed line 1614 to a transmit time-slot interchanger

1653. In accordance with the time-slot definitions stored
in control RAM 165§, transmit time-slot interchanger
1653 transmits the information received from multi-
plexer 1621 on a single time-multiplexed line 1615 to a
demultiplexer 1611. Demultiplexer 1611 then distributes
the time slots received on time-multiplexed line 1615 in
a predetermined manner to the buses 1202 for transmis-
sion to the digital line units 1101 and 1102, and to bus
12035 for transmission to time-slot interchange unit 1011.
Note that bus 1205 is connected to only one of the data
fanout units, unit 1600-0. Data fanout unit 1600-0 re-
celves timing signals from time-slot interchange unit
1011 via bus 1205 and distributes such timing signals to
each of the data fanout units 1600-1 through 1600-5 as
well as to time slot assignment and rate adapt units
included in the protocol handlers, e.g., unit 1405 in
protocol handler 1700-0 (FIG. 8), to properly time the
operation of the various components therein. The distri-
bution of timing signals is not shown in the drawing.
Although the operation of data fanout unit 1600-0 is
generally similar to that of time-slot interchange unit 11
(FIG. 23) already described, it is noted that whereas
time-slot interchange unit 11 performs a circuit switch-
ing function, i.e., interchanging time slots to provide
communication channels for calls, data fanout unit
1600-0 performs only a distribution function by map-
ping each time slot on the buses 1202 and 1205 to any
specified time slot on the buses 1601-0 through 1601-15
on a relatively permanent basis and performs no switch-
ing function with respect to calls.

Protocol Handler 1700-0

Protocol handler 1700-0 (FIG. 8) includes a time-slot
assignment and rate adapt unit 1405 which interfaces
the bidirectional data bus 1601-0 from data fanout unit
1600-0, to 32 HDLC circuits 1406-0 through 1406-31.
Each HDLC circuit, e.g., 1406-0, is used to terminate
the HDLC link-level protocol from the 16 kilobits per
second D-channel of one user terminal and is also re-
ferred to herein as a protocol processor. Recall that a
given channel or time slot on data bus 1601-0 is used for
up to four D-channels, i.e., eight bits comprised of two
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bits from each D-channel. Time slot assignment and rate
adapt umt 1405 includes 32 incoming shift registers (not
shown) and 32 outgoing shift registers (not shown), one
incoming shift register and one outgoing shift register
for each HDLC circuit. A given incoming shift register
receives two bits from a predetermined time slot on data
bus 1601-0 during each 125-microsecond frame. After
four such frames, the given incoming shift register has
accumulated eight bits and unit 1405 transmits a clock
signal to the associated HDLC circuit, e.g., 1466-0, and
the accumulated eight bits are transmitted into HDLC
circuit 1406-0. Since the given incoming shift register
receives information from only one time slot per 125-
microsecond frame, the bits can be transmitted from the
incoming shift register to HDLC circuit 1406-0 at a
lower rate than they were received from data bus
1601-0. In the reverse direction, HDLC circuit 1406-0
transmits eight bits to a given outgoing shift register,
and those bits are inserted in the predetermined time
slot on data bus 1601-0. Two bits are inserted during
each occurrence of the predetermined time slot over -
four 125-microsecond frames. Time-slot assignment and
rate adapt unit 1405 can also be reconfigured such that
a given HLDC circuit can terminate D-channels at
higher rates, e.g., 64 or 256 kilobits per second, using
multiple incoming and outgoing shift registers and mul-.
tiple time slots.

Protocol handler 1700-0 includes three control enti-
ties: a processor 1442, a DMA processor 1423 and a
communications controller 1443. DMA processor 1423,

e.g., the Intel 80186, is a lower-level processor responsi-
ble for the transfer of information via a bus 1420 be-

tween the HDLC circuits 1406-0 through 1406-31 and
buffers in a RAM 1470. Communications controller
1443, e.g., the Intel 82586, performs a similar function
with respect to the transfer of information via a bus
1440, between the bus 1701-0 (connected to packet
interconnect 1800) and buffers in RAM 1470. Processor
1442, e.g., the Intel 80186, represents the higher intelli-
gence of protocol handler 1700-0. DMA processor 1423
has an associated erasable programmable read only
memory (EPROM) 1421 for storing its program and an
associated RAM 1422 for storing its program stack and
various local variables. Processor 1442 also has an asso-
ciated EPROM 1441 for storing its program. Associ-
ated with RAM 1470 are a dual port RAM controller
1471, e¢.g., the Intel 8207, an error detection and correc-
tion unit 1472, e.g., the Intel 8206, and a selector 1473.
In the present embodiment, RAM 1470 has 256K, 22-bit
locations and 1s implemented as 22 memories each hav-
ing 256K, one-bit locations. Each location of RAM
1470 1s used to store a 16-bit data word and a six-bit
error check code generated by error detection and cor-
rection unit 1472. The error check code is used by unit
1472 to correct all single-bit errors and to detect all
double-bit errors in data words being read from RAM
1470. Dual port RAM controller 1471 transmits a select
signal to selector 1473 to define which one of the two
buses 1420 and 1440 has access to RAM 1470 at any
given time. RAM 1470 includes two system control
blocks (not shown), one associated with DMA proces-
sor 1423 and the other associated with communications
controller 1443. Processor 1442 controls the operation
of DMA processor 1423 and communications controller
1443 by writing control information via bus 1440 into
the appropriate system control block of RAM 1470 and
then transmitting a control signal either via a conductor
1431 to DMA processor 1423 or via a conductor 1445 to
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communications controller 1443. In response to such
control signals, DMA processor 1423 and communica-
tions controller 1443 read their associated system con-
trol blocks in RAM 1470 to determine what action has
been requested by processor 1442. RAM 1470 further
includes a plurality of buffers of a predetermined size
used for storing packets received from HDLC circuits
1406-0 through 1406-31 and packets received from
packet interconnect 1800 via bus 1701-0. Each such
buffer has an associated buffer control block which
‘defines certain characteristics of the buffer, e.g., buffer
size. A given packet may require several buffers con-
nected as a chain. Each buffer control block defines the
location of the next buffer in such a chain.

At system initialization, control unit 1017 effects via
communication path 1027, control fanout unit 1500 and
control bus 1502, the transmission by a processor 1922
(FIG. 11) of a reset signal on a conductor of bus 1702-0
to processor 1442. In response, processor 1442 returns
to a known state and then writes via bus 1440 a read
command into the RAM 1470 system control block for
communications controller 1443. Processor 1442 then
transmits a control signal on conductor 1445 to commu-
nications controller 1443 and, in response, communica-
tions controller 1443 reads its RAM 1470 system con-
trol block. That system control block also includes
information defining the list of available buffers to be
used by communications controller 1443 for storing
packets. In response to the read command in 1ts system
control block, communications controller 1443 begins
listening on the bus 1701-0 for the beginning of a packet.
As part of the initialization, control unit 1017 transmits
initialization information to processor interface 1300.
Processor interface 1300 (which has previously been
initialized by control unit 1017 in a manner similar to
that being described for protocol handler 1700-0) then
transmits a packet containing the initialization informa-
tion via packet interconnect 18060 and bus 1701-0 to
protocol handler 1700-0. Communications controller
1443 detects the beginning of the packet and assigns one
or more of its available buffers in RAM 1470 to be used
to store the packet. When communications controller
1443 detects the end of the packet, it transmits an inter-
rupt signal via a conductor 1444 to processor 1442. In
response to the interrupt signal, processor 1442 reads
the initialization packet from RAM 1470. The initializa-
tion packet contains system configuration information.
Such information includes a definition of the configura-
tion of time-slot assignment and rate adapt unit 1405,
e.g., the association of time slots on data bus 1601-0 with
particular HDLC circuits for operation at various de-
fined bit rates such as 16, 64 or 256 kilobits per second.
Processor 1442 transmits such configuration informa-
tion to time-slot assignment and rate adapt unit 1405 via
bus 1440. Processor 1442 then effects the transmission
by communications controller 1443 of an acknowledg-
ment packet via packet interconnect 1800 to processor
interface 1300. The acknowledgment packet is in turn
read by control unit 1017. In response, control unit 1017
effects the transmission a further initialization packet to
the RAM 1470 of protocol handler 1700-0. Processor
1442 then reads this packet from RAM 1470. The
packet defines that certain ones of the HDLC circuits
are presently associated with active user terminals. In
response to the packet, processor 1442 writes a com-
mand into the RAM 1470 system control block for
DMA processor 1423. Processor 1442 then transmits a
control signal via conductor 1431 to DMA processor
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1423 and, in response, DMA processor 1423 reads the
command in its system control block via bus 1420.
Based on the command, DMA processor 1423 transmits
control information via bus 1420 requesting that certain
ones of the HDLC circuits 1406-0 through 1406-31,
initialize HDLC communication links with peer HDLC
circuits (not shown) in their associated user terminals.
The link initialization includes the continuous transmis-
sion of idle flags by the HDLC circuits at each end of
the link. The HDLC circuits perform the HDLC link-
level functions such as bit stuffing, error checking, etc.
in a manner well known in the art. DMA processor
1423 repetitively scans each of the HDLC circuits
1406-0 through 1406-31 to determine when the begin-
ning of a packet has been received. Upon determining
that an HDLC circuit, e.g., 1406-0, has received the
beginning of a packet, processor 1423 selects an avail-
able RAM 1470 buffer to be used to store at least the
initial portion of the packet. Processor 1423 stores the
address of the selected buffer in its associated RAM
1422. Thereafter, each byte received by HDILC circuit
1406-0 is transferred via bus 1420 to the selected RAM
1470 buffer based on the address stored in RAM 1422,
(Alternatively, RAM 1422 can be used to temporarily
store alternate bytes such that full 16-bit words can be
transferred to RAM 1470.) Of course, if the packet is of
sufficient length to exceed the first assigned buffer,
additional buffers are assigned as needed. The entire
chain of buffers used to store the complete packet is
linked together via pointers stored in the buffer control
blocks associated with the buffers. When HDLC circuit
1406-0 determines that the entire packet has been re-
ceived, its stores a bit so indicating in an internal regis-
ter (not shown). It also stores a bit indicating whether
the HDLC frame including the packet was received
without error. DMA processor 1423 reads the bit indi-
cating the end of a packet and, in response, transmits an
interrupt signal via conductor 1432 to processor 1442.
In response, processor 1442 reads at least the header of
the packet via bus 1440 from RAM 1470. If the header
indicates that the packet is a signaling packet, i.e., its
header defines logical channel LCNI, processor 1442
effects the transmission by communications controller
1443 of that packet in an internal packet frame via
packet interconnect 1800 to processor interface 1300.
Part of the internal packet frame defines the physical
address of processor interface 1300 as the destination of
the packet. On the other hand, if processor 1442 upon
reading the header of the packet from RAM 1470, de-
termines that the packet is a data packet, processor 1442
consults a routing table stored in RAM 1470 to deter-
mine both the physical address of the destination proto-
col handler and an internal logical channel number
(ILCN) to be used by the destination protocol handler
in transmitting the packet to the correct user terminal in
the correct logical channel. (The storing of such routing
tables in the process of establishing a virtual circuit
between two user terminals is described later herein.)
Processor 1442 then effects the transmission by commu-
nications controller 1443 of the data packet in an inter-
nal packet frame via packet interconnect 1800 to the
destination protoco handler. The internal packet frame
includes both the physical address of the destination
protocol handler and the ILCN. The internal packet
frame also includes the physical address of the source
protocol handler, i.e., 1700-0, to be used by the destina-
tion protocol handler in transmitting an acknowledg-
ment packet back to the source protocol handler.




4,592,048

29
Within protocol handler 1700-0, processor 1442 is re-

sponsible for all network level functions, e.g., the ap-
propriate routing of signaling and data packets. Proces-
sor 1442 1s also responsible for effecting the retransmis-
sion of an HDLC frame upon a determination via DMA
processor 1423 that a frame was received in error.

Communications controller 1443 operates to transfer
Incoming packets recetved on bus 1701-0 from packet
interconnect 1800 to available buffers in RAM 1470 in a
manner analogous to that of DMA processor 1423 in
transferring packets from the HDLC circuits 1406-0
through 1406-31 to buffers in RAM 1470. For data
packets, processor 1442 again uses the routing table
stored in RAM 1470 to effect the transmission of the
data packet to the correct HDL.C circuit with the cor-
rect LCN. Certain of the signaling packets received on
bus 1701-0 from packet interconnect 1800 are used by
processor 1442 in writing the necessary entries in the
routing table of RAM 1470 in the process of establishing
virtual circuits. Other signaling packets received on bus
1701-0 are routed based on their ILCNs and the RAM
1470 routing table, to user terminals via the HDLC
circuits 1406-0 through 1406-31.

Although not shown in the drawing, protocol han-
dler 1700-0 further includes a duplicate communications
controller connected on bus 1440 to interface protocol
handler 1700-0 with a duplicate packet interconnect. A
register 1447, which stores status bits received via bus
1702-0 from processor 1922, stores a bit defining
whether communications controller 1443 or the dupli-
cate communications controller 1s presently active.

Processor Interface 1300

A substantial portion of processor interface 1300
(FIG. S) 1s 1dentical to protocol handler 1700-0. Specifi-
cally, EPROM 1341, bus 1340, processor 1342, conduc-
tors 1344 and 1345, communications controller 1343,
selector 1373, dual port RAM controller 1371, RAM
1370 and error detection and correction unit 1372 are
identical to the corresponding elements of protocol
handler 1700-0 that are numbered exactly 100 greater.
However, instead of receiving information from 32
HDLC circuits as does RAM 1470 in protocol handler
1700-0, RAM 1370 of processor interface 1300 receives
information from control unit 1017 via bus 1059 and a
buffer 1352. An address counter 1351 is used by control
unit 1017 as a means of indirectly addressing locations in
RAM 1370. For example, to write certain control infor-
mation into RAM 1370, control unit 1017 writes the
address of the first RAM 1370 buffer to be used to store
such information, into address counter 1351. As the first
RAM 1370 bufier 1s filled, address counter 1351 is auto-
matically incremented to define the locations of that
buffer. Processor 1342 can be reset by control unit 1017
to reinitialize the system via one conductor of bus 1059.

Packet Interconnect 1800

- The protocol handlers 1700-0 through 1700-95 as
well as processor interface 1300 and a duplicate proces-
sor interface (not shown) are each connected to packet
interconnect 1800 (FIG. 10 and 11) by means of a six-
conductor bus (or alternatively, a bus comprising six
differential pairs). (The duplicate processor interface is
used to interface packet mterconnect 1800 with a dupli-
cate control unit (not shown) used to control switching
module 1000 upon a failure of control unit 1017.) Proto-
col handlers 1700-0 through 1700-95 are connected to
packet interconnect 1800 by the buses 1701-0 through
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1701-95. Processor interface 1300 and the duplicate
processor interface are connected to packet intercon-
nect 1800 by the buses 1301 and 1302. Each of the buses
1701-0 through 1701-95, 1301 and 1302 is used to trans-
mit three signals to packet interconnect 1800 (a Request
To Send (RTS) signal, a Transmit Clock (TC) signal
and a Transmit Data (TD) signal) and to receive three
signals from packet interconnect 1800 (a Clear To Send
(CTS) signal, a Receive Clock (RC) signal and a Re-

ceitve Data (RD) signal). Protocol handler 1700-0, for
example, operates as follows to transmit a packet via
packet interconnect 1800. When the communications
controller 1443 of protocol handler 1700-0 determines
that a packet is ready for transmission to packet inter-
connect 1800, it transmits 2 logic zero RTS signal to
packet interconnect 1800. Packet interconnect 1800
subsequently returns a logic zero CTS signal to proto-
col handler 1700-0. In response, the communications
controller 1443 of protocol handler 1700-0 transmits the
packet as the TD signal to packet interconnect 1800 as
well as the bit rate clock as the TC signal. By the opera-
tion of packet interconnect 1800, only one protocol
handler or processor interface is allowed to transmit at
a time. The TD and TC signals transmitted by protocol
handler 1700-0 are received by each of the protocol
handlers 1700-0 through 1700-95 as well as processor
interface 1300 and the duplicate processor interface as
their RD and RC signals, respectively. However, typi-
cally only one destination is defined by a physical desti-
nation address at the beginning of the packet, and only
that destination will use the RC signal to clock the bits
of the packet into its communication controller for
subsequent storage.

Packet interconnect 1800 implements two levels of
selection in granting permission to transmit to the pro-
tocol handlers and processor interfaces. At the lower
level, six packet fanout uwnits 1900-0 through 1900-5
(FIG. 11) are used to select among the 96 protocol
handlers 1700-0 through 1700-95. For example, packet
fanout unit 1900-0 selects among the 16 protocol han-
dlers 1700-0 through 1700-15 and packet fanout unit
1900-5 selects among the 16 protocol handlers 1700-80
through 1700-95. At the higher level, a selector unit
1810 (FIG. 10) is used to select among the six packet
fanout units 1900-0 through 1900-5, processor interface
1300 and the duplicate processor interface. Packet inter-
connect 1800 implements a fixed selection sequence. By
virtue of the two levels of selection, each processor
interface is enabled 16 times for each enabling of an

individual protocol handler.
Packet fanout unit 1900-0 (FIG. 11) includes three

16:1 multiplexers 1931, 1932 and 1933 that receive the
RTS, TC and TD signals, respectively, from the proto-
col handlers 1700-0 through 1700 15. (The RTS signals
from the protocol handlers 1700-0 through 1700-15 are
received by 16 AND gates 1924-0 through 1924-15. An
enable latch 1923 stores 16 bits defining whether each of
the 16 protocol handlers 1700-0 through 1700-15 is
presently active or being maintained as a spare. The bits
are stored in enable latch 1923 by processor 1922 which
receives such information via a UART 1921, control
bus 1502, control fanout unit 1500 and communication
path 1027 from control unit 1017. When protocol han-
dler 1700-0, for example, is active, enable latch 1923
transmits a logic one signal to AND gate 1924-0. There-
fore, the RTS signal from protocol handler 1700-0 is
transmitted by AND gate 1924-0 to multiplexer 1931.)
By the operation of the multiplexers 1931, 1932 and
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1933, the RTS, TC and TD signals transmitted by a
selected one of the protocol handlers 1700-0 through
1700-15, are transmitted to selector unit 1810, the higher
selection level. Packet fanout unit 1900-0 further in-
cludes a 1:16 demultiplexer 1941 by means of which a
CTS signal from selector unit 1810 can be transmitted to
a selected one of the protocol handlers 1700-0 through
1700-15. The selections made by multiplexers 1931,
1932 and 1933 and demultiplexer 1941 are defined by
the four high-order bits generated by a seven-bit binary
counter 1822 (FIG. 10) and transmitted to the packet
fanout units 1900-0 through 1900-5 via a bus 1898. Thus
for a given count of counter 1822, multiplexers 1931,
1932 and 1933 are transmitting the RTS, TC and TD
signals received from a given one of the protocol han-
dlers 1700-0 through 1700-15 and demultiplexer 1941 is
transmitting a CTS signal to that given protocol han-
dler. Packet fanout unit 1900-0 further includes two
buffers 1942 and 1943 used to transmit RC and RD
signals received from selector unit 1810 to each of the
protocol handlers 1700-0 through 1700-15. Recall that
the RC and RD signals are broadcast to all the protocol
handlers and the processor interfaces but that typically
only one destination actually stores the transmitted
packet for subsequent transmission. The buffers 1942
and 1943 serve to electrically isolate the RC and RD
conductors of the buses 1701-0 through 1701-15 while
permitting the signals thereon to be broadcast to each of
the protocol handlers 1700-0 through 1700-15.

Selector unit 1810, which represents the higher selec-
tion level selecting among the six packet fanout units
1900-0 through 1900-5, processor interface 1300 and the
duplicate processor interface (not shown), includes
three 8:1 multiplexers 1831, 1832 and 1833 which re-
ceive the RTS, TC and TD signals from the six packet
fanout units and the two processor interfaces. Selector
unit 1810 further includes a 1:8 demultiplexer 1841
which transmits a CTS signal to a selected one of the
eight possible units, and two buffers 1842 and 1843
which receive the TC and TD signals transmitted by
multiplexers 1832 and 1833 via conductors 1851 and
1852, respectively, and transmit the received signals as
the RC and RD signals to the eight units. The signals
are transmitted between the packet fanout units 1900-0
through 1900-5 and selector unit 1810 via a bus 1899. In
FIGS. 10 and 11 the conductors of bus 1899 associated
with packet fanout unit 1900-0 are designated RTS0,
TCO, TDO, CTS0, RC0 and RD0. Similarly, the con-
ductors of bus 1899 associated with packet fanout unit
1900-5 are designated RTS5, TCS, TDS, CTS5, RCS
and RDS5. The selections made by mulitiplexers 1831,
1832 and 1833 and demultiplexer 1841 are defined by
the three low-order bits of counter 1822 received via a
bus 1897. (The seven bits transmitted by counter 1822
comprise what is referred to herein as a selection sig-
nal.) The signal transmitted by multiplexer 1831 1s cou-
pled via two series-connected, sync flip-flops 1823 and
1824, both to demultiplexer 1841 and to an enable input
terminal of counter 1822. A 16-megahertz clock 1821 is
used both to sequence counter 1822 and to clock the
flip-flops 1823 and 1824. Flip-flops 1823 and 1824 are
included to prevent counter 1822 from going into oscil-
lation ds may occur when a signal is received at its
enable input terminal at precisely the same time that a
transition occurs in the clock signal transmitted by
clock 1821. When counter 1822 is on the count 0000000,
for example, a logic zero RTS signal transmitted by
protocol handler 1700-0 is transmitted via multiplexer
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1931, conductor RTS0 of bus 1899, multiplexer 1831
and flip-flops 1823 and 1824 to counter 1822 and to
demultiplexer 1841. In response to the logic zero RTS
signal, counter 1822 stops counting. Demultiplexer 1841
transmits the logic zero signal as a CTS signal via con-
ductor CTS0 of bus 1899 and demultiplexer 1941 to
protocol handler 1700-0. In response, protocol handler
1700-0 begins transmitting the bits of its stored packet
and the clock associated therewith as its TD and TC
signals, respectively. The TD signal is conveyed via
multiplexer 1933, conductor TDO of bus 1899, multi-
plexer 1833 and conductor 1852 to buffer 1843, from
which the signal is broadcast as the RD signal to all 96
protocol handlers and to the two processor interfaces.
The TC signal is conveyed via multiplexer 1932, con-
ductor TCO of bus 1899, multiplexer 1832 and conduc-
tor 1851 to buffer 1842, from which the signal is broad-
cast as the RC signal to all 96 protocol handlers and to
the two processor interfaces. Conductor 1852 repre-
sents the shared communication path resource of
switching module 1000 over which all packets to and
from the user terminals, e.g., 1001, 1002, served by
switching module 1000 are transmitted. Once protocol
handler 1700-0 has completed the transmission of 1ts
packet, the logic zero RTS signal is removed and, in
response to such removal, the logic zero CTS signal 1s
removed and counter 1822 resumes counting until an-
other competing transmitter is reached that has a logic
zero RTS signal indicating its readiness to transmit a
packet. (Selector unit 1810 also includes a timeout
counter (not shown) whereby the selection sequence is
resumed if the logic zero RTS signal is not removed
within a predetermined time.) The sequence imple-
mented by packet interconnect 1800 is as follows. First,
one protocol handler associated with each of the packet
fanout units 1900-0, 1900-1 and 1900-2 is enabled to
transmit. Then processor interface 1300 is enabled.
Next, one protocol handler associated with each of the
packet fanout units 1900-3, 1900-4 and 1900-5 can trans-
mit. Then the duplicate processor interface can trans-
mit. During the next eight counts of counter 1822, a
second protocol handler associated with each of the
packet fanout units 1900-0, 1900-1 and 1900-2, then
processor interface 1300, then a second protocol han-
dler associated with each of the packet fanout units 1900
3, 1900-4 and 1900-5 and finally the duplicate processor
interface are sequentially enabled to transmit. The com-
plete sequence comprises 128 counts of counter 1822
during which each of the protocol handlers is enabled
once to transmit and each of the processor interfaces is
enabled 16 times.

Control Fanout Unit 1500

Control fanout unit 1500 (FIG. 6) comprises a proces-
sor 1510, which communicates with control unit 1017
via communication path 1027, and ten UARTS 1511-0
through 1511-5 and 1512-0 through 1512-5. Each of the
UARTS 1511-0 through 1511-5 communicates with an
associated UART in one of the data fanout units 1600-0
through 1600-5. For example, UART 1511-0 communi-
cates with UART 1631 of data fanout unit 1600-0 via a
portion of control bus 1501 to allow processor 1510 to
control processor 1632. Such control includes, for ex-
ample, defining the mapping of time slots between the
buses 1202 and 1205 from digital line units 1101 and
1102 and time-slot interchange unit 1011, to the buses
1601-0 through 1601-15 to protocol handlers 1700-0
through 1700-15. Each of the UARTS 1512-0 through
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1512-5 communicates with an associated UART in one
of the packet fanout units 1900-0 through 1900-5. For
example, UART 1512-0 communicates with UART
1921 of packet fanout unit 1900-0 via a portion of con-
trol bus 1502 to allow processor 1510 to control proces-
sor 1922. Such control includes the definition of which
ones of the protocol handlers 1700-0 through 1700-15
and which one of the duplicate communications con-

trollers in each protocol handler are to be designated as
active.

Circuit-Switched Calls

The method of establishing circuit-switched calls
varies from the method previously described with re-
spect to FIG. 27 only in that message signaling is used
between user terminals and the switching system and in
that a given user terminal can have two circuit-switched
calls to different parties active simultaneously using the
two B-channels. Message signaling 1s implemented in
switching module 1000 (FI1G. 2) by transmitting signal-
ing packets on the user D-channel to the associated
protocol handler and switching those packets via
packet interconnect 1800 to processor interface 1300.
The signaling information is then read from processor
interface 1300 by control unit 1017. Control information
from control unit 1017 1s transmitted in signaling pack-
ets by processor interface 1300 via packet interconnect
1800 to a given protocol handler and then to one of its
associated user D-channels. A call between user termi-
nal 1001 and subscriber set 23, for example, involves
message signaling within switching module 1000 be-
tween the D-channel of user terminal 1001 and control
unit 1017 at one end of the call and conventional in-
band signaling within switching module 501 between
subscriber set 23 and control unit 17 at the other end of

the call.

FIG. 14 1s a time sequence diagram describing the
flow of messages between user terminals 1001 and 4001
and the switching system in order to establish a circuit-
switched call from user terminal 1001 to user teminal
4001. Initially, user termual 1001 transmits a SETUP
message to the switching system indicating a request to
complete a call of a certain type to user terminal 4001.
The SETUP message includes the directory number of
user terminal 4001 and which of the two B-channels of
user terminal 1001 is to be used. The switching system
returns a SETUP ACK message to user terminal 1001
verifying the receipt of the SETUP message and then
transmits a SETUP message to user terminal 4001 indi-
cating the arrival of an incoming call. The SETUP
message 1s transmitted to user terminal 4001 after the
switching system has routed the call. The message in-
cludes the call type and the B-channel of user terminal
4001 selected by the switching system for the call. User
terminal 4001 returns an ALERTING message to the
switching system confirming the arrival of the SETUP
message and transferring call progress information
equivalent to audible ringing tones. The switching sys-
tem forwards the ALERTING message to user termi-
nal 1001. When the user at user terminal 4001 answers
the incoming call, user terminal 4001 transmits a CON-
NECT message to the switching system which, in re-
sponse, establishes a circuit-switched communication
channel from the B-channel of user terminal 1001 to the
selected B-channel of user terminal 4001. The switching
system informs user terminals 1001 and 4001 that the
call has been setup by forwarding the CONNECT mes-
sage to user terminal 1001 and returning a CONNECT
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ACK message to user terminal 4001. The parties can
now communicate.

Either user terminal 1001 or user terminal 4001 can
initiate disconnection of the call by transmitting a DIS-
CONNECT message to the switching system. The
switching system disconects the B-channels of the call,
idles call-associated resources and transmits a DIS-
CONNECT message to the other user terminal, which

returns a DISCONNECT ACK message verifying the
successful completion of disconnection procedures.

Intra-Module Packet-Switched Call Example

The following is an example describing the setup and
removal of an intra-module packet-switched call be-
tween the user terminals 1001 and 1002. The necessary
comunications are indicated in FIG. 15 by a line, termi-
nating with an arrowhead to indicate its direction, hav-
ing an associated letter (A) through (M). To initiate the
call, user terminal 1001 transmits a call request packet
(A) 1n logical channel LCNI, to its associated protocol
handler 1700-0. Protocol handler 1700-0 processes the
call request packet including the task of verifying that
the logical channel number LCN2, of user terminal
1001 1s presently idle. Protocol handler 1700-0 selects an
internal logical channel number (ILCN), e.g., ILCN3,
to be associated with the call and to be used by the

destination protocol handler in transmitting packets to
protocol handler 1700-0. Protocol handler 1700-0 then

stores an entry in its routing table mapping ILCN3 to
LLCN2 of user terminal 1001. (The entry is the upper
entry in the protocol handler 1700-0 routing table
shown 1n FIG. 17. The underscoring of ILCN3 in that
entry indicates that protocol handler 1700-0 made the
selection of ILCN3.) Protocol handler 1700-0 then
transmits a packet origination request (B) via packet
interconnect 1800 to processor interface 1300. The
packet origination request defines the originating user
terminal 1001, the called directory number and ILLCN3
are selected for the call by protocol handler 1700-0. The
packet origination request is then read (C) from proces-
sor interface 1300 by control unit 1017. Control unit
1017 inserts the information of the packet origination
request into a control message (D) and transmits that
control message via time-slot interchange unit 1011. the
predetermined control channel 55 of the time-multi-
plexed switch 10 and via control distribution unit 31 to
central control 30. Central control 30 translates the
called directory number which, in the present example,
defines user termunal 1002. Central control 30 then
transmits a packet termination request (E) defining the
called user terminal 1002, via control distribution unit
31, the time-multiplexed switch 10 control channel 55
and time-slot interchange unit 1011 to control unti 1017.
Control unit 1017 maps the called user terminal 1002 to
1ts associated protocol handler, e.g., 1760-95, and veri-
fies that protocol handler 1700-95 and user terminal
1002 are both presently in service. Control unit 1017
then forwards the packet termination request (F) on to
processor interface 1300. Based on the information de-
fining the destination protocol handler 1700-95 proces-
sor interface 1300 transmits the packet termination re-
quest (G) via packet interconnect 1800 to protocol han-
dler 1700-95. In response, protocol handler 1700-95
selects an 1internal logic channel number, e.g., ILCNS, it
will associate with the call. Protocol handler 1700-95
stores an entry in its routing table (FIG. 17) mapping
ILCNS8 to INLN2 of user terminal 1002. Protocal han-
dler 1700-95 then transmits a packet path setup message
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(H) containing information defining both ILCN3 and

ILCNS, via packet interconnect 1800 to protocol han-
dler 1700-0. In response, protocol handler 1700-0 stores
a second entry in its routing table (FIG. 17) mapping
LLCN2 of user terminal 1001 to ILCN8 and protocol
handler 1700-95. Then protocol handler 1700-0 trans-
mits a packet setup complete message (I) via packet
interconnect 1800 to protocol handler 1700-95. In re-
sponse, protocol handier 1700-95 stores a second entry
in its routing table (FIG. 17) mapping LLCN2 of user
terminal 1002 to ILCN3 and protocol handler 1700-0.
Protocol handler 1700-95 then transmits an incoming
call packet (J) to user terminal 1002. User terminal 1002
returns a call accepted packet (K) to protocol handler
1700-95, which, in response, transmits a packet path
connected indication (L.) via packet interconect 1800 to
protocol handler 1700-0. Finally, protocol handler
1700-0 transmits a call connected packet (M) to user
terminal 1001 and the packet-switched communication
channel between user terminals 1001 and 10602 has been
established.

During the call, the routing table entries stored in the
protocol handlers 1700-0 and 1700-95 are used to switch
data packets between user terminals 1001 and 1002
(FIG. 17). Data packets received by protocol handler
1700-0 from LCN2 of user terminal 1001, are transmit-
ted using ILCNB8 via packet interconnect 1800 to proto-
col handler 1700-95. Data packets received by protocol
handler 1700-95 from packet interconnect 1800 in
~TLCNS, are transmitted in LCN2 to user terminal 1002.
In the other direction, data packets received by proto-
col handler 1700-95 from LLCN2 of user terminal 1002,
are transmitted using ILCN3 via packet interconnect
1800 to protocol handler 1700-0. Data packets received
by protocol handler 1700-0 from packet interconnect
1800 in ILCN3, are transmitted in LCN2 to user termi-
nal 1001.

- The sequence of messages required to disconnect the

call is shown in FIG. 16. User terminal 1001 transmits a
- clear request packet (A) to protocol handler 1700-0. In
response, protocol handler 1700-0 marks LCN2 of user
terminal 1001 as idle and transmits a clear message (B)
via packet interconnect 1800 to protocol handler
1700-95. Protocol handler 1700-0 also transmits a clear
confirmation packet (C) to user terminal 1001. In re-
sponse to the clear message (B), protocol handler
1700-95 transmits a clear indication packet (D) to user
terminal 1002. User terminal 1002 responds by returning
a clear confirmation packet (E) to protocol handler
1700-95. In response, protocol handler 1700-95 marks
both LCN2 of user terminal 1002 and IILCNS8 as 1idle.
Protocol handler 1700-95 then transmits a confirm mes-
sage (F) via packet interconnect 1800 to protocol han-
dler 1700-0. In response, protocol handler 1700-0 marks
ILCN3 as idle and the disconnection sequence is com-
plete. Note that the only involvement of central control
30 and control unit 1017 in the setup and removal of the
packet-switched call is in the initial routing of the call.

Inter-Module Packet-Switched Call Example

The establishment of an inter-module packet-
switched call from user terminal 1001 to user terminal
4001 involves the coordination of two protocol han-
dlers, 1700-0 and 1700-1, in packet switching unit 1400

and two protocol handlers, 4700-0 and 4700-1, in packet

switching unit 4400. To initiate the call, user terminal
1001 transmits a call request packet in logical channel
L.CN1, to its associated protocol handler 1700-0. Proto-
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col handler 1700-0 processes the call request packet
including the task of verifying that the logical channel
number LCN2, of user terminal 1001 is presently idle.
Protocol handler 1700-0 selects an internal logical chan-
nel number (ILCN), e.g., ILCNSY, to be associated with
the call and to be used by the inter-module protocol
handler 1700-1 in transmitting packets to protocol han-
dler 1700-0. Protocol handler 1700-0 then stores an
entry in its routing table mapping ILCN9 to LCN2 of
user terminal 1001 (FIG. 18). Protocol handler 1700-0
then transmits a packet origination request via packet
interconnect 1800 to processor interface 1300. The
packet origination request defines the originating user
terminal 1001, the called directory number and IL.CN9
selected for the call by protocol handler 1700-0. The
packet origination request is then read from processor
interface 1300 by control unit 1017. Control unit 1017
inserts the information of the packet origination request
into a control message and transmits that control mes-
sage via time-slot interchange unit 1011, the predeter-
mined control channel 55 of time-multiplexed switch 10
and via control distribution unit 31 to central control 30.
Central control 30 translates the called directory num-
_ 1ple, defines user terminal
4001. Central control 30 then transmits a packet termi-
nation request defining the called user terminal 4001,
via control distribution unit 31, the time-multiplexed
switch 10 control channel 61 and time-slot interchange
unit 4011 to control unit 4017. Control unit 4017 maps
the called user terminal 4001 to its associated protocol
handler, e.g., 4700-0, and verifies that protocol handler
4700-0 and user terminal 4001 are both presently 1n
service. Control unit 4017 then forwards the packet
termination request on to processor interface 4300.
Based on the information defining the destination proto-
col handler 4700-0, processor interface 4300 transmits
the packet termination request via packet interconnect
4800 to protocol handler 4700-0. Protocol handler
4700-0 determines based on a parameter in the packet
termination request that the call is an intermodule call.
Protocol handler 4700-0 thereafter exchanges control
messages with the inter-module protocol handler 4700-1
to establish a packet-switched channel therebetween.
Subsequently protocol handler 4700-1 exchanges con-
trol messages with the inter-module protocol handler
1700-1 in switching module 1000 and establishes a chan-
nel between the two inter-module protocol handlers.
The communications between protocol handlers 4700-1
and 1700-1 are transmitted via the four predetermined
channels of bus 4205, time-slot interchange unit 4011,
time-multiplexed switch 10 channels 109 through 112
between input/output port pairs P61 and PS5, time-slot
interchange unit 1011 and the four predetermined chan-
nels of bus 1205 to protocol handler 1700-1. Recall that
the predetermined channels between protocol handlers
4700-1 and 1700-1 can be used to convey packets at 256
kilobits per second, 64 kilobits per second or various
other rates. Finally, protocol handler 1700-1 exchanges
control messages with protocol handler 1700-0 to com-
plete the packet-switched channel from protocol han-
dler 4700-0 to protocol handler 1700-0. The additional
steps required to set up the call are the same as in the
intra-module call example described above.
Exemplary routing table entries in the various proto-
col handlers 1700-0, 1700-1, 4700-1 and 4700-0 for the
above-described inter-module call are shown in FIG.
18. The logical channel numbers used on the inter-
module channel are referred to as inter-module logical
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channel numbers (IMLCN). As with the intra-module
call, the originating protocol handler and the terminat-
ing protocol handler each select the ILCN used to de-
termine which packets received from the packet inter-
connect are associated with the particular call. The
inter-module protocol handlers each select both the
ILCN and the IMILLCN needed to associate packets
received from the packet interconnect and from the
inter-module channel, respectively, with the call. In
accordance with the example shown in FIG. 18, once
the call has been set up, data packets received by proto-
col handler 1700-0 from LCN2 of user terminal 1001,
are transmitted via packet interconnect 1800 in ILCN4

to protocol handler 1700-1 Packets received by proto-
col handler 1700-1 from packet interconnect 1800 in
ILCN4, are transmitted to protocol handler 4700-1 in
IMLCNS8 on the inter-module channel. Packets re-
ceived by protocol handler 4700-1 in IMLCNS from the
inter-module channel, are transmitted via packet inter-
connect 4800 in ILCN3 to protocol handler 4700-0
Finally, packets received by protocol handler 4700-0 in
ILCN3 {from packet interconnect 4800, are transmitted
in .CN2 to user terminal 4001. In the reverse direction,
data packets received by protocol handler 4700-0 from
I.CN2 of user terminal 4001, are transmitted via packet
interconnect 4800 in ILCN14 to protocol handler
4700-1 Packets received by protocol handler 4700-1
from packet interconnect 4800 in ILCN14, are transmit-
ted to protocol handler 1700-1 in IMLCN3 on the inter-
module channel. Packets received by protocol handler
1700-1 in IMLCN3 from the inter-module channel, are
transmitted via packet interconnect 1860 in ILCN9 to
protocol handler 1700-0. To complete the connection,
packets received by protocol handler 1700-0 in ILCN9
from packet interconnect 1800, are transmitted in
LCN2 to user terminal 1001.

In the present embodiment, the switching modules
1000, 2000, 3000 and 4000 are interconnected with re-
spect to packet traffic, in a directly-connected or mesh
topology (FIG. 19). Each pair of switching modules
uses four time-multiplexed switch 10 channels for
packet communication between the modules. For exam-
ple, packets are conveyed between switching modules
1000 and 2000 using time-multiplexed switch 10 chan-
nels 101 through 104 (as indicated in FIG. 19 by the
numbers above the line between modules 1000 and
2000). Twelve time-multiplexed switch 10 channels
from each switching module are used for intermodule
packet traffic.

Operator Services

One or more of the switching modules, e.g., module
1000, of the system can be used to interface with tele-
phone operator position terminals to provide operator
services such as directory assistance and toll and assist-
ance service, to customers served by the other switch-
ing modules of the system. For example, if switching
module 1000 1s used to provide such operator services,
and the user terminals connected to module 1000, e.g.,
terminals 1001 and 1002, are operator position termi-
nals, a digital conference circuit is connected to time-
slot interchange unit 1011 to bridge available operator
position terminals with subscriber sets or user terminals
either directly connected to other switching modules or
connected from other switching systems via digital or
analog trunks. For example, a calling party, e.g., sub-
scriber set 23, is connected via line unit 19, time-siot
iterchange unit 11, time-multiplexed switch 10 and
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time-slot interchange unit 1011 to the digital conference
circuit. The called party, e g., user terminal 4001, is
connected via digital line unit 4101, time-slot inter-
change unit 4011, time-multiplexed switch 10 and time-
slot interchange unit 1011 to the digital conference
circuit. The operator position terminal, i.e , user termi-
nal 1001, is connected via digital line unit 1101 and
time-slot interchange unit 1011 to the digital conference
circuit to bridge an operator with the calling and called
parties. The message signaling between terminal 1001
and control unit 1017 includes keystroke messages
transmitted by terminal 1001 in response to the depres-
sion of the various functional keys on terminal 1001
used in the provision of operator services The general
principles concerning the provision of operator services
are described in issues of the Bell System Technical Jour-
nal of December 1970, July-August 1979 and March
1983. .

FIRST ALTERNATIVE EMBODIMENT

In a first alternative embodiment, the switching mod-
ules 1000, 2000, 3000 and 4000 are interconnected with
respect to packet traffic, in the star topology of FIG. 20.
Each switching module 1000, 2000 and 3000 does intra-
module packet switching and uses four time-multi-
plexed switch 10 channels to switch packets to and from
switching module 4000. Switching module 4000 also
does intra-module packet switching but uses four time-
multiplexed switch 10 channels to each of the switching
modules 1000, 2000 and 3000 to convey packets and
performs packet switching for inter-module packet calls
among modules 1000, 2000, 3000 and 4000. Alterna-
tively, switching module 4000 could be used solely for

intermodule packet switching. Under some circum-
stances, ¢ g., In systems requiring many such modules,
the implementation of the star topology of FIG. 20 uses
the circuit switching resources of time-multiplexed
switch 10 more efficiently than a similar implementation
of the mesh topology of FIG. 19. However, use of the
star topology may increase the total packet transmission

delay.
SECOND ALTERNATIVE EMBODIMENT

In a second alternative embodiment, a packet switch-
ing ring network 5000, is added to the system of FIGS.
1 through 3 to switch both inter-module and intramod-
ule packet calls. An example of such a network is the
network of the Western Electric No. 1 PSS system
described in the paper, “No 1 PSS: Number One Packet
Switching System Service Capabilities and Architec-
ture” by J. C. Ehlinger and R. W. Stubblefield pub-
lished in the record of the IEEE conference on Commu-
nications: Integrating Communication for World Progress
(ICC ’83) held 1n June 1983 FIG. 21 shows only the
additions and changes to the system of FIGS. 1 through
3 for this second alternative embodiment. The packet
switching units 1400, 2400, 3400 and 4400 represent the
packet switching units in the switching modules 1000,
2000, 3000 and 4000, respectively, of FIG. 1 through 3.
Central control 30, in addition to the communication
link 32 (FIG. 3) has a second communication link 5005
(FIG. 21) used to control ring network 5000. Each of
the packet switching units is connected to ring network
S000 by means of a plurality of digital transmission
facilities 5002, e.g., the 24-channel T1 carrier system
disclosed in the J. H. Green et. al,, U.S. Pat. No.
4,059,731. A given transmission facility 5002 is inter-
faced to ring network 5000 via a digital facility interface
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5003 and to a given packet switching unit via a digital
facility interface 5001. Each digital facility interface
5001 is connected via a 32-channel bidirectional data
bus 5004 to one of the data fanout units included in the
packet switching unit. However only 24 of the 32 bus
5004 channels are used In packet switching unit 1400,
for example, each protocol handler is associated with
one channel on one of the facilities 5002. The protocol
handlers respond to signaling packets from user termi-
nals by switching those packets to control unit 1017
(FIG. 2) as before However, the protocol handlers
respond to data packets by transmitting them on the
associated facility 5002 channels at a 64 kilobits per
second rate. Ring network 5000 determines by commu-
nicating with central control 30, the appropriate chan-
nels of the facilities 5002 in which the data packets are
to be returned such that they are received by the cor-
rect destination protocol handlers to be switched to the
destination user terminals. Virtual circuits are estab-
lished in ring network 5000 between the incoming chan-
nels of the facilities 5002 and the outgoing channels thus
determined. ,

It is to be understood that the above-described em-
bodiments are merely illustrative of the principles of the
present invention and that other embodiments may be
devised by those skilled in the art without departing
from the spirit and scope of the invention For example,
although in the described embodiments, the user termi-
nals access the switching system via the four-wire
CCITT, T-interface using a 2B+D format (two 64
kilobits per second circuit-switched B-channels and one
16 kilobits per second packet-switched D-channel),
other methods of user access are contemplated. For
example, user terminals can achieve access via a two-
wire line (denoted by the CCITT as the (U-interface)
using the same 2B+-D format. Digital transmission
facilities such as the T1, carrier system of the above-
cited Green et. al. U.S. Pat. No. 4,059,731 can also be
used to provide user access via digital PBX’s in, for
 example, a 23B+D format (twenty-three, 64 Kkilobits
- per second circuit-switched B-channels and one 64 kilo-
bits per second packet-switched D-channel) or via re-
mote switching entities such as the remote switching
module described in U.S. Pat. No. 4,550,404, 1ssued to
M. M. Chodrow et al. on Oct. 29, 1985, or digital loop
carrier remote terminals where a variable number of
2B+ D formats are multiplexed on a T1 carrier system.
In addition, in the above-described embodiments the
communication links between user terminals and proto-
col handlers implement the well-known HDLC link-
level protocol. Many other link level protocols could be
used. Furthermore, different protocols could be used to
communicate with different user terminals. It is also to
be understood that user B-channels can be used as pack-
et-switched channels rather than as circuit-switched
channels. If user B-channels are used as packet-
switched channels in the system of FIGS. 1 through 3,
such B-channels can be connected to packet switching
unit 4400 either directly or via circuit-switched chan-
nels of time-slot interchange unit 1011. Further, al-
though the system as shown in FIGS. 1 through 3 in-
cludes only line units, it is to be understood that analog
or digital trunk units interfacing with trunks from other
switching systems may also be included.

What is claimed 1is:

1. A switching system comprising circuit switching
means for providing circuit-switched communication
channels among a plurality of user terminals,
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control means for controlling the establishment of
circuit-switch communication channels by said

circuit switching means and
packet switching means comprising a control packet

switching node connected to said control means, a
plurality of user packet switching nodes each con-
nectible to associated ones of said user terminals,
and packet interconnect means for interconnecting
said control packet switching node and each of said
user packet switching nodes to provide signaling
channels between said control means and said user
terminals. ,

2. A switching system in accordance with claim 1

wherein each of said user packet switching nodes
comprises means for transmitting control informa-
tion received from the user terminals associated
with that user packet switching node, to said con-
trol means via said packet interconnect means and
said control packet switching node and

wherein said control means is responsive to control
information received from a first one of said user
terminals defining a circuit-switched call to a sec-
ond one of said user terminals for controlling the
establishment by said circuit switching means of a
circuit-switched communication channel from said
first user terminal to said second user terminal.

3. A switching system in accordance with claim 2

wherein each of said user packet switching nodes
further comprises means for transmitting data
packets received from the user terminals associated
with that packet switching node, to other ones of
said user packet switching nodes via said packet
interconnect means,

wherein said control packet switching node com-
prises means for transmitting control information
received from said control means to said user
packet switching nodes and

wherein said control means is responsive, during said
circuit-switched call, to control information re-
ceived from said first user terminal defining a pack-
et-switched call to a third one of said user termi-
nals, for transmitting control information to the
ones of said user packet switching nodes associated
with said first and third user terminals for establish-
ing a packet-switched communication channel
from said first user terminal to said third user termi-
nal via the user packet switching node associated
with said first user terminal, said packet intercon-
nect means, and the user packet switching node
associated with said third user terminal.

4. A switching system in accordance with claim 1

wherein each of said user packet switching nodes
comprises means for transmitting data packets re-
ceived from the user terminals associated with that
user packet switching node, to other ones of said
user packet switching nodes via said packet inter-
connect means,

wherein each of said user packet switching nodes
further comprises means for transmitting control
information received from the user terminals asso-
ciated with that user packet switching node, to said
control means via said packet interconnect means
and said control packet switching node,

wherein said control packet switching node com-
prises means for transmitting control information
received from said control means to said user
packet switching nodes and
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wherein said control means is responsive to control
information received from a first one of said user
terminals defining a packet-switched call to a sec-
ond one of said user terminals, for transmitting
control information to the ones of said user packet
switching nodes associated with said first and sec-
ond user terminals for establishing a packet-
switched communication channel from said first

user terminal to said second user terminal via the
user packet switching node associated with said
first user terminal, said packet interconnect means,
and the user packet switching node associated with
said second user terminal.

5. A switching system in accordance with claim 4

wherein sald control means is responsive, during said
packet-switched call, to control information re-
ceived from said first user terminal defining a cir-
cutt-switched call to a third one of said user termi-
nals for controlling the establishment by said cir-

cuit switching means of a circuit-switched commu-
nication channel from said first user terminal to

said third user terminal.

6. A switching system i1n accordance with claim 1
further comprising a plurality of user access lines for
connecting said user terminals to said circuit switching
means and to said packet switching means and wherein
each of said user packet switching nodes comprises

memory means for storing packets,

a plurality of protocol processing means each associ-
ated with a unique one of said user access lines and
each comprising means for receiving first packets
from the associated user access line in accordance
with a given protocol and transmitting said first
packets to saild memory means for storage, and
means for reading other packets from said memory
means and transmitting said other packets in accor-
dance with said given protocol to the associated
user access line and

a communications controller comprising means for
receiving said other packets from said packet inter-
connect means and transmitting said other packets
to said memory means for storage and means for
reading said first packets from said memory means
and transmitting said first packets to said packet
interconnect means.

7. A switching system in accordance with claim 6

wherein said control means further comprises means
for generating assignment signals defining the asso-
ciation of said user access lines with said protocol
processing means and

wherein said switching system further comprises
means coupled to said control means and respon-
stve to said assignment signals for connecting each
of said user access lines to the associated one of said
protocol processing means as defined by said as-
signment signals.

8. A switching system in accordance with claim 6

wherein each of said user access lines comprises at
least one circuit-switched channel connected to
said circuit switching means, and at least one pack-
et-switched channel,

wherein said control means further comprises means
for generating assignment signals defining the asso-
ciation of said user access lines with said protocol
processing means and

wherein said switching system further comprises

means coupled to said control means and respon-
sive to said assignment signals for connecting the at
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least one packet-switched channel of each of said
user access lines to the associated one of said proto-
col processing means as defined by said assignment
signals.

9. A switching system in accordance with claim 1

wherein said control packet switching node comprises

memory means for storing packets and
a communications controller comprising means for

receiving first packets from said packet intercon-
nect means and transmitting said first packets to
said memory means for storage and means for read-
ing other packets from said memory means and
transmitting said other packets to said packet inter-
connect means and

wherein said control means is coupled to said mem-
ory means for reading said first packets from said
memory means and for transmitting said other
packets to said memory means.

10. A switching system in accordance with claim 1

20 further comprising
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coupling means for coupling said circuit switching
means and said packet switching means and

wherein said circuit switching means further com-
prises means for providing predetermined commu-
nication channels between said user terminals and
said coupling means.

11. A switching system comprising

circuit switching means for providing circuit-
switched communication channels among a plural-
ity of user terminals,

control means for controlling the establishment of
circuit-switched communication channels by said
circuit switching means and

packet switching means comprising a plurality of
packet switching nodes, certain ones of said nodes
each connectible to associated ones of said user
terminals and at least one of sald nodes connected
to said control means, said packet switching means
further comprising packet interconnect means for
interconnecting said nodes,

wherein each of said nodes comprises means for
transmitting request signals to said packet intercon-
nect means,

wherein said packet interconnect means comprises
means for generating selection signals each defin-
ing one of said nodes, and means responsive to a
request signal from a given one of said nodes and to
a generated selection signal defining said given
node, for transmitting a clear signal to said given
node and |

wherein each of said nodes further comprises means
responsive to a clear signal from said packet inter-
connect means for transmitting a packet to said
packet interconnect means.

12. A switching system in accordance with claim 11

wherein each of said certain ones of said nodes com-
prises means for transmitting data packets received
from the user terminals associated with that node,
to other ones of said nodes via said packet intercon-
nect means,

wherein each of said certain ones of said nodes fur-
ther comprises means for transmitting control in-
formation received from the user terminals associ-
ated with that node, to said control means via said
packet interconnect means and said node con-

nected to said control means,
wherein said node connected to said control means
comprises means for transmitting control informa-
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tion received from said control means to said cer-
tain ones of said nodes and

wherein said control means is responsive to control
information received from a first one of said user
terminals defining a packet-switched call to a sec-
ond one of said user terminals, for transmitting
control information to the ones of said nodes asso-
ciated with said first and second user terminals for
establishing a packet-switched communication
channel from said first user terminal to said second
user terminal via the node associated with said first
user terminal, said packet interconnect means, and
the node associated with said second user terminal.

13. A switching system in accordance with claim 11

wherein said packet interconnect means further com-
prises means for broadcasting packets received
from any one of said nodes, to other ones of said
nodes.

14. A switching system in accordance with claim 11

wherein each of said nodes further comprises means
for transmitting, for each packet transmitted by
that node, an associated clock signal defining bits
of that packet, to said packet interconnect means,

wherein said packet interconnect means further com-
prises means for broadcasting packets and associ-
ated clock signals received from any one of said
nodes, to other ones of said nodes and

wherein each of said nodes further comprises means
for receiving bits of packets from said packet inter-
connect means as defined by the associated clock
signals received from said packet interconnect
means.

15. A switching system in accordance with claim 11
further comprising a plurality of user access lines for
connecting said user terminals to said circuit switching
means and to said packet switching means and wherein
each of said certain ones of said nodes comprises

memory means for storing packets,

a plurality of protocol processing means each associ-
ated with a unique one of said user access lines and
each comprising means for receiving first packets
from the associated user access line in accordance
with a given protocol and transmitting said first
packets to said memory means for storage, and
means for reading other packets from said memory
means and transmitting said other packets in accor-
dance with said given protocol to the associated
user access line and

a communications controller comprising means for
receiving said other packets from said packet inter-
connect means and transmitting said other packets
to said memory means for storage and means for
reading said first packets from said memory means
and transmitting said first packets to said packet
interconnect means.

16. A switching system in accordance with claim 11
wherein said node connected to said control means
COmMprises

memory means for storing packets and

a communications controller comprising means for
receiving first packets from said packet intercon-
nect means and transmitting said first packets to
said memory means for storage and means for read-
ing other packets from said memory means and
transmitting said other packets to said packet inter-
connect means and

wherein said control means is coupled to said mem-
ory means for reading said first packets from said
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memory means and for transmitting said other
packets to said memory means.

17. A switching system in accordance with claim 15

wherein the memory means of a first given one of said
certain ones of said nodes further comprises means
for storing a routing table defining, for a given
packet-switched call from a first one of said user
terminals associated with said first given node to a
second one of said user terminals associated with a
second given one of said certain ones of said nodes,
that data packets received by said first given node
from said first user terminal are to be transmitted
by said first given node via said packet intercon-
nect means to said second given node and are to
include bits associating those data packets with said
given call, and that data packets received by said
first given node from said packet interconnect
means including bits associating those data packets
with said given call, are to be transmitted by said
first given node to said first user terminal.

18. A switching system comprising

circuit switching means for providing circuit-
switched communication channels among a plural-
ity of user terminals,

control means for controlling the establishment of
circuit-switched communication channels by said
circuit switching means, |

packet switching means comprising a plurality of
packet switching nodes, certain ones of said nodes
each connectible to associated ones of said user
terminals and at least one of said nodes connected
to said control means, said packet switching means
further comprising packet interconnect means Op-
erative for interconnecting said nodes to provide
signaling channels between said control means and
said user terminals and

sequencing means for operating said packet intercon-
nect means to sequentially enable each of said
nodes to transmit information to said packet inter-
connect means.

19. A switching system in accordance with claim 18

wherein each of said certain ones of said nodes com-
prises means for transmitting data packets received
from the user terminals associated with that node,
to other ones of said nodes via said packet intercon-
nect means,

wherein each of said certain ones of said nodes fur-
ther comprises means for transmitting control 1in-
formation received from the user terminals associ-
ated with that node, to said control means via said
packet interconnect means and said node con-
nected to said control means,

wherein said node connected to said control means
comprises means for transmitting control informa-
tion received from said control means to said cer-
tain ones of said nodes and

wherein said control means is responsive to control
information received from a first one of said user
terminals defining a packet-switched call to a sec-
ond one of said user terminals, for transmitting
control information to the ones of said nodes asso-
ciated with said first and second user terminals for
establishing a packet-switched communication
channel from said first user terminal to said second
user terminal via the node associated with said first
user terminal, said packet interconnect means, and
the node associated with said second user terminal.
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20. A switching system in accordance with claim 18

wherein said sequencing means enables said at least one
of said nodes, N times to transmit information to said
packet interconnect means for each time that a given
other one of said nodes is enabled to transmit informa-
tion to said packet interconnect means, N being a posi-
tive integer greater than one.

21. A switching system in accordance with claim 18

wherein each of said nodes comprises means for
transmitting request signals,

wherein said sequencing means further comprises
clock means for generating clock signals, counter
means responstve to said clock signals for generat-
ing selection signals each defining one of said
nodes, multiplexer means responsive to a given one
of said selection signals for transmitting a request
signal recelved from the one of said nodes defined
by said given selection signal, to said counter
means to disable the further generation of selection
signals, and to demultiplexer means, said demulti-
plexer means being responsive to said given selec-
tion signal and to said request signal received from
said multiplexer means, for transmitting a clear
signal to said one of said nodes defined by said
given selection signal and

wherein each of said nodes further comprises means
responsive to a clear signal from said demultiplexer
means for transmitting a packet to said packet in-
terconnect means.

22. A switching system in accordance with claim 21

further comprising a plurality of user access lines for
connecting said user terminals to said circuit switching

means and to said packet switching means and wherein

each of said certain ones of said nodes comprises

memory means for storing packets,
a plurality of protocol processing means each associ-

ated with a unigue one of said user access lines and
each comprising means for receiving first packets

from the associated user access line in accordance
with a given protocol and transmitting said first

packets to said memory means for storage, and
means for reading other packets from said memory
means and transmitting said other packets in accor-
dance with said given protocol to the associated
user access line and

a comimunications controller comprising means for
receiving said other packets from said packet inter-
connect means and transmitting said other packets
to said memory means for storage and means for
reading said first packets from said memory means
and transmitting said first packets to said packet
interconnect means.

23. A switching system in accordance with claim 21

wherein sald node connected to said control means
COmMprises

memory means for storing packets and

a communications controller comprising means for
receiving first packets from said packet intercon-
nect means and transmitting said first packets to
sald memory means for storage and means for read-
ing other packets from saild memory means and
transmitting said other packets to said packet inter-
connect means and

wherein said control means is coupled to said mem-
ory means for reading said first packets from said
memory means and for transmitting said other
packets to said memory means.

24, A switching system in accordance with claim 22
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wherein the memory means of a first given one of said
certain ones of said nodes further comprises means
for storing a routing table defining, for a given
packet-switched call from a first one of said user
terminals associated with said first given node to a
second one of satd user terminals associated with a
second given one of said certain ones of said nodes,
that data packets received by said first given node
from said first user terminal are to be transmitted
by said first given node via said packet intercon-
nect means to said second given node and are to
include bits associating those data packets with said
given call, and that data packets received by said
first given node from said packet interconnect
means including bits associating those data packets
with said given call, are to be transmitted by said
first given node to said first user terminal.

25. A switching system comprising

circuit switching means for providing circuit-
switched communication channels among a plural-
ity of user terminals,

control means for controlling the establishment of
circuit-switched communication channels by said
circuit switching means and

packet switching means comprising a plurality of
packet switching nodes, certain ones of said nodes
each connectible to associated ones of said user
terminals and at least one of said nodes connected
to said control means, said packet switching means
further comprising packet interconnect means for
connecting said node connected to said control
means to each of said certain ones of said nodes to
provide signaling channels between said control
means and said user terminals,

wherein each of said nodes comprises means for
transmitting request signals to said packet intercon-

nect means,
wherein said packet interconnect means comprises

means for generating selection signals each defin-
ing one of said nodes, and means responsive to a

request signal from a given one of said nodes and to
a generated selection signal defining said given
node, for transmitting a clear signal to said given
node and

wherein each of said nodes further comprises means
responsive to a clear signal from said packet inter-
connect means for transmitting a packet to said
packet interconnect means.

26. A switching system comprising

circuit switching means for providing circuit-
switched communication channels among a plural-
ity of user terminals,

control means for controlling the establishment of
circuit-switched communication channels by said
circuit switching means,

packet switching means comprising a plurality of
packet switching nodes, certain ones of said nodes
each connectible to associated ones of said user
terminals and at least one of said nodes connected
to said control means, said packet switching means
further comprising packet interconnect means for
connecting satd control means node to each of said
user connectible nodes to provide signaling chan-
nels between said control means and said user ter-
minals and

sequencing means for sequentially enabling each of
said nodes to transmit information to said packet
interconnect means.
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27. A switching system in accordance with claim 26
wherein said sequencing means enables said control
means node N times for each enabling of a given one of
said user connectible nodes, N being a positive integer

greater than one. 5
28. A switching system comprising
circuit switching means effective when enabled for

providing circuit-switched communication paths
among a plurality of user terminals coupled
thereto, 10

control means for enabling said circuit switching
means,

packet switching means comprising a plurality of
switching nodes for accumulating recetved data
bits into packets for subsequent transmission, and 15
means for coupling certain of said nodes to said
user terminals and at least one other of said nodes
to said control means, and

packet interconnect means for selectively enabling
said nodes to provide packet-switched communica- 20
tion channels between said user terminals and to
provide signaling channels between said user ter-
minals and said control means.

29, The invention set forth in claim 28

wherein said packet interconnect means further com- 25
prises a shared communication path,

‘wherein each of said nodes comprises means for
transmitting packets received by that node to said

path and
wherein said packet interconnect means includes 30

means for selectively enabling said nodes at differ-

ent rates.

30. The invention set forth in claim 28

wherein said packet interconnect means includes
means for enabling said node coupled to said con- 35
trol means at a faster rate than said nodes coupled
to said user terminals.

31. A packet switch for providing packet-switched
connections among a plurality of packet access ports,
said packet switch comprising 40

a plurality of packet switching nodes each for accu-
mulating data received from at least one of said

packet access ports into packets for subsequent

transmission, and

packet interconnect means for interconnecting said 45
nodes;

wherein each of said nodes comprises means for
transmitting request signals to said packet intercon-
nect means,

wherein said packet interconnect means comprises 50
means for generating selection signals each defin-

ing one of said nodes, and means responsive to a

request signal from a given one of said nodes and to

a generated selection signal defining said given

node, for transmitting a clear signal to said given 55

node, and
wherein each of said nodes further comprises means

responsive to a clear signal from said packet mnter-
connect means for transmitting a packet to said

packet interconnect means. 60
32. A packet switch in accordance with claim 31
wherein said packet interconnect means further com-

prises means for broadcasting packets received

from any one of said nodes, to other ones of said

nodes. - 65
33. A packet switch in accordance with claim 31
wherein each of said nodes further comprises means

for transmitting, for each packet transmitted by
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that node, an associated clock signal defining bits
of that packet, to said packet interconnect means,
wherein said packet interconnect means further com-
prises means for broadcasting packets and associ-
ated clock signals received from any one of said
nodes, to other ones of said nodes and
wherein each of said nodes further comprises means

for receiving bits of packets from said packet inter-
connect means as defined by the associated clock
signals received from said packet interconnect
mcearns.

34. A packet switch for providing packet-switched

connections among a plurality of packet access ports,
said packet switch comprising

a plurality of packet switching nodes each for accu-
mulating data received from at least one of said
packet access ports into packets for subsequent
transmission,

packet interconnect means for interconnecting said
nodes, and

sequencing means for operating said packet intercon-
nect means to sequentially enable each of said
nodes to transmit packets to said packet intercon-
nect means.

35. A packet switch in accordance with claim 34

wherein each packet transmitted by each of said
nodes comprises a header defining at least one of
the other ones of said nodes, and

wherein each of said nodes is responsive to a receipt
from said packet interconnect means of a packet
including a header defining that node, for storing
that packet for subsequent transmission to one of
said packet access ports.

36. A packet switch in accordance with claim 34

wherein said sequencing means enables at least one of
said nodes more times to transmit packets to said
packet interconnect means in a given time interval
than a given other one of said nodes is enabled to
transmit packets to said packet interconnect means.

37. A packet switch in accordance with claim 34

wherein each of said nodes comprises means for
transmitting request signals,

wherein said sequencing means further comprises
clock means for generating clock signals, counter
means responsive to said clock signals for generat-
ing selection signals each defining one of said
nodes, multiplexer means responsive to a given one
of said selection signals for transmitting a request
signal received from the one of said nodes defined
by said given selection signal, to said counter
means to disable the further generation of selection
signals, and to demultiplexer means, said demulti-
plexer means being responsive to said given selec-
tion signal and to said request signal received from
said multiplexer means, for transmitting a clear
signal to said one of said nodes defined by said
given selection signal and

wherein each of said nodes further comprises means
responsive 1o a clear signal from said demultiplexer
means for transmitting a packet to said packet in-
terconnect means. |

38. A switching system for providing packet switch-

ing service and circuit switching service to a plurality of
user terminals coupled to said system by a plurality of
user access lines, each of said user access lines having at
least one circuit-switched channel and at least one pack-
et-switched channel, said system comprising
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means for separating the packet-switched channels of nels and said control means for effecting the estab-
sald user access lines from the circuit-switched lishment of circuit-switched connections by said
channels of said user access lines, control means, and providing packet-switched con-

circuit switching means for providing circuit- nections independent of said circuit switching
switched connections for communication over said S means for communication over said separated
separated circuit-switched channels, packet-switched channels.

control means operable for controlling the establish- 39. A switching system in accordance with claim 38
ment of circuit-switched connections by said cir- wherein said control means is further operable for con-
cutt switching means and trolling the establishment of packet-switched connec-

Packet switching means for providing signaling chan- 10 tions by said packet switching means.
nels between said separated packet-switched chan- L
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