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[57] ABSTRACT

A method for detection of a sequential data stream
which can be performed without host computer inter-
vention is disclosed featuring examination of a data
record and channel program during read operations for
signals indicative that the data is not part of a sequential
data stream, for example, embedded seek instructions. If
a particular sought for record does not contain such
indications, the successive record or records may then
be staged to a faster access memory device such as a
solid-state cache. The invention is described in a plug-
compatible, software-transparent configuration.

12 Claims, 2 Drawing Figures
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DETECTION OF SEQUENTIAL DATA STREAM
FOR IMPROVEMENTS IN CACHE DATA
STORAGE

FIELD OF THE INVENTION

This invention relates to the ficld of data storage and
management. More particularly, the invention relates to
a method for detecting whether a particular data set
having been requested from long term storage by a host
computer is likely to be part of a sequence of such sets
to be called for. -

BACKGROUND OF THE INVENTION

Modern data processing systems typically comprise a
host computer, consisting of an arithmetic and logic
unit and a main memory unit for containment of data
and instructions presently being processed, and long-
term storage means for storage of data and processing
chetructions at other times. The long-term storage
means is typically connected to the host computer by

means of a channel. When the host desires a particular
data set or record, it issues & command over the channel

data, from whatever medium it is ‘stored upon, ¢.g.,
magnetic disk or tape memory media, over the channel
into the main memory of the host. The substantial
length of time required t0 retrieve data from long term
storage limits the throughput or usage of the host com-
puter. To minimize this loss of use of the host computer,
the host will typically issue a series of requests for data
and then perform other tasks while the data is being
retrieved from long term disk or tape memory. How-
ever, even when this “queueing” 1s performed there 1s
substantial host computer computation time lost due to
the time required for accessing data. Accordingly, it has
remained an unsolved problem in the art and it is an
object of the present invention to improve host com-
puter throughput by reducing queueing times.

It has been proposed in the prior art that such queue-
ing times be reduced by “staging” data surrounding all
data which is the object of a “SEEK” command issued
by a host from a disk or tapc memory into a solid-state

memory of much higher access speed. The solid-state

memory is located external to the host, i.e., outboard of 45

the channel from the host. Thus when the host issues
subsequent “READ"” commands, the data sought may
be already contained in the high speed solid-state mem-
ory and can be supplied to the host more or less instan-

taneously. However, if all data sets surrounding records 50

accessed by the host are read into a solid-state memory
external to the host as described above, the problem of
queueing is not entirely eliminated, as then the channel
and director usage time consumed while data is read
into cache memory is added to the actual latency time
required for the data set to be read from disk into the
cache memory.

Moreover, it will be appreciated that there are gener-
ally two ways in which data is accessed by a host com-
puter. All the datain a given data set may be called for
by the host at a given time, or the host may initiate a
separate call for each portion of the data set as each is
required. In the first case, addition of the cache memory
to the system adds no performance improvement, as but
a single latency time is required to satisfy each input-
/output request. In the sacond case, wherein each indi-
vidual host instruction is part of & sequence of instruc-

tions typically directed to access successive portions of
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a physical record such as a tapc or disk drive, there is
latency time for each call to access & portion of the data
set. In this situation, the latency time can be reduced to
that of a single access operation involving a single la-
tency time, if successive portions of the data are read
into the cache, as the subsequent requests can then be
catisfied directly from solid-state memory without in-
volving second and successive physical access opera-
tions. That is, if the data is cached in anticipation of a
subsequent “SEEK” command it will be available im-
issuance of a “READ” command. Ac-
desirable that means be provided for
determining which data supplied toa host in response to
input/output requests arc likely to be part of a sequence
of such requests such that only the sequential data
called for in requests will be cached. In this way use of
the cache will be optimizeéd at no cost to non-sequential
operations.

It would not, of course, be impossible for the host
computer to issue a signal indicating whether or not a
particular. data set called for is part of a sequence of
such sets. This would of course simplify the decision as
to whether or not to “stage” the subsequent record
from the long-term data storage mecans into a cache
memory. However, present day computing systems of
commercial importance (such as the IBM Corporation’s
line of computers) do not provide such a signal. Nor is
it desirable to modify these computers, not in particular
their operating systems, in order to provide such a sig-
nal as such modifications are difficult to implement
correctly and are not popular with computer users.

Accordingly, it is desirable to render the caching of
data function more efficient by using improved means
and methods to determine whether a particular data sct
sought by a host computer is part of a sequence of such
sets (in which event the subsequent sets would be
cached) while data which is not amenable to efficient
caching is processed in the same mannet as in the prior

system in which sequential data sets can be cached so as
to improve throughput of a host computer system,
without requiring modification to the host.

Yet another object of the invention is to provide a
means and method for detecting whether or not a data
record is part of a sequence of such records, wherein
the means and method operates using information con-
tained within the data record itself, whereby implemen-
tation of the method of the :nvention is rendered simple
and relatively inexpensive. |

SUMMARY OF THE INVENTION

The present invention satisfies the needs of the art
and the objects of the invention as noted above by ¢x-
amining each data record that is read from long-term
data storage means by a host computer. Control signals
contained in the data and the (conventional) channel
program are used to provide indications that the record
is not one of a sequence of records stored together on
long-term storage means. If none of these indicators is
found during the “retrieval” of a given record from
long-term storage 10 host computer, the succeeding
record(s) are then cached. Upon the receipt of cach
successive “read request” from the host computer, the
request is compared with a directory which keeps track
of which records have been cached so that the host’s
request will be satisfied from the cache if possible. In a
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particularly preferred embodiment, if a first record on a
given disk track is read from the disk storage device into
the host and no indicator that the first record is not part
of a sequence of records on the given track is detected,
- then the remainder of the data on the given track is then
cached. If the data on the rest of the given track is then
called for by the host computer, the track next succeed-
ing the given track is then cached, again without host
intervention, and so on. |

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be better understood if reference is
made to the accompanying drawings, in which:

FIG. 1 represents a simplified view of the system
within which the invention forms a part; and

FIG. 2 represents a flowchart of the decision making
process according to the invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

As described above, the method of detection of a
sequential data stream of the invention was designed in
particular to operate within the cache memory buffered

subsystem which is the subject of copending application
Ser. No. 325,346 filed Nov. 27, 1981. The chief objec-

10

4

into the cache memory 22 from the disks 14. It is gc-
cordingly the cache manager 24 which carries out the
method of the present invention, which will now be
described in detail.

When the host computer 10 seeks to obtain data from
a disk storage system 14, it issues a well defined
“SEEK” command over the channel 12, which is acted
upon by the storage director to cause the control mod-
ule 18 to access the data sought for. The data is then
passed back through the control module 18 and the

- storage director 16 and over the channel interface 12 to

15

20

25

tive of the cache memory buffered system which is the |

subject of the copending application referred to above
and of which the present invention forms a part is to
save on latency time required to complete a “SEEK”
instruction given by the host computer by reading data
into a faster access, typically solid-state, memory from a
slower access, long-term magnetic storage device, in
advance of the host actually calling for the data. In this
way, if the cached record is then called for, a physical
delay need not be undergone. Clearly, it is desirable that
only those records which, in fact, are portions of se-
quentially accessed sequences of records be staged to
the solid-state memory or “cached”. Otherwise, cach-
ing of data will have beneficial effects only when sub-
stantially all the records sought for are, in fact, sequen-
tial, e.g., on the order of 90%. This is not the case in
typical commercial systems. Accordingly, it is required
that some means be provided to detect which records
are portions of sequences of records and to cache only
those. The present invention relates to means for mak-
ing the determination.

As also discussed above, the invention is designed to
operate in a cache buffered memory subsystem operat-
ing as a add-on to a pre-existing memory system which

1s plug-compatible with a host computer, in a preferred
- embodiment with an IBM 370 Series machine operating
under a typical IBM operating system. The broad lay-
out of the system of the copending application referred
to above is shown in FIG. 1. There, the host computer
10 passes commands and data over and receives data
from a channel interface indicated generally at 12. In
the event that the data to be accessed is stored on a disk
drive such as at 14, access commands are passed to a
storage director 16 which converts it into a form suit-
able for controlling a control module 18 which actually
controls the movement of the disk drives 14, e.g., the
radial movement of the read/write heads with respect
to the disks and the like. The system as thus far de-
scribed is conventional. What is added by the invention
of the copending application referred to above is a
cache memory subsystem indicated generally at 20
comprising a solid-state cache memory 22 and a cache
manager 24 for determining which data is to be staged
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the host 10. The actual reading and writing of data is
performed under a channel program also defined by
IBM, as is the channel interface itself, in a document
entitled “I/0O Interface Channel to Control Unit”, IBM
Publication GA22-6974-4. As will be appreciated by
those skilled in the art, this well defined protocol per-
mits the data itself to contain additional instructions for
further data reading and writing. For example, if a
given data set is stored at several different locations on
disk, for example, on several different “cylinders”, these
being areas of data storage spaced at varying distances
from the central axis of the disk stack, a “CYLINDER
SEEK” command may be encountered during the read-
ing of data. The control module and storage director
then cause the head to access the new cylinder sought
for and to continue the reading operation. Similar in-
structions include head seek commands. Thus, typically
in the prior art the storage director will follow such
“embedded” commands in addition to those received
from the host. Similarly, the channel program pro-

cessed by the storage director itself may contain such

commands. Inasmuch as the system of the present in-
vention is desirably “software transparent” to the host,
l.e., requires no modification thereto, it continues to
obey these instructions. However, it additionally com-
prises means for examining the data as it is read from the
disks to the host, and the channel program’s perfor-
mance, for determining whether additional data should
be staged from the disk to the cache after completion of
the actual operation ordered by the host. Specifically,
the cache manager 24 examines the data as it passes
through the storage director 16 for commands such as
those above. If it receives no indications that the data is
not of sequential nature—these being defined more fully
below— it then continues with the reading of all the
data stored on a given track (i.e., an area of data storage
on a single surface of a disk one full revolution long)
into the cache. If the host then calls for the remainder of
the track, the cache manager detects this and causes the
next track to be similarly staged to the cache without
host intervention, and so on. In this connection, note
that the “next track” may not be physically adjacent to
the last on the same disk surface. Depending on the
organization of the disk system, the “next track” may be
on an entirely different disk surface, though usually one
located above or below the last in. a stack of disks, so as
to save on both seek and latency delay times.
Accordingly, examination of the data read to the host
is conducted throughout the reading, while the actual
decision as to whether the following track should be
staged is made at completion of the request; that is, at
the end of performance of the conventional “channel
program”. The present invention therefore relates to
additional decision-making carried out independent of
the host by the cache controller 24. Specifically, the
storage director 16 reports to the cache controller or
manager 24 certain information or “statistics” which
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enable the cache manager 24 to make decisions con-
cerning the desirability of staging successive tracks. In a
presently preferred embodiment, these statistics may
include: o

1. Was the first record on the track among the re-
cords processed?

2. Was the last record on the track among the records
processed?

3. Was the end of file record among the records pro-
cessed?

4. Was the channel program processed against the
cache or direct to the disk storage device?

5. Were there cache or disk read errors encountered?

6. Was an embedded head or cylinder seek command
encountered in the channel program?

7. Did a write command occur during the channel
program?

8. How many records were processed in the track
during the channel program? and

9. How long were the records processed?

As discussed above there are two basic types of deci-
sions relating to stagings to be made following execu-
tion of the channel program. First, if the channel pro-
gram was processed directly from the storage director
to the disk drive, i.e., a non-cached record was read, the
question as to whether the remainder of the track
should be staged into the cache arises. Future accesses
would then be directed to the cache; that is, subsequent
SEEKs are considered by the cache manager to sec
whether the record sought for by the host has previ-
ously been cached, The second question arises when the
channel program was processed to the cache, that is, the
data sought for by the channel program was found in
the cache, and concerns whether it is desirable to “pre-
stage” the entire next disk track into the cache. Of the
above statistics, the following disqualify data from

being cached: errors, write commands, embedded seek

commands, or “End of File” records. These are all
counterindicators of the desirability of caching, as they
indicate that the next record on the disk is not necessar-
ily part of the same program as that read.

FIG. 2 shows the decision making process in the form
of a flowchart. The process shown would be undergone
at the completion of each read operation. The examina-
tion of the statistics kept by the director to determine
whether any of the statistics disqualify the record from
staging is performed first, as indicated at block 30 where
“no stage” indicators are looked for. If there are such
indicators the data is not staged as noted at 32. If there
are no such indicators, the next question is whether the
previous access was directly from the disk to the host or
whether the operation was from the cache to the host,
as indicated at decision block 34. If the operation was
from disk to host (“NO” answer to block 34) the data is
then looked at to see whether both the first record on
the track was read and that more than one-half of the
track remains to be read, as shown at 36. If both these
conditions are true then the remainder of the track is
staged, as noted at 38. Parenthetically, the reason why

whether more than 3 of the track remains is considered 60

is simply to insure that it is worthwhile to do the staging
(i.c., read the remainder of the track into the cache) at
this particular point. Returning to consideration of
block 34, if the previous operation was from the cache
to the host, then the question is whether prestage of the
next track is desirable. At decision block 40 the question
is whether prestage is allowed for records stored on a
particular disk device. This allows the system designer
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to prevent the data stored on certain disk devices from
being cached, i.g, allows him to save certain disks for
data he knows will be random. For example, so-called
“fixed head _disﬁks“ which typically have less latency
time than m&vable head disk drives would ordinarily
not be used for sequential data sets. If prestage is not
allowed, then the decision is made simply not to stage.
If prestage is permitted, the cache manager 24 (FIG. 1)
then determines if prestage is desirable. For example,
the decision might consider whether both the last re-
cord of the track was read and whether there were at
least 3 access commands to the track as noted at 42.
Both these conditions are to be satisifed before prestag-
ing is accomplished, If so, prestage is undergone, at 44,
by reading the next track into the cache. If the last
record of the track has not been read, clearly prestaging
is inappropriate. Even if this condition is fulfilled, if
there were less than three access commands per track,
the records are evidently quite long and prestaging is
not required to reduce operating time lost to latency to
a workable minimum. Similarly, the manager might
look at the length of the record requested in a given
request, and stage more than the remainder of the track,
or more than a single following track, if it appears that
one or more subsequent similar requests will not other-
wise be satisfied by the data staged to the cache. .

The flowchart above will be appreciated by those
skilled in the art as one designed to ope:ate as a subpro-
gram within a cache manager control program. In par-
ticular, the method of the invention as described above
is designed to operate within the Model 8880 disk con-
troller available from Storage Technology Corpora-
tion, the assignee of the present invention. Indeed, the
present invention together with that described in the
copending application referred to and incorporated by
reference above, is field installable in this disk drive
controller in a reasonable time and at relatively modest
cost. Accordingly, the decision-making sequence
shown in FIG. 2 is configured as a subprogram under-
gone every time a channel program is executed. There
are numerous other ways in which it would be possible
to implement the method of the invention. For example,
staging could only be considered where the record most

recently read began a track and prestaging could only
be considered at the end of a track. Those skilled in the
art will recognize that numerous other expedients are
possible.

In a presently preferred embodimeni, the decision-
making capacity of the invention is emb<died in micro-
code permanently written on a floppy disk physically
carried within the storage director container and Wiit-
ten to solid-state random-access memory each time the
director is turned on. This is operatively connected to a
preexisting storage director processor for performing
the cache manager function. Use of, e.g., 2 Zilog Z3000
microprocessor is envisioned as a possible substitute in
an updated director, although again trose skilled in the
art will recognize that there are numesous alternatives.

Attached hereto as Appendix A and incorporated
herein by reference is a complete “pseudocode” rendi-
tion of the method of the invention. This pseudocode
includes both actual microcode instruci:ons and docu
mentary notes so as to enable one other than the original
programmer to understand the program. Appendix A
describes a microcode module entitled “End-Channel
Program Processing”. It begins with 2 zeneral descrip-
tion of the program function, and with operational de-
scriptions including the bits which are required from
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the storage director for its operation, definition of the
vanous subroutines and of the various registers re-
quired. The bulk of the program begins at line 01770
(page 2.163) and comprises actual microcode instruc-
tions as at lines 02730 through 02840 preceded by En-
glish language explanatory matter describing subject
matter of the decision made by the following micro-
code, e.g., as at lines 02630 through 02720. The decision
blocks shown in FIG. 2 are contained in modules of the
microcode of Appendix 1. For example, the stage deter-
mination decision-making flowchart which is described
above in connection with FIG. 2 runs from pages 2.169
through 2.176 of Appendix 1. Of this, for example, the
decision represented by box 30 in FIG. 2 is shown in
English language form at lines 02060 through 02150 and
in microcode at lines 02160 through 02390.

The remainder of the microcode and functional de-
scription attached will be of use in understanding of
various other functions of the cache manager, for exam-

10

15

ple, deallocation of inactive frames is described in a 20

submodule following that referring to the stage deter-
mination just discussed. “Deallocation” refers to the
process whereby areas of the solid-state memory of the
cache are selected for reuse, i.e., it is determined by this

sub-module that the data stored in a portion of the cache 25

will no longer be sought by the host. For example, upon
the host’s writing to an area on a disk, the contents of
which were previously cached, the data stored in the
cache is clearly no longer valid and hence that area of
the cache is deallocated and returned to the pool

8

vacant storage locations, to which the cache manager
may elect to assign data to be staged.

Those skilled in the art given the thus incorporated
documentation of the End-Channel Program would
have no difficulty in practicing the process of the inven-
tion.

Other copending applications which may be of rele-
vance in understanding the present invention are incor-
porated herein by reference, including copending Ser.
No. 325,351 filed Nov. 27, 1981 which discusses the
organization of the memory space comprised in the
solid-state cache memory 22. Error management and
recovery functions performed by the cache manager are
discussed in copending Ser. No. 325,287 filed Nov. 27,
1981 incorporated herein by reference. Also relevant is
copending application Ser. No. 325,288 filed Nov. 27,
1981 incorporated herein by reference which discusses
how precise correspondence between storage locations
on the disk devices and the cache is maintained.

Those skilled in the art will recognize that there has
been described a method for determining the sequential

nature of a disk record which satisfies the needs of the

art and objects of the invention discussed above. More-
over, 1t will be recognized that there are numerous
ways in which the method of the invention can be em-
bodied and improved upon and that therefore the above
disclosure should not be considered as a limitation on
the invention but merely as exemplary thereof. The
invention is more properly defined by the following

of 30 claims.
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APPENDIX A

DESCRIPTION:

The END CHANNEL PROGRAM

summary of the esvents occurpring

commnand provides
during

the Cache Manager with
the Channel

a
Program.

Intormation regarding errors from either the Cache or the DASD as wel!l

85 access monitoring statistics is
included which indicate the fol lowing:
Cache, the operation started on

encount ered. a track
operation occurred.,

The DASDO operation fiag indicates
the DIRECTORY SEARCH command,
DASD versus on the Cache.

started

Whenever
commands)

an imbedded cylinder
is sncountered,

and last seek information is updated
Cache Directory is invalidated.

OPERATION').
invalidated.

When the trach switch flag is set along

Manager iavalidates any frame
Detwesn the original

included.

Additional flags are

the operation started on the

DASD ,
Sswitching operation occurred,

that the
the trachk field

seeh (DASD

the ENO CHANNEL PROGRAM command is i1ssSued
lavediately with the imbedded Cylinder seek flag set.

processing was to the Cach; (ie.
frame corresponging

8nd the address currsntly given {(last seek

PROGRAM command.
is invalidated

The Update Seek Oniy flag:.- Is indicated

received which contains only

Manager upcates the

when a
nt control commands
The Recalibrate command is an example of a contro

an imbe dded

or

Seek
a

wWas
whrite

Cache Director. following

transfers on

seek or cylincer seek

All statistics

immediately and the frame in the

not

to DID.C.C.H Is

with the write flag, the Cache
containing a

address that was used for

trach with an address

the directory search,

address) in the END CHANNEL
Thus any track that the write cCould have occurred to
and integrity is preserved.

channel program (g
(not reads/searches).
I command. The Cache

last seek address stored in the Cache Manager.
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DASD read error is returned in the case of No Record Found, Data
Check. or Irack Overrun conditions. The frame Iin the Cache Directory
is invalidated.

1§ Cache read chachks are indicated, the Cache Manager marks the
indicated frame unusable in the Cache Directory. |

If the Cache Manager detérmines that it wouild be prof itable to stage
this track. based on access monitoring and customer indications, {t
returns 'READ STAGE PARMS ' status which causes the STAGE operation to
be init iated.

END CHANNEL PROGRAM

iracaus ' X'OF' (EXTENDED} :
--------- - e e o — o e o e A M 4o i U e S e G S A S e W Sl — - o A A A . AN A l
|Bus OUT | !
{ g1t 0 | © ENO CHANNEL ¢
! t {0 PROGRAM :
{ 2 !¢ (2) :
3 !0 e am—

: 4 | 1 +- - :
| 5§ 40 RES 10UAL { TRANSFER | !
= 6 E { COUNT (11 { COUNT (11) } :
7 1 +- -4 !

| crmmer rm g mm———e S s —mm- S o SSS SessSSSeSomS mmeTmE ————mem————eee————]
| PARMS ' BYTE 0 ! BYTE 1 ¢ @BYTE 2 { BYVTE 3 | BYTE 4 :
| (BUS OUT)|~=~==———"- g o —— e e = e = e e
| - FLAGS ' FLAGS ' DEVICE 1D { CYL HIGH { CYL LOW
! Bit O !DASD RD ERR {FIRST RCD - 0 | C : C !
: t ! 0 'LAST RCD | 0 ' C : C :
H 2 ‘CACHE RD ERR{EOF RECOROD | DID : C - C :
i 3 'IMBED CYL SK{UPDT SK ONL, 01D ! C : C .
! 4 STRACK SWITCH),DASD OPERTN, DID K C : C !
{ 5 IwWRITE OCCURD; 0 ! olD ' C : C -
: 6 !IMBED HO SK | 0 : OID : C : C :
i 7 !'CHL-]1 RESET | 0 : DID : C - o '
'-"-----#---'"-*'--'-+-"*-'--'—-+--'-“-—-----—--—-—----+--'--------:

ipaaus : BYTE S | BYTE 6 | BYYES 7-9 ) BYTE 10 |
(BUS QUT)! == mm—mme—mceje mmmroe eoam oo = = - o= ————————— —————m-——— !

{ : HEAD ‘¥ RCDS READ!{RCD LENGTH / ERR ADDR ¢ LRC BYTE |
! 8it 0 H : ' ¢ KL ) DL 1 DL | LRC 128 g
l U H : "y + KL 4 OL } DL | LRC 64 |
I 2 | H : ’ ¢ KL ) OL ¢ oL | LRC 32}
: 3 | H : ’ { KL | DL { DL | LRC 16
: 4 | H : ’ ¢ KL !} DL )} pL § LRC 8 |
I 5 | H : ’ v KL J OL { OL | LRC 4 |
l 6 H ’ y 'Kt ¢ DL ¢t pL LRC 2
! 7 ! H - ’ ¢ KL ¢ DL t pL ! ALWAYS 1 |
.---—-—---+-----—-----------------------------—--—-—--------------:
iaus IN TAG VALID - NORMAL ENO ¢ CHECX END :
| om e m = - = 4o ——————————— PO st :

! Bit 0 | 0 : 0 { INVALID MODIFIER |
: 0 ! READ STAGE PARMS | SYNC OUT ERROR :
! 2 ¢ 0 : 0 ¢ INCORRECT LENGTH |
t 3 | 0 : 0 ! INVALID PARMS :
: 4 !¢ 0 : 0 ¢ [NCORRECT SEQUENCE!
I 5 | 0 : 0 ) TABLE ERROR '
| 6 ! 0 ' MODE CHGE PENDING | NOT IN CACHE MODE |
{ 7 ! 0 ' 0 ! LRC CHECK :
&
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~—deai location. fFinally the Stage

. Prog‘ty processing:

——

__End
- Deal location Determination

conditions are *I_Iltt {oescrived
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This module performs the fol lowing End Channel Program functions:
—_—
-

T . mmk Mmoo
eninl— [ e B &

Store last seek address
UpCate statistics
Release frame
Deatlocation if reguired
Frame invatidation {Ff recduired
Stage Ceclision

Prestage decision

Set up parameters for Read StagQe
Return 'read stage parameters®

. oy oy el g i 4 =

' , YR e oWy -,
[ ]

- Sama n el -‘“*'_m
b

Lo

1 m oy -

By, e w1
-t

|

Parameters command -
status if staging indicated

- - -

S three routines: Statlstlci.nae i —_—
i:nd Stage Determination. Ping.
or algorithm effectiveness.
Deal location occurs as a result of read errors, writes, and
rafglnq the last record on a terack (the track is no longer
needed). Stages or prestages sre initiated if the peropenr

‘in the Stage Decigion segnent).

Channe | _Program contain

Stat istics are kept to mont :
=
¢

o

F -

ogram |s the Receive buffer. The return

ode indicate errors and whethn
Parameters comnand is allowed. hether Or not

The input to €nd Channel PE
flag byte and the retyrn c
& Read Stage

End Channe! Program first Calls the
modu te. Then the Update Stat i
the statistics keeping portio
Release Frame service module

Then the Desllocation determ i

UpGate Last Seek service

stics routine is called to perform

n of End Channel Program. Next the._.__
is Called to release the frame.
nat;a: ro?tinl does any necessary
etermination r

stage initiating determinations. outine is used

d—

L o

tO make any

The following Dits from the flag bytes drive

the End Channe|

] -

Py ol - =gl
k b ol LI

DASD RD ERROR ==~ The- 'DASD read error' flag-is

Determination. If a DASD reag used Dy Stage

error is indicat-

ed, a stage will not result.
CACHE RD ERROR -- The 'cache read error’ flag is used by the
. Deallocat icn segment. [f a cache read ereronr
oCcurs, the frame is permanentiy invalidated.
IMBEDDED == The 'imbedded cylinder seek’ flag

CYLINDER SEEK oante oY i

is iniliated.
WRITE OCCURRED -~ Thci'writq occurred’ flag s used Oy Statistic
keeping, Deallocation and Stage determination.

'f &2 write occurred, the frame is deallocated
and no st age or prestage is initiated.

TRACK SWITCH _ The 'track switch' flag is used by Deal location

and Stage determination. IF 4 track switch
oCCurred along with a write, a series of

frames are deallocated. A st
. age
& trach switch. 9¢ never follows

DASD OPERATION -- The 'DASD operation' flag
getermination to determine
staging or prestaging.
Deallocation to determi
foung'

{s used by Stage

_ whether to consider
It is also used Dy

_ ne {f certain 'frame not
Conditions constitute a table error.

UPD SEEXK ONLY --

The 'upcate seeh oniy* flag indicates that
only the last seek address is to be updated.
1f set, End Channe) Program does not call Update
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statistics, Deallocat ' .
| ate, or Stage determination. «
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00090
003100
00110
00120
00130

- 00140

00150
00160
0C170
00180
00190
00200
00210
002290
00230
00240
002540
00260
00270
00280
00290
00300
00310
00320
00330
00340
003590
00360
00370
00380
00390
00400
004%0
00420
00430
00440

- 00450

00460
00470
00480
00490
00500
00510
00520
00530
00540
00550
00560
00570
00580
00590
00600
00610
00620
00630
00640
00650
00660
00670
00680
00690
00700
00710
00720
00730
00740
00750
00760
Q0770
00780
00790
00800
00810
00820
00830
00840
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€EOF RECORD ~-

FIRST RECORD -~ The ‘'first record' flag is used by Stage deter-
1f set,
that the operation was sequential, and thus the

LAST RECORD —

IMBEDDED
HE AD SEEK

CHANNEL
INTERFACE RESET

™~

v

13

The

is Set.

mination,

4,468,730

'EOF recora’
& data set has been reached.
does Nnot cause a stage or prestage if this flag

fFlag

14

Stage determingtion assumes

frame is a candidate for staging.

The 'last record' flag is used by Stage determ-
it set, the next track may be prestaged.

ination.

The

‘head seei'

flag is used to §ndicate that

head switching occurred and that the entire

Ccyl inder myst be invalidated ({f the

was$ oOn.

The

‘channel

interface reset'’

'write'

flag indicates

that a director reset or a halt 1/0 occurred.
Proper recovery action (deallocat ion of
(cylinder ) must take placs.

SPEC IAL CONSIDERATIONS

oI e iy gl

none

INTERFACE ITEM

ENTRY POINT(S):

MORMAL EXIT(S):

ERROR EXIT(S):
ROUT INES USED:

MACROS USED:

DATA STRUC TURES:

INTERNAL REGS:
EXTERNAL REGS:

ENTRY IRG:

NAME

- il - in

MOFGDOO 1

caller

none
MOFGDAS3
MOFGD 581
MDFGD 5A9
MOFGDSB82
MDFGD SAS
MDFGD OS2
MOFGDODS3
MODFGDOS4
MDFGDSD2
USAVE
UCALLMOD
USETIRG
URESTORE
URETURN
MODGDTO9
MDDGD T04
MODGA TO 1
>

IRG

P{EX S5TK)
S(PL1)

DESCRIPIIGN/PARAHETGHS

ENTRY PARAMETERS -

Receive buffer

DID RCv _OIOC
FLAG BYTE 1 RCV_FLAG
FLAG BYTE 2 RCVv_FLAG
C (M1) RCv_DIDC
C (LO) RCY CYLH
H RCY CYLH
NUMBER OF RECORDS RCV_RCKL
RCRD LEN/ERR ADD 1 RCV_ERRD
RCRD LEN/ERR ADD 2 RCV_ERRA
RCRD LEN/ERR ADD 3 RCv_ERRA
RETURN REGISTER GROUP (RTN)
RETURN FLAG - RETFLAG

8it 00 -=-> Normal! End
=1l -=2> Check End
Bit 1=s1 -=> Send Data

RETURN CODE - RETCODE
Normal End
Read Stage Parms NE_RDSTG
Chechh End

Re lease fFrame

Store Last Seek
Dealligccate Range

Get Last Seek

Perm Deallocate Frame
Update 5Statistics
Oeallocation Determination
Stage Determination
Take Statistics

Save the ]RG

Call A Module

Change the [RG
Restore the ]RG
Return to Caller

R/R Space Management Status (SST)
R/w OID Status Table (0ST)

R/W Cache Manager Status (CS7T)
>(R/W) >

| Register Group Pointer

EXIT IRG: P(EX STK)

S{RTN)}

indicates that the ena of
Stage determinat ton

Flag
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00850
00860
00870
00880
00890
00900
00910
00920
00930
00840
00950
009690
00870
00980
00990
01000
01010
01020
01030
01040
01050
01060
01070
01080
01090
01100
o111 0
01120
01130
01140
01150
01160
C1170
01180
0119¢0
01200
012190
01220
01230
01240
01250
01260
01270
01280
01290
01300
Q13190
01320
01330
013490
01350
01360
Q137¢
21380
$1390
g140G
01410
0142 ¢
31430
01440
Q1459
“ta460
“¢4870
ni148 ¢
71490
01S0¢C
A151 0
1520
01530

01540

01550
01560

01570
01580

01590
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& . .
¢ CHANGE ACTIVITY "
® T A et e e e p
* 01/09/8% ©  START .
* 02/10/81 D2 SCHEDULED iprolog) *
¢ 02/10/81 D2 COMPLETED .
* 03/25/8% 11 SCHEDULED (pseudo code) *
* 03/25/8t 11 COMPLETED .
* 04/06/81 Changes as a result of New prolog format and revigy *
* 04/16/81 Changes as a resuit of New interface definition *
* 07/15/81 REAL CODE STARTED *
¢ 07/23/81 [2 SCHEDULED (real code) .
¢ 07/24/81 12 COMPLEYED (MODULE SIZE = 777 words) »
* >(m/d/y) >(py) >{change #) >{change description) ®
» .
U900 42200 0008¢8¢s00e END OGF SPECIF]CATIONS AL Ll R 2T NIl YT IYRIIT

ACCCOUNT DEF PO
XXTRKCYL OEF PCP%
TRKCYL OtF Pi
ADDRESS DEF P2P]
ADORESSH DEF P2
ADDRESS L DEF P3

*ACCESS COUNT
*TRACKS PER CYLINDER

FLAGS DEF PGP7 *FLAG BYTES

FLAGOD DEF (o] 5 *FLAG BYTE O

DASDRERR DEF o *OASD READ ERROR

CACHRERR DEF 2 *CACHE READ ERROR

IMBCYLSK DEF K ¢ IMBEDDED CYLINDER SEEK
TRSWITCH DEF 4 *TRACK SWITCH

WRITEQCC ODEF 5 *WRITE OCCURRED

IMBHDSK DEF 6 *IMBEDDED HEAD SEEK
CHANLRE S DEF Y *CHANNEL INTERFACE RESET
FLAGY DEF P7 *FLAG BYTE 1

FIRSTREC DEF o *FIRST RECORD READ

LASTREC DEF 1 *LAST RECQRD READ

EQFREC DEF 2 *EOF RECORD READ

UPSKONLY DEF 3 *UPDATE SEEX ONLY

DASDOPER DEF 4 *DASD OPERATION

O e e e e e e - . - ittt d L e ppp—— A - - - - &
* ENTRY END CHANNEL PROGRAM PROCESSING .
P e e e e o et -

STARY MOFGODO1
ORG MOFGDDO 1

MOFGODO t USAVE *SAVE THE IRG

T S — e e T S MR S S e s g S S —---'

* If ‘¢channel interface reset ‘' pit not set ¢

. il e S e el W . A e S - s - T Al e G S - G dem wle E- b b LT e p— L 2 3 F ¥ LN XN Y T - e - i gy -.—--------'

ADDRESSH = SRCVBUF *SET UP ADDRESS OF RCVBUFFER
ADORESSL = :RCV _FLAG

FLAGS < (ADDRESS ), INC
USET IRG IRG SECD PL2_SECD
PL2D IDCY < (ADDRESS}, I NC
PL2CHD < ( ADDRESS)

JL FLAGO.CHANLRES, T HEN
B ELSE

*GET THE FLAG BYTES
*SWITCH TO PL2

*PUT DID.C INTO PASS REGS
*PUT C.H INTO PASS REGS
*BRANCH IF NOT ABORTED

. .
* .
* CALL STORE LAST SEEK : »
. PASS: DID.C.C.H .
* RECEIVE: NONE .

THEN UCAL LMOD MDFGDSSE 1 *STORE LAST SEEK

. i S A ol N Al - s g W R o - N e o e Gl B - g L K T P I A g - gy e e - gy T e o A I Sl e e g e e ol Al ----'

1F update seei only bit not get

$ .
9 9
. THEN-DO for update seek only bit not set .
. CALL Release Frame .
® PASS: DID.C.C.H .
¢ RECEIVE: Return flags. access\count ’
& &

01600
01610
01620
01630
01640
01650
01660
01670
016890
01690
01700
01710
01720
01730
01740
01750

01770

01780
01790
01800
01810
01820

01830

01840
01850
01860
01870
01880
01890
01900
01910
01920
01830
01940
01950
01980
01970
01980
01990
02000
02010
02020
02030
02040
02050
02060
02070
02080
02090
02100
02110
02120
02130
02140
02150
02160
02170
02180
02190
02200
02210
02220
02230
02240
02250
02260
02270
02280
02290

02300
02310

02320
02330
02340
02350
02360
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INC LUDE Update 5Statistics .
INC LUDE Deatllocation Determination
INCLUDE Stage Determi nation

ENO-THEN for update sSsek only bit not set

JH FLAG! ,UPSKONLY,.ELSE! *BRANCH 1F UPDATE SEEK ONLY
IRG = SAVEDIRG *RESTORE TO PL2

UCAL LMOD MOFGDSA 3 *RELEASE FRAME

ACCCOUNT s ACCESSCT sPERSERVE ACCESS COUNT

UCAL LSEG MDFGDDS 2 *YPDATE STATS ’
UCALLSEG MDFGDDS 4 «OEALLOC DETERMINATION
UCALLSEG MDFGDDS 3 «STAGE DETERMINATION

B DONE

e & & & & B
e 4 & 4 & &

* ELSE~-DO update seekh only bit set »
¢ Set normal! return Flag .
¢ Set zero return code .
. END-ELSE update seek Only bit set *
. END~-THEN for channel program not aborted .

‘ ey T T T r T r - wr o R N B L Ll e N Al e el A A S e e el B AT e kol - S Sl e e R A g e g ol SR mEv apl A S S ----.

ELSED RETCODE = X00 ¢sZERO RETURN CODE

RETFLAG s NORMEND +NORMAL END

B DONE
’—--‘-‘-‘- e o A A A S A S S i R S U g Sl Gl G G S U S A WG G e e e o e SR S G e AT SN G A G G - e i
. ELSE-DO for channel program aborted because of chech-1 .
. Get tracks/cylinder for this device typs .
® CALL Deastltlocate Range g
. PASS: DID.C.C.0. tracks/cyl (dealloc cylinder) ¢
* RECEIVE: Return flags .
* Set normal end return flag .
. Set zero return code o ¢
. END-ELSE for channel program aborted .
P e MR D i ma D Y SR S g T A A W SN SR U N A A, _— - e ——— = = o
ELSE USETIRG IRG SECD SST_SECD ¢SWITCH TO S57T

ADORESSH = $SOTD_TABL sSET UP ADDRESS 10 DVYD

JL SST DFLG.BITDEVYA,TYPED ¢*BRANCH IF DEVICE TYPE B8

XXTRKCYL € (ADDRESSH.. :DFHDTRKA) *GET TRACKS/CYL A

B CALLIT ,
TYPED XXTRHECYL < (ADORESSH.. :DFHOTRK8) «GET TRACKS/CYL B
CALLIT USETIRG IRG SECD PL2_SECD +sSWITCH TO PL2

PL2ZHEAD = X000 «LOWER LIMIT = O

PLZHEAD2 = TRKCYL *UPPER RANGE

UCAL LMOD MDFGDSAB eDEALLOCATE RANGE

RETCOOCE = XOO ¢+ ZERD RETURN COODE

RETFLAG = NORMEND «NORMAL END RETURN COODE
€ = e = o e i D e = 2 6 e e s e P Y S =
¢ RETURN ’
i = o o S Al AEA S S g A g — Sy A D G R S e D e e Y SR G N D N Ny AR S S M A R Ee SR - o e e w w
DONE URES TORE ¢RESTORE THE IRG

URET URN *RETURN TO CALLER

END
MODULE: ENDO CHANNEL PROGRAM PROCESSING

SUBMODULE: UPDATE STATISTICS

2.4.5.1 SUBMOODOULE: UPDATE STATISTICS

000080 OPUPCESL SEROEES SUQ 06904 ¢85 800080 0CEY BRSO

START OF SPECIFICAT IONS

SUBMOOULE NAME: MDFGDDS2

SUBMODOULE TITLE: UPDATE STATISTICS

& & & & &
> & & & & &

PARENT MODULE: MOFGDDO Y

02370
02380
02390
02400
02410
02420
02430
02440
02450
02460

02470

02480
02490
02500
02510
02520
02530
02540
02550
02560
02570
02580
02590
02600
02610
02620
02630

. 02640

02650
02660
02670
02680
02690
02700
02710
02720

02730

02740
02750
027690
02770
02780
02790
02800
02810
02820
02830

02840
02850

02860
02870
02880
02890
02900
02910
02920

00020
00030
00040
00050
00060
00070
00080
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. - *
¢ FUNCTIONAL DESCRIPTION ’
§ o Rmo AR cEmee e - —— »
* The Update Statistics routine updates the Device Statistics Table. «
¢ 0One of three event couinters is IinCremented, depending on hOow the .
* channel program was satisfied. The three counters are: *
» ®
® READ CHANNEL PROGRAM SATISFIED THROUGH CACHE -- The channe! program s
* was sat:sfied entirely through the cacpe. »
L 8
* OSWITCH TO DASD DUE TO WRITE -= The channel program started cut on .
* the cache but was switched to DASD beCcause a write command was »
* received. .
» .
¢ TARGET TRACK NOT FOUND IN CACHE -~ The target trachk was not in the =
* cache 30 the channe! program was satisfied entirely through DASD. .
* .
» - .
¢ NOTE: These statistics are not used by the stage cdetermination .
¢ process. They are kept tao be used in anatysis of Chinoohk .
. performance. -
$ ¢
¢ INTERNAL [ TENMS NAME OESCRIPTION/PARAME TERS .
B soaecoc moeos o oo o . e o s am e an oy . e - - |
* ROUT INES USED: MOFGD S02 Tahe Statistics &
* MACROS USED: URETURN Return ¢
. UCALLMOD Call Module .
g USETI RG Change the [RG .
* DATA STRUC TURES: none | .
* INTERNAL REGS: > >(R/M)} > .
* EXTERNAL REGS: IRG | REGISTER BANK PQINTER "
P | &
¢ ENTRY IRG: P{Ex Stk) EXIT IRG: P(Ex Sth) *
. S(RTN) S{RTN) .
. ¢®
¢ CHANGE ACTIVITY .
e —m- ——— — .
*« MM/DD/YY 12 COMPLETED (MODULE SIZE = 779 words) .
® .
L2022 0 4800550 0300000000 END OF SPECIFICATIONS TS0 L 20O S URESSBREGON
T e e e e e e e e e e o320 %0es *
¢ {OCALS -

ACCCOUNT DEF PO
ADDRESS DEF
ADDRESSH DEF P2
ADDRESS L OEF P3
FLAGS DEF
FLAGO OtfF Po
DASDRERR DEF 0
CACHRERR DEF d
IMBCYLSK DEF 3
TRSWITCH DEF 4
WHITEDOCC DEF S
IMBHDSK  DEF 6
CHANLRE S DEF 7
P
0
Y
”,
3
4

*ACCESS COUNT

*FLAG BYTES
*FLAG BYTE ¢
*DASD READ FRROR
*CACHE READ ERRQR
*IMBEDDED CYLINDER SEEK
*TRACK SWI TCH
*WRITE QCCURRED
*IMBEDDED HEAD SEEK
| *CHANNEL INTERFACE RESET
7 | *FLAG BYTE 1
*FIRST RECORD READ
*LAST RECORD READ
*EOF RECORD READ
*UPDATE SEEK ONLY
*DASD OPERATION

FLAGI DEF
FIRSTREC DEF
LASTREC DEF
EOFREC DEF
UPSKONL Y DEF
DASDOPER DEF

¢ (start of Update Statistics S egment ) .

’ e S S S e s Lk B oy y. L b X B F  F) - el R T g il o T e EE Ay G G sl S S - e e A e e N . W et e T g I amle

STAR T MDFGDDS2
ORG MDFGDDS2
MDFGDD52 ADDRESSH = $SAVE P4PS
ADDRESSL = :SAVE P4PS
PARS > (ADDRESS)
USET IRG IRG SECD PL2 SECD

*SET UP ADDRESS TO SAVE P4PS

*SAVE P4PS TO CLEAR REG SPACE
*SWITCH TO PASS LINK 2

¢ IF DASD operation not set .

00090
00100
00110
00120
00130
00144¢
00150
00160
0O170
00180
00180
00200
00210
00220
00230
00240
00250
00260
00270
002480
002990
00300
00310
00320
00330
00340
00350
00360
00370
00380
00390
004040
00410
00420
004390
00440
04590
00460
00470

00480
00500

00510
00520
00530
00540
00550
00560
06570
00580
00590
00600
00610
00620
00630
00640
00650
00660
00670
00680
00690
00700
00710
00720
00730
00740
00750
00760
00770
00780
00790
00800
00810
00820
00830
00840
00850
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G4  FLAGI,DASDOPER,ELSE *BRANCH IF DASD OPERATION

& ¥
* 1F ‘ucite occcurred’ SEt .
. THEN- DO for switch to DASD | .
. CALL Take Statistics | .
. PASS: DID. tncrement awitch to DASD | ¢
¢ RECEIVE: return flags .
END-THEN for switch to DASD g

B o T . — - T > D b D e o S D > R D - A e e W e e o e
THEN JL FLAGO.WRITEOCC.ELSEZ2 ¢sBRANCH IF NO MRITES

PL2STATC = SCOOEWFD ¢INC WRITE FORCES TO DASD

UCAL LMOD MDFGDSD 2 oCALL TAKE STATISTICS MODULE

B DONE
oo s e e e e I ——————————————————p RS T PR Y TR R PR Rl d ] anb b h et L
. ELSE-DO for hit - ¢
¢ CALL Tane Statistics .
* PASS: DID, increment read satisfied through cachs *
¢ RECEIVE: return flags .
¢ END-ELSE for hit *
. END-THEN (or cache operation .

¢INC READ SATISFIED THRO CACHE
¢TAKE STATISTICS

ELSE2 PLASTATC s SCODERTC
UCAL LMOD MDFGDSD 2

8 DONE

' ELSE-0O for DASD operation

. CALL YTake Statistics

° PASS: DID. increment target track not in cache

. RECEIVE: return f1ags

. END-ELSE for DASD operation .

2 & & & =

¢ INC TARGET TRACK NOT IN CACHE
*TAKE STATISTICS

PLASTATC = SCODE TNC
UCAL LMOD MODFGDSD 2

‘ PR G e T RIS ey - R F v Y L W N N L . ) W R ¥ F o Ll § J ¥ "1 L [ gl e A A e g R A -_-_‘

¢ {end of segment} . .
G s e A e D — —— A v g T G et G A S . . W - e e Y N S A S SR G W A S S - e gy e - i
DONE ADDRESSH = SSAVEPAPS
ADORESSL = :SAVEPA4PS
P4PS < (ADDRESS) ¢*RESTORE P4PS
- URETURN | *RETURN TO CALLER

SAVEPAPS OC 0
END

MODULE: END CHANNEL PROGRAM PROCESSING
SUBMODULE: STAGE DETERMINATION

2.4.5.2 SUBMODULE: STAGE DETERMINATION

allp e ights 4pe oS gple e P EEe g g e gy BRSOl oalh O EEES olE NE e pum e D ampe D dok o R N g iy ol e Sl -
L

‘SPHOSGp PSSO RBOECSEBOTSEBOSOERNN

START OF SPECIFICATIONS

NI N R LY EYEREINENLEEN N RN

. .
¢ SUBMODULE NAME: MDFGDOSJ ¢
- &
¢ SUBMOOULE TITLE: STAGE DETERMINATION *
@ L
¢ PARENT MOODULE: MDFGDODO .
® L™
¢ FUNCTIONAL DESCRIPTION .
@ cCrmrcmccemre—e ESEe—m- .- ————- »
* The Stage Determination rout ine is responsible for the decision “
* on whether or NOt to stage a trach, based on Information ¢
¢ contained in the End Channel! Program command. The module must .
¢ decide whether or nout to Stage the track if the channel program .
¢« was executed on DASD., or whether or nOtl to prestage the next ‘
¢ track If {t was executed on the Cache. o
L »
* The, following tasks are included in Stage Determinat ton: ¢
® %
¢ = Check for nO read ecrors -
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= Check for no writes 'n channel program

-~ Chech for no inmbedded cylinder seehs/track switch/ imbed head seeh

- Checih for no EOF indrcation

= Checkh for don't cache fixed head flag and fixed head cylinder
- Chech ftor record one ard >a 3/4 of track remaining unread as well

as on DASD for stage
- Chech for prestage indicat ions
- S5et up parameters for read stage parameters command
- Set 'read stage parameters data' valid flag
- Set 'prestage’ ftlag f prestaging indicated
- Return stage/prestage,/no stage indicat ion

OPERATIONAL DESCRIPTION

Ll L L - e i o g mae A e

The following algorithm is used in Stage Determination: First

the €nd Channel Program command is checked for any no staging
indicators which are: ‘wriles occurred',
"*trach switch', ‘EOF seen', 'cache read error', 'DASD read
error’', or 'imbedded head seeh'. Any Oof these indicat ons
prevent staging. Also,
and "don't cache fiked heads " was indicated for this device at
conf iquration time, no staging will occur.»

Next, if the channel prougram was executed on

the (Cache. a prestaging decision must be made. The decision to

prestage is made only if the last record on the track was read,

prestaging is allowed on this OID, and at least three accesses
to the current track were made. -

if the channe!l program executed on DASD, then the decision to
stage must be made. If the first record on the track was read,

angd at hll!t three~forths of the track still remainas, then the
deCision to stage is made. (see the diagram on next page)
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if the track indicated is a8 fixed head track

¥ & 8 & & & 8 % & & B 5 2 BB S 4 & & BB S D 4K E 48 A RO E SR N AR PSSO E P S E S YR EE e o

S 5 4 & & & 5 8 % 2 & 2 & 2 2 " P E 22

00220
00230
00240
00250
00260
00270
00280
00290
G300
00310
00320
00330
00340
00350
003690
00370
00380
00390
004040
00410
00420
00430
00440
00450
00460
00470
004840

00490
00500

00510
00520
00530
00540
00550
00560
00570
00560
00590
00600
00610
00620
00630
00640
00650
00660
0067 ¢
00680
00690
00700
00710
00720
00730
00740
00750
007€0
00770
00780
00730
00800
008t 0
00820
00830
00840
00850
00860
00870
00880
00890
00900
00910
00920
00930
00940
00950
00960
00970
00980
00990
01000
01010
01020
C1030



4,468,730
26

+

The End Channel! Program tag is processed while
the Cache Director is maintaining selection to
the device. The processing should take a min-

imum of time, as a Stage operation will begin

with the first possible record. |

Since this module is key to Lhe performance of

1 t

is expected that its algorithms

will be tuned to achieve max imum performance.
Thus the module should be construc ted in such
s way #3 to be flexible and emusy tO change.

25
$
e SPECIAL CONSIDERATIONS
. - e . A W S —
¢ Timing:
P w
P
L
.
¥
¢ Flexibility:
¢ CHINCGOK,
$
|
P
9 | ,
. INTE RNAL 1 TEMS NAME
§  wame maom s o seem e oler VEN S
e ROUT INES USED-: None -
e MACROS usSeED: URETURN
. USETIRG
e DATA STRUCTURES: MODGDTO02
. MODGD TO09
* INTERNAL REGS: >
e EXTERNAL REGS: [ RG
L
e ENTRY IRG: P{Ex Sth)
® S{varies)
a i
¢ CHANGE ACTIVITY
% o b g M e
» MM/DD/YY

SUACCRSS S SGNSG BSUGOS S GRS

s LOCALS »
,__________________________-_-____“_______-_____-_______-_--_-__-__-_-_.
ACCCOUNT DEF PO *ACCESS COUNT

LOCFLAGS DEF Pi ¢ L OCAL FLAGS

LPRESTAG DEF O - eLOCAL PRESTAGE FLAG

SETLPRES DEF X80 «SET

RESLPRES DEF X7F sRESET

TRACKUSD DEF POP1 «TRACK BYTES USED COUNT
TRACKUH DEF PO

TRACKUL DEF P

ADDRESS DEF P2P3

ADDRESSH DEF P2

ADDRESSL DEF P3

FIREDXX DEF P2P3 +NUMBER OF FIXED HEADS

FIXED DEF P2

RECPROK L DEF P2P3 ¢NUMBER OF RECORDS / KEY LENGTH
RECPROC DEF P2 «NUMBER OF RECORODS PROCESSED
KEYLEN DEF P3 ¢eKEY LENGTH

CYLSDEV OEF p2P3 +CYLINDERS PER DEVICE

CrLSDEVH DEF P2

CYLSDEVL OEF P3 | |

1PL2CYLH DEF P6 +TEMPORARY COPY OF CYL ADDR HI
TPL2CYL L DEF P7 *TEMPORARY COPY OF CYL ADDR LO
ALTADOR DEF PGPT ¢ALTERNATE ADDRESS ~
ALTADORH DEF P6

ALTADDRL DEF p7

RECLEN DEF PGP7 «RECORD LENGTH

RECLENH DEF P6

RECLENL DEF P7

STGTHOLD DEF PG6P7 sSTAGE THRESHOLD

SIGTHLOMK DEF P6

STIGTHLDL OEF P7

XXTRXCYL ODEF PEPT ¢TRACKS PER CYLINDER

TRKCYL DEF P7

FLAGS DEF PEP7 ¢FLAG BYTES

FLAGO DEF PH »FLAG BYTE O

DASDRERR DEF 0 +DASD READ ERROR

CACHRERR DEF 2 «CACHE READ ERROR

IMBCYLSK DEF 3 «[MBEDDED CYLINDER SEEK
TRSWITCH DEF 4 sTRACK Swi TCH

WRITEOCC DEF S *WRITE OCCURRED

IMBMDSK OEF 6 «IMBEDOED HEAD SEEK

END OF SPECIFICATIONS

DESCRIP110ON/ PARAME TERS

Return
Change the IRG
R ODevice Type Descriptor (DT0)
o Space Status Tabtle (55T)
>{R/W} 2> |
| Register Group Pointer
EXIT IRG: P(Ex Sth)
S{varies)

12 COMPLETED (MODULE SIZE » 227 words)

01040
01050
01060

- 01070

01080
01090
01100
01110
01120
01130
01140
01150
01160
01170
o1180
01190
01200
01210
01220
01230
01240
01250
01260
01270
01280
01290
01300
01310

01320

01330

01340
01350

01360
01380

01390
01400
014190
014290
01430
01440
01450
01460
01470

01480

01490
01500
01510
01520
01530
01540
01550
01560
01570
01580
01590
01600
01610
01620
01630
01640
01650
01660
016740
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01690
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01730
01740
01750
01760
01770
01780
01790
01800
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CHANLRES DEF 7 *CHANNEL INTERFACE RESETY
FLAGY DEF P7 *FLAG BYTE 1
FIRSTREC DEF 0 *FIRST RECORD READ
LASTREC DEF i *LAST RECORD READ
SEFREC OEF 2 *EOF RECORD READ

SKONL ¥ DEF 3 *UPDATE SEEK ONLY
DASDOPER DEF 4 *DAS0 OPERATION
§ == or D A T o ——— ———— A —— ——— " — e o P —

el L et T R T p—p—— §

* ({start of Stage Determination segment) »

START MDFGDDS3
ORG MODFGDDS3

T T e e e e e e e e e e e

. Set normal return flag WATCH FIX ¢ e
s Set zero rBturn code { 00) [XED HEADEEIILEE ALY :
¢* Reset 'prestage’ flag off (SST) .
e e e e e e e e e —— ——— e e e e
MOFGDDS 3 USET IRG IRG _SECD RTIN_SECD *SWITCH TQ RETURN REGS )

RETFLAG = NORMEND
RETCODE = NE NORM

*SET NORMAL END
*SET ZERO RETURN CODE

USET JRG [RG SECD SST_SECD *SWITCH TO SST
SST FLAG = SST FLAG RESPREST +*RESETY PRESTAGE FLAG
P = e emaras oo o - W . A gl i N dmm Gy Gy Y wgly i e e S — aendeadl b i T T e ——
* lF writes occurred or ----‘-----:
* imbedded CYL INDER SEEK or .
* TRACK SwlTCH or L
. IMBEDDED HEAD SEEK or .
. EQOF RE CORD or .
. cache regad ercror or .
. gasd read error or .
C ) L]
-oomnol920[ cache fixed heads(CST) and €.C < #-of-fixeg-head-cyls) s
T e e s . > e -~ — . = . - — s »
D = FLAGDO TM XBE *TEST WRITE OCC,.DASD RD ERR,
*CACHE RD ERR, IMBED CYL . HD SK
. *TRACK SW
BNN DONE *BRANCH 1IF ANY OF ABOVE SET
D = FLAGY TM x20 - sTEST EOF RECORD
8NN DONE *BRANCH IF ANY OF ABOVE SET
o JH SST DFLG.BITCFXDM NOT *BRANCH [F NOT CACMEING FXD HD
" POSSIBLE sBRANCH IF CACHE ING FIXED HEADS
07 ADDRESSH = SDTD TARL *SET UP ADDRESS FOR DTID
JH S5T DFLG.BITOEVTA,TYPEA *BRANCH IF TYPE A
ADDRESSL = ::DFHD TRKB
FIXEDXX < {ADDRE SS ) sGET FIXED H k
d CONT INUE D HEADS OtV B
TYPEA ADDRESSL = :DFHDTRKA
FIXEDXX < (ADDRESS) *GET FIXED HEADS DE
YV A
CONTINUE USETIRG IRG SECO PL2 _SECD *SWITCH TO PASS LINK 2
TPL2CYLL = PL2CYLL *MAKE TEMPORAY COPY
TPL2CYLH = PL2CYLH
IRG = SAVEDIRG *RESTORE IRG 8AC
KT
D = TPL2CYLK CE X00 o 38T
BNED POSSIBLE *BRANCH JF HIGH C
YL NOT
FIXED = FIXED @ XFF *COMPLIMENT o1 2ERO
FIXED = FIXED ¢+ TPL2CYLL CCARRY MEANS NOT FIXED HEAD
BNCY DONE *BRANCH 1F FIXED HEAD
" e e e v — . — " — — — e -—.-—-———-—--——; —————————
» THEN nuty T :
. ELSE-DO for staging possible .
. IF dasd operation .
.. ————————————————————————————————————————————————————————————————————
POSSIBLE uMH FLAG1 ,DASDOPER, THEN *BRANCH 17 DASD OPERATION )
8 ELSE *OTHERWISE BRANCH TQ ELSE
e e e e . s . ——— s e
o THEN-DO for dasd operation 777 :
. [F fecord one read .
B e e e . - e ——— - ——— o e e
_____________________ $
THEN ;H ;s;gl.FIRSTREC.THENQ *BRANCH IF RECORD OMNE READ
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. THEN-DO for record one read

. Set record length to record length plus key length

. DO-wHILE records-processed not equat! 0O

. Set records-processed to records-processed minus 1
¢ Set trachkh~used to trackh—-used plus record-iength

@

END-WHILE records-processed not equal 0 .
B = we G ol m e S NN W s o ol S A L A P e M SN A G AR A M M T T o S G SR e D G i R RS e s e —----—'*-1:— ———————— 9

* & & & & &

THENZ ADDRESSH = SRCV_RCKL *SET UP ADDRESS OF # REC READ
ADDRESSL = IRCV RCHKL
RECPROKL < (ADDRESS) *GET # RECORDS AND KEY LENGTH
TRACKUH = X00 »ZERDO TRACK USED COUNT
TRACKUL = X00
ALTADDRH = $RCY DLDL *SET UP ADDR OF RECORD LENGTH
ALTADDRL = :RCV _OLDL
RECLEN < (ALTADDOR) *GET RECORD LEHGTH
RECLENL = RECLENL + KEYLEN «ADD KEY LENGTH TO RECORD LENGT
RECLENH = RECLENH + 200 + C
WHILE D = RECPROC CE XOO «sBRANCH IF REC PROC = O
BEQ ENDNWH]ILE |
TRACKUL = TRACKUL + RECLENL *ADD REC LENGTH
TRACKUM = TRACKUH + RECLENH + C
RECPROC = RECPROC + XFF sDECREMENT RECORDS PROCESSED
8 WHILE
§ = o ———— e - = - D D T e W - -
* Get stage-threshold from Device Yype ODescriptor tadle ¢

‘ ------ A A e e R A s G- Eapenipe ol EE gl onlh NS D EEE TEE EEh pES S Al R e - SR I A S S S o A S S S ke SN Sl e ¥ u 3 ¥ N N _F X R __J ----'

ENDWHILE ADORESSH s $DYD _TASBL *SET UP ADDRESS OF 070

JH SST _DFLG.BITDEVTA,TYPEAT <+BRANCH IF DEVICE TYPE A
- ADDRESSL = :DSTGTHE
STRGTHOLD < {ADDRESS) *GET STAGE THRESHOLD DEVICE B
B COMP ARE *
TYPEAY ADODRESSL = :DSTGTHA
STIGTHOLD < (ADDRESS) ¢GET STAGE THRESHOLD DEVICE A
B o e ————— A ———— T — T o " - o e e = ey G e
o IF track-used less than stage-thresnold (< 1/4 read) -
¢ THEN-DQO for at least 3/4 of trach left unread .
. Set up DID.C.C.H for Reag Stage Parameters command ¢
. Set Readd Stage Parameters return code *
. END-THEN for at least 3/4 of track left unread ¢
. END-THEN fOor record one read ®
: ENO-THEN fOr dasd operation :
COMPARE STGTHLDH = STGTHLDH @ XFF sCOMPLEMENT
STGTHLOL = STGTHLTCL ® XFF
STGTHLOL = STIGTHLDL + TRACKUL «ADD TRACK USED
SIGT_HI.DH = STGTHLDH + TRACKUH + C »CARRY MEANS TRACK USED >
* STAGE THRESHOLD
acy DONE
USETIRG IRG SECD PL2_SECD ¢SWITCH TQO PASS LINK 2
ADDRESSH = $SSA TABL *SET UP ADDRESS OFf SAVE AREA
ADDRESSL s :SA _DIOCH
PL2D IDCY > (ADDRESS),.INC - +STORE DID.C
PL2CHD > ( ADDRESS) sSTORE C.H
USET IRG IRG SECD RTN_SECD *SWITCH TQO RETURN GROUP
RETCODE = NE RODSTG *NORMAL END READ STAGE PARMS
8 DONE
‘ M O R A A N D SR SR WU D AR RN R N S MR gy UM SN W WL D AR SR g D SRR N D D G R N R Gy i S e S S S __-------_-'--"'-""#
. ELSE-DO for cache operation 3
* l1F 'prestaging alloweg' flag set (SST) @
‘------ A S A S R N S e A A A I i G S g s A g i e S o U A R O IS e EE PR G T e e e e A o I g R A ey e oo
ELSE JH SST DFLG.BLTPRALL ,ALLOWED *BRANCH IF PRESTAGING ALLOWED
B DONE *OTHERWISE BRANCH TO DONE
§ o e o e Bt e e o A P e = = S e e i D . A B A S B S b e S o S -
¢ THEN-DO for prestaging allowed -
. IF last recordg read and references-to-frame at least 3 =
. THEN-DO for last record read and at least J referencese®
* Set 'prestage' local flag .
’ Get trachs/Ccylindgr and cyls/device from device types®
g descriptonr &
a
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02780
027990
02800
02810
02820
02830
02840
02850
02860
02870
02880
02890
02900
02910
02920
02930
02940
02950
02960
02970
02980

02990
03000

03010
03020
03030
03040
03050
03060
03070
03080
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03100
03110
03120
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0317¢Q
03180
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03270
03280
03290
03300
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ACCCOUNT = ACCCOUNT + XFD

GOTOOONE

THEND

TYPEA2
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8
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FLAG

THENJ
DONE

» LASTREC , GO TODONE

LOCF LAGS s LOCFLAGS / SETLPRES
ARDDRESSH = $0OTD TASBL
SST OFILG.BITDEVTA,.TYPEA2
ADDRESSL = DFHDTRKB
XXTRKCYL < (ADDRESS)
ADDRESSL =
CYLSOEVY € (ADORESS)

JH

CHECK

ADDRESSL a
XXTRKCYL < (ADDRESS)
ADORESSL »
CYLSOEVY < (ADDRE S5)

:0CvLDvE

:DFHO TRKA

:DCYLDVA

USET IRG IRG SECD PL2_SECD
PL2ZHEAD = PL2HEAD + XOt
TREKC YL = TRKCYL @ XFF
TRKCYL = TRKCYL + PLZHEAD

BNCY

OX

PL2HEAD = X00
PL2CYLL = PL2CYLL + X0
PL2CYLH = PL2CYLH + X00 + C

CYLSDEVH = CYLSDEVH @
CYLSDEVL = CYLSDEVL @
CYLSDEVL = CYLSDEVL +
CYLSDEVH = CYLSDEVH +

BNCY

LOCF LAGS = LOCFLAGS .

OK

32
*BRANCH [F NOT LAST RECORD
*CARRY 1F ACCCOUNT >s 3
*BRANCH [f ACCCUUNT >3
*BRANCH TO OONE
*SET LOCAL PRESTAGE FLAG
*SET UP ADDRESS OF OTD TABLE
*BRANCH IF OEVICE TYPE A

*GET TRACKS/CYL DEV 8

*GET CYLS PER DEVICE B

*GET TRACKS/CYL DEV A

*GET CYLS PER OEVICE A

Iincrement head address
1F head address greater than tracks/cCylinder
THEN-DO for head address overflow
Set head address to O .
InCrement cylinder address |
IF cylinder address greater than cylinders/dev
~ THEN reset 'prestage’ local flag
: - END-THEN for head address overflow
D D O i i A O i e O o St >
*SWITCH Y0 PLZ |
*INCREMENT HEAD ADDRESS
*COMPLEMENT
*CARRY MEANS HEAD OVERFLOW
*"BRANCH IF NO OVERFLOW
sZERO HEAD
*INCREMENT CYL ADDRESS
XFF sCOMPLEMENT
XFF
PL2CYLL *ADD CURRENT CYLINDER ADDRESS
PL2CYLH + C
_ *BRANCH IF NO OVERFLOW
RESLPRES *RESET LOCAL PRESTAGE FLAG
_ R S . D - - -
If ‘prestage’' tocal flag on ¢
THEN-DO for prestage flag on .
Set read stage parameters return code ¢
Set ‘prestage' flag (S5T) .

Seét up incremented DID.C.C.H for Read Stage Parme
END-THEN for prestage flag on .

ENO-THEN for | ast record read and at teast 3 roference®

ENO-ELSE for cache gperation

ENOD-ELSE for staging possible

LOCFLAGS.LPRESTAG, DONE
USET IRG IRG SECD RTN_SECD
RETCODE = NE RDSTG

USET IRG IRG SECD SST_SECOD -
SST FLAG = SST_FLAG / SETPREST
USET IRG IRG SECD PL2_SECD
ADDRESSH = $S5SA _TABL

ADOR ESSL =
PL2DIDCY > (ADDRESS).INC
PL2CHD > { ADDRESS)

¢ (enad of segment)

C W B A ppp— L g g ——

DONE

URET URN

:SA_DIDCH

END-THEN for prestage allowed on this device *

*BRANCH IF PRESTAGE FLAG NOT SE
*SWITCH TO RETURN REGS

*SET READ STAGE PARMS RET COOE
*SWITCH TQO SST7T

*SET PRESTAGE FLAG

*SWITCH TO PL2 | '
*SET UP ADDRESS OF SAVE AREA

*STORE DI1D.C
*STORE C.H

W D vy i S i S G o O A W AT e N g S g N iy S A R e ----»-'

*RETURN TO CALLER

S & ¢ 2 0 & 9

03310
03320
03330
03340
03350
03360
03370
03380
03390
034040
03410
03420
03430
03440
03450
03460
03470
03480
03490
03500
03510
03520

03530
03540

03550
03560
03570
03580
03590
03600
03610
03620
03630
03640
03650
03660
03670
03680
03690
03700
03710
03720
03730
03740
03750
03760
03770
03780
03790
03800
03810
03820
03830
03840
03850
03860
03870
03880
03890
03300
03910
03920
03930
03940
03950
03960
03970
03980
03990
04000
04010
04020
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MODULE: END CHANNEL PROGRAM PROCESSING
SUBMODULE: DEALLOCATION DETERMINATION

2.4.5.3 SUBMODULE: DEALLOCATION DETERMINATION L
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START OF SPECIFICAT IONS

SUBMODULE NAME: MDFGDD 5S4

SUBMOOQULE TITLE: DEALLOCATION ODETERMINATION

PARENT MODULE: MOFGDDO?

FUNC TIONAL DESCRIPTION:

e o AR e AN e s e el mile =i N e e =gl e L B W i

The Deallocation routine makes deallocation decisions
on data contained in the End Channel Program command.
are dealiocated 1f no writes occurred. One frame
deal located 1f a8 regular write occurred ar the last record on
track was read. A series of frames from within a cyl inder are
deal located if a write occurred with the ‘multitrack’' flag or the
‘head switch' flags set. Permanent deallocation occurs tf Cache
read errors were encountered on a frame. If the track s no longer
needed in the Cache (last record read or track switching), the
frame is deallocated even if no wrttes occurred.

based

NG frames
is | )

the

The fullauing tasks are part of Frame Dealtlocation:

- Frame invalidation decision
- Frame invalidation

- by trach

- by cylinder region

- by cylinger
- Permanent frame deal l0cation

ERRORS OETECTED:

1f a track
directory.
'hal ts'.

is to be deallocated but it is not found iIn the
a serious error has occurred and the Cache Manager

CPERATIONAL DESCRIPTION

The flag bytes are scanned In such a way that the most sSerious
type of deallocation reguired will be the first found. Then the
proper deallocation routine
a frame. or permanent)y deal locate a frame.

INTERNAL [ TEMS NAME DESCRIPTION/PARAMETERS
ROUT INES USED: MDFGD SAS Permanently Dealiocate Frame
MDFGD SAB Deallcocate Range |
MDFGD 582 Get Last Seek
MOFGD SA7 Deallocate Frame
MACROS USED: URETURN Return
UHALT Halt Error
USET]I KRG Cnange The [RG
UCALLMQD Call A Module
DATA STRUC YURES: none
INTE RNAL REGS: > >{R/W) > |
EXTE RNAL REGS: 1RG W Register Group POinter
ENTRY IRG: PiEx Sth) EXIT IRG: P(Ex Sth)
S(RTN) S{varies)

CHANGE ACTIVITY

07/24/81 12 COMPLETED (MODULE SIZE = 7?77 words)

END OF SPECIFICATIONS

is called to deallocate a range, a D10,

FERYFE NN RRERNE NESE BN E R

00020
00030
00040
00050
00060
00070
00080
00090
00100
00110
00120
00130
00130
00150
c0160
00170
00180
00190
00200
00210
00220
00230
00240
00250
00260
00270
00280
00290
00300
00310
006320
00330
00340
00350
00360
00370
00380
003380
00400
00410
00420
00430
00440
00450
00460
00470
00480

- 00490

00500
00510
00520
00530
00540
00550
00560
00570
¢0580
00590
00600
00610
00620
00630
00640
00650
00660
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ACCCOUNT DEF PO
LOCFLAGS DEF P
DEALLOC Oer 0
SETDEAL L DEF X80
RESDEAL L DEF X7F
ADDRESS DEF
ADDRESSH DEF P2
ADDRESS L OEF £3
XXERRDOM OEF
ERRDOMA N DEF PS
ERRADDR DEF P4APS
XXTRKCY L DEF RAPS
TRKCYL DEF P5
OLDHEAD DEF PS

*ACCESS COUNT
*LOCAL FLAGBYTE
*DEALLOC FLAG
*SETY FLAG
SRESET FLAG

*CERROR DOMAIN ADDRESS

*ERROR ADDRESS
*TRACKS PER CYLINDER

FLAGS DEF PER7 sFLAG BYTES

FLAGO DEF P6 *FLAG BYTE ¢

DASDRERR DEF 0 *DASD READ ERKOR
CACHRERR DEF 2 *CACHE REAOD ERROR
IMBCYLSK DEF 3 « [MBEDDED CYLINDER SEEK
TRSWITCH DEF 4 *TRACK SW[ TCH

WRITEOCC DEF S *WRITE OCCURRED

I1MBHDSK DEF 6 * IMBEDDED HEAD SEEK
CHANLRE S DEF 7 *CHANNEL INVYERFACE RESET
FLAGT DEF P7 *FLAG BYTE 1

FIRSTREC DEF 0 \ *FIRST RECORD READ
LASTREC DEF 1 *LAST RECORD READ
EOFREC DEF P4 ¢EOF RECCRD READ
UPSKONL Y DEF 3 *UPDATE SEEK ONLY
DASDOPER DEF 4 *DASD OPERAT]ION

‘ el e R g g g — "R - S S i S - il S T ey S S e S D ol ol ol o e TS Al #-----—---ﬁ_----'

¢ ENTRY END CHANNEL PROGRAM PROCESSING .
G o e e e . G e i . D e Al R S S P e e B e e S b . - ®
START MOFGDDSA
ORG MDFGDDSA
MOFGDDS 4 AODDRESSH = S$SAVEP4PS
ADORESSL = :SAVEP4PS
PAPS > (ADDRESS)

*SET UP ADODRESS TO SAVE P4P5

*SAVE P4PS TO FREE REG SPACE

. D el S A TR A o el A -l S e S A vk S g S G S S il et R B L g g g g e e p——— ‘

¢ Reset 'dealloc' flag off (L) | .
o an e A G A D A S e S S el e Sk D M e B G G A S i o PRI— _ﬂ——-——-ﬂ——--——-'
LOCF LAGS = LOCFLAGS . RESDEALL *RESEI DEALLOC FLAG
§ o ——— . — D W A - A T S e S e T A e gy M T A S M e o
¢ SELECT on flag bytes .
® ¥
. DO—- WHEN cache read srronr .
. CALL Permanently Deallocate Frame »
* | PASS: DID.C.C.H, error address .
' RECEIVE: Return Fiag .
. I1F frame not found return flag .
. THEN HALTY 60 - cache read error on frame not found .
. END -wHEN cache read error _
B o e s e e - 4 e T - " i 0 = e - - 2

USET IRG IRG SECD PL2 _SECD
JH * FLAGO,CACHRERR,LABEL

*SWITCH TO PL2
*BRANCH 1F CACHE READ ERROR

B WHEN 2 *JL WON'T REACH
LABEL ADORESSH s SRCVBUF *SET UP ADODRESS OF ERROR DOMAILN
ACDRESSL = RCV_ERRD -
XXERROOM < (ADDRESS) *GET ERROR OOMA N
PL2E RRDM = E€RRDOIAN *PASS ERROR DOMAIN
ADDRESSL = :RCV_ERRA *SET UP ADODRESS OF ERROR ADODR
ERRADOR < (ADORESS} *GEY ERROR ADDRESS
PL2ERRAA = ERRADDR *PASS ERROR ADDRESS
*DID.C.C.H IS ALREADY IN PL2
UCAL LMOD MDFGDSAS *PERM DEALLOC FRAME
JH RETFLAG.NOTFOUND ,HALTY *BRANCH 1F FRAME NOT FOUND
8 ESELECTY
HALTH UHAL T HALT _x60 *CACHE RO ERROR FRAME NOT FOUND
B o o e e T - - = - S = . S - -
. DO- WHEN write occurred .
. SELECT on flags | .

. A e I A e sl A e e Sl G A il SO G - P S G SN O e S W SN S S G Sp e i S RS guis R BNl S O s El ST S A e S S A LN 3 8 31 3 "W W FrT W, f --ﬂ-‘

00€E80
00690
00700
00710
00720
00730
00740
00750
00760
00770
00780
00790
00800
00810
00820
00830
00840
00850
00860
00870
00Bao
00890
00800
0091Q
00920
00930
00940
00950
00960
00970
009580
00990
01000
01010
01020
01030
01040
1050
01060
01070
01080
01090
01100
01110
01120
01130
01149
01150
01160
01170
01180
01190
01200

01210
01220

01230
01240
01250
01260
01270
01280
01290
01300
01310
01320
01330
01340
01350
01360
01370
01380
01390
01400
01410
01420
01430
01440
01450



4,468,730

37 38

WHENZ JH FLAGO.HRIIEDCC.SELECTZ sBRANCH IF WRITE OCCURRED
B WHEN 3 ¢BRANCH TO NEX Y WHEN

.-----—-—------------------—--—--—-—-------—-—---—---—--—----—----—---a
. DO-WHEN imbedded head seeh .
¢ Get tracks/cyl for this device type (DTD)} »
. CALL Deal locate Range .
. PASS: DID.C.C.O. tracks/cyl (deallocate cyl inder) .
. RECEIVE: Return fFlag Lyte .
* END-WHEN imbedded head seek .

eBRANCH [F HEAD SEEX

a8 WHEN22 eJiL WON'T REACH

LABELZ USET IRG IRG SECD sSY_SECD sSWITCH TO 557
ADODRESSH = $DT0 _TABL «SET UP AODRESS OF DTD
JH SST,OFLG.EITDEVTA.TYPEA sJuMP IF TYPE A

ADORESSL = : DFHD TRKE

XXTREKCYL < { ADDRESS) *GETY TRACKS/CYLIHDEH B

a8 CALLIT
TYPEA ADDRESSL = :DFHD TRKA

XXTRKCYL < ( ADDRESS) «GET TRACKS/CY LINDER A
CALLIT USET IRG IRG SECD PL2_SECD +SWITCH TO PL2

PLIHEAD = X0O sLOWER LIMIT = 0

PL2HEADZ = TRKCY L sUPPER LIMIT = TRACKS/CYL

UClLLHODWlDFGDSAB *DEALLOCATE RANGE

B ESELECT?
§ oo o= b om RS o e SRS RS e e dc—ee = ———- - ——-—— - S =S R o -———-—-——--—--——--#
. DO-WHEN track switch *
. CALL Get Last Sechk &
* pASS: DID | >
* RECEIVE: 0iID.C.C.H {(old) i
* CALL Deallocate range »
* pASS: DID.C.C.H (ol d}. H (new) &
. RECEIVE: Return flag byle ’
* END-WHEN trach sw i1 tch .
'----—-—-----—--—--——--—-—-------------------—---——-------————--—-—---—*
WHEN22 JL FLAGO.YHSHITCH;HHEH23 «sBRANCH L[Ff NO TRACK SWITCH

UCALLMUDwquGUSBE «GET LAST SEEK

OQLOHREAD = RTHHDY sMAKE COPY OF OLD HEAD

USET 1RG IRG SECD PL2_SECD eSWITCH TO PL2

PL2HEAD2 = PL2HE AD +UPPER LIMIT 1S CURRENT HE AD

PL2HEAD = OLDHEAD s LOWER LIMIT (S OLD HEAD

UCAL LMOD MOFGDSAB «DEALLOCATE RANGE

B ESELECT!*!IGNORE RETURN FLAG)
P s e S S - T g o R e S S S - o A . . S - o o *

. DO-WH EN not dasd operat ton .
* set ‘dealloc' flag (L) ¢
. END-WHEN not dasd operation .
® OTHERWISE nuill ¢
. END-SELECYT on flags ¢
* END -~ WHEN write occurred | v
P == o - - - T S O S - i O P A D Sl 8 S D g - o TP
WHEN2 JH FLAGY .DASDOPER.ESELECTQ "

LOCF LAGS = LOCFLAGS / SETOEALL

¢BRANCH LF ON DASD
«SET DEALLQOC FLAG

ESELECTZ2 © ESELECTH
) e S — b SEe WP i W R SN N S A o g W S e S D - me A W S i -h---ﬂ-------""ﬂ"" ]
. DO~ WHEN { mbedaded cylinder Seek and not dasg operation $
. Set 'dealioc' flag oOn (L) ¥
* END -wWHEN imbedded cy) inder seeh and Not dasgd operat ion -
§ = o o o A D G e A S — e A D D W D W S A S . o U - e SN N S W A - A Oy AN G S S Al
WHENI Ji FLAGO., IIIBCYLSK.iHEN4 sBRANCH 1F NO I1MBEDDED SEEK

JH FLAG .DASDOPER.,HHENJI QR ON DASO

LOCF LAGS = LOCFL AGS /] SETDEALL ¢SET DEALLOC F LAG

8 ESELECTY |
P o o un o= a-— i g R A S W S . e TS A A P s v il T G AN A W e e i D D R N i S W S — o D b A g T W o WD Pl
e 00~ WHEN | ast record read and naot on dasd G
. cet '‘deslloc' flag on (L) | “
¢ END ~wHEN imbedded seeh and not on dasd
. OTHERWISE null ' n .
s END-SELECT on flag bytes _ @
. p————— = R R e A gl am i W - W e e SR g - e g i S --———--‘ﬂ——-—--r——-—-ﬁ-—-ﬂﬂ- __-_--_.-_-.—_--...—-*
WHENA JL FLhG1.LASTREC.E5ELECTI «BRANCH 1F NOT LAST RECORD

JH FLkﬁl.DASDOPER.ESELECTi
LOCF LAGS = LOCFLAGS / SETOEALL

¢*BRANCH L[F DASD OPERATION
«SET DEALLOC FLAG

01460
01470
01460
01490
01500
01510
61520
01530
01540
01550
01560
01570
01580
01590
01600
01610
01620
01630
01640
01650
01660
01679
01680
01690
01700
01710
01720
01730
01740
01750
01760
01770
01780

01790

01800
01810
01820
01830
01840
01850
01860
01870

01880

01890
01900
01910
01920
01930
01940
01950
01960
01970
01380
<1990
02000
czC1Q
02020
02030
02040
g2050
62060
Q:i070G
gzcég
a20aC
02100
02110
02120
02130
02140
02150
02160
02170
02180
0219¢C
02200
02210
02220
02230
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If ‘deatllioc' flag set on (L)
THEN-DO for 'dealioc' flag set
CALL Deallocate Frame
PASS: DIO.C.C.H
RECEIVE: Return flags

I1F ‘not found' return flag set

THEN HALT 6t - deatlocation for frame not found

END-THEN for 'not found' flag set

° LOCFLAGS.DEALLOC ,DONE
USET IRG IRG SECD PL2_SECD
UCAL LMOD MDFGDSA 7

JL RETF LAG.NO T FOUND , DONE
UHAL T HALT X6

ACDRESSH » $SAVEPAPS
ADDRESSL = :SAVEP4PS
P3PS < {ADDRESS)
URET URN

SAVEP4APS DC 0

END

We claim: |
1. A method for increasing efficiency of operation of

a computer system of the class comprising:

a host computer including an arithmetic and logic 30

unit and main memory means; and

a data storage unit comprising a long-term magnetic
data storage means, a solid-state caching memory
means and a cache manager means,

said data storage unit being connected to said host
computer by a channel, said channel comprising
means for communication of commands and data
between said host computer and said data storage
unit, the commands output by the host to the data
storage unit in calling for data not including an
indication of whether data called-for is part of a
sequence of such requests;

said method comprising the following steps, per-
formed by said data storage unit solely under con-
trol of said cache manager, and external to said
channel and said host computer:

examining the data called for by the host from the
long-term magnetic memory means;

determining if the called-for data contains indicators
indicating that the called-for data is not part of a
sequential data stream; ~

staging data not called for by said host computer to
said cache memory means upon determination that
said called-for data does not contain said indica-
tors, said not called-for data staged to said cache
memory being stored on said long-term magnetic
storage media in a predetermined physical relation-
ship to said called-for data; and

avoiding staging data to said cache memory means
upon determination that said called-for data con-
tains indicators that the called-for data is not part of
a sequential data stream.

2. The method of claim 1 wherein said indicators

comprise commands contained within said called-for
data directing additional data to be read from locations
other than those disposed in said predetermined physi-
cal relationship to said called-for data on said long-term
magnetic storage media. |

*BRANCH
*SWITCH 7O PL2

*DEALLOC FRAME

*BRANCH IF FOUND

*OEALLOCATION ON FRAME NOT FNOD

*SET UP TO FETCH SAVED P4PS

*GEY SAVED Pap5S
*RETURN TO CALLER
*SAVE AREA FOR P4PS
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02240
02250
. 022690
. 022790
. 022890
g 02290
. 02300
s 02310
. 02320
. 02330
02340
02350
02360
02370
02380
02390
024400
02410
. 02420
02430
02440
02450
02460
02470
02480
02490
02500

IF DEALLOC NOT SETY

3. The method of claim 1 wherein said data is stored
on disk drive media organized into logical tracks and
said staging is only performed when said indicators are
not present and when said previously called-for data
includes the starting portion of one of said logical

tracks.

4. The apparatus of claim 1 wherein said long-term
magnetic data storage means comprise disk drive means
wherein data is stored on concentric tracks on disks,
and said staging is performed with respect to an entire
track at a time, successive tracks being staged to said
cache as previously staged tracks are called for by said
host.

5. Method for improving the efficiency of a data
processing system of the type comprising a host com-
puter connected via channel means to a memory system
comprising a solid-state cache memory means and long-
term data storage means, said host being adapted to
issue commands calling for specific data records stored
on said long-term storage means, said commands not
including an indication of whether a particular request
is one of a group of requests for data stored sequentially
on said long-term storage means, comprising the steps
of:

examining each individual host originated command

calling for a particular data record and the contents
of the solid-state cache memory means to deter-
mine whether the data thus called for is stored in
said solid-state memory means external to said
channel, and, if said data is stored in said solid-state
memory means, transmitting said data to said host;
if said data is not stored in said solid-state memory
means, accessing said data on said long-term data
storage means and passing it over said channel
means to said host, and examining said data passed
from said long-term data storage means to said host
in order to determine whether said called-for re-
cord is one of a sequence of such records; and
if said determination indicates that said called-for
record may be one of such a sequence, determining
the next record in said sequence and reading said
next record from said long-term storage means into



4,468,730

41

said solid-state memory means in anticipation of
said next record being subsequently called for by
said host.

6. The method of claim § wherein the determination
that a given record is one of a sequence 1s accomplished
by examination of said record for indicators signaling
that said data is not part of such a sequence.

7 The method of claim 6 wherein said long-term data
storage means comprises magnetic disk drive means,
said disks being organized into tracks, said indicators
signaling that a given record is not part of a sequence of
such records comprising commands instructing that
records not on the same track of the same disk be sup-
plied to said host.

8. The method of claim 5 wherein said records are
stored on long-term storage means, said long-term stor-
age means comprising disk drive means adapted to store
data organized into tracks, said data being read from
said long-term storage means into said solid-state mem-
ory means track by track.

9. A method of control of storage of digital data in
storage means comprising:

long-term magnetic storage means;

faster access solid-state cache memory means; and

controller means;

said method comprising the steps of:

examining the sequence of commands output by a
host computer in order to access data required,
said commands not including an
whether said data required is part of a sequential
data stream, and the data accessed by the host
computer, for indicators that said data is not part
of a sequential data stream,

staging a quantity of additional data to said cache
memory means where said indicators are not
present, in anticipation of said additional data
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being subs.quently called for by said host com-
puter; and

avoiding staging additional data to said cache
means where said indicators are present.

10. The miethod of claim 9 wherein said examining
step comprises the step of determining whether said
sequence of commands includes instructions to read
other data not stored sequentially on said long-term
storage means with respect to said data required.

11. Apparatus for storage and retrieval of digital data
for connection to a host computer of the type output-
ting commands for retrieval of data, said commands not
including explicit indication of whether a particular
data request is one of a sequence of requests for sequen-
tial portions of a given data file, said apparatus compris-
ing:

long-term data storage means;

solid-state cache memory means; and

cache controller means;

said cache controller means being adapted to examine

commands output by said host in effectuating re-
trieval of data, and to examine said data for embed-
ded commands, said controller being adapted to
determine whether said commands indicate that a
particular data request is likely not to be part of a
sequence of such requests, and to stage additional
data from said long-term memory means to said
cache memory means if no such indicators are
present in the processing of a particular data re-
quest, in anticipation of further requests for sequen-
tial portions of a given data record.

12. The apparatus of claim 11 wherein said long-term
data storage means comprises magnetic disk drive stor-
age means wherein said data stored on said disks 1s
organized into logical tracks and said data is staged
from said disk drives to said cache memory means in

multiples of one track.
x % ¥

‘ %
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