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HYBRID DIRECT AND INDIRECT
TIME-OF-FLIGHT IMAGING

TECHNICAL FIELD

[0001] The present disclosure relates to depth imaging
systems incorporating hybrid direct and indirect time-of-
flight imaging. The present disclosure also relates to meth-
ods 1ncorporating hybrid direct and indirect time-of-flight
imaging.

BACKGROUND

[0002] In recent times, there has been an ever-increasing
demand for developing depth-sensing equipment and tech-
niques, especially, i case of immersive extended-reality
(XR) technologies which are being employed in various
ficlds such as entertainment, training, medical 1maging
operations, simulators, navigation, and the like. This 1s due
to the fact that depth-based 1mage generation for creating
XR environments facilitates users to experience a height-
ened sense of realism and immersiveness within the XR
environments. Existing depth-sensing techniques often rely
on direct and indirect time-of-tlight (ToF)-based depth mea-
surements.

[0003] However, existing depth-sensing equipment and
techniques have certain problems associated therewith.
Firstly, some existing depth-sensing equipment and tech-
niques often employ direct ToF sensors, for capturing depth
information of a real-world environment. However, a spatial
resolution provided by a direct ToF sensor i1s significantly
low, due to a relatively larger size of pixels in the direct ToF
(dToF) sensor. Resultantly, this reduces an overall image
quality of a depth image captured using the direct ToF
sensor. Secondly, other existing depth-sensing equipment
and techniques often employ indirect ToF (1ToF) sensors, for
capturing the depth information. However, an inherent
drawback of using the indirect ToF sensors lies in 1its
increased power consumption arising from a necessity to
employ multiple frequencies, 1n order to mitigate depth-
sensing range ambiguity. A typical usage of three frequen-
cies (wherein each frequency having four phases) gives rise
to several technical challenges. For example, the increased
power consumption results 1n increased heat generation and
a decline 1 a power output of vertical-cavity surface-
emitting lasers (VCSELs) that are used in the indirect ToF
sensors. Furthermore, the indirect ToF sensors often operate
above predefined eye-safety limits. Employing the multiple
frequencies also results in reduced frame rates, increased
motion artifacts, and increased processing requirements.

[0004] Therefore, 1n light of the foregoing discussion,

there exists a need to overcome the atorementioned draw-
backs.

SUMMARY

[0005] The present disclosure seeks to provide a depth
imaging system and a method to generate high-quality,
high-resolution, accurate depth 1images, 1n computationally-
cilicient and time-ethcient manner. The aim of the present
disclosure 1s achieved by a depth imaging system and a
method which icorporate hybrid direct and indirect time-
of-flight 1maging, namely by using a same depth sensor
comprising direct Time-of-Flight (dToF) pixels and indirect
Time-of-Flight (1ToF) pixels, as defined in the appended
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independent claims to which reference 1s made to. Advan-
tageous features are set out in the appended dependent
claims.

[0006] Throughout the description and claims of this
specification, the words “comprise”, “include”, “have”, and
“contain” and variations of these words, for example “com-
prising” and “comprises”, mean “including but not limited
to””, and do not exclude other components, 1tems, integers or
steps not explicitly disclosed also to be present. Moreover,
the singular encompasses the plural unless the context
otherwise requires. In particular, where the indefinite article
1s used, the specification 1s to be understood as contemplat-
ing plurality as well as singularity, unless the context
requires otherwise.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1 1illustrates a block diagram of an architecture
of a depth 1imaging system incorporating hybrid direct and
indirect time-of-flight 1maging, in accordance with an
embodiment of the present disclosure;

[0008] FIG. 2 illustrates steps of a method incorporating
hybrid direct and indirect time-of-flight 1imaging, 1n accor-
dance with an embodiment of the present disclosure;
[0009] FIGS. 3A, 3B, and 3C illustrate different examples
of arranging direct Time-of-Flight (dToF) pixels and indirect
Time-of-Flight (1ToF) pixels 1n a depth sensor, in accordance
with various embodiments of the present disclosure;
[0010] FIG. 4A illustrates how pixel shifting 1s performed
by a wobulator when capturing a depth 1mage and a next
depth 1image using a depth sensor, FIG. 4B illustrates how
direct Time-of-Flight (dToF) data and indirect Time-oi-
Flight (iToF) data corresponding to the depth image are
obtained from the depth sensor, while FIG. 4C 1illustrates
how next dToF data and next 1TOF data corresponding to the
next depth image are obtained from the depth sensor, in
accordance with an embodiment of the present disclosure;
and

[0011] FIG. 5 illustrates a comparison between an exem-
plary scenario of generating depth images by employing a
conventional depth sensor and an exemplary scenario of
generating depth images by employing a depth sensor of the
present disclosure.

DETAILED DESCRIPTION OF EMBODIMENTS

[0012] The {following detailed description illustrates
embodiments of the present disclosure and ways 1in which
they can be implemented. Although some modes of carrying
out the present disclosure have been disclosed, those skilled
in the art would recognize that other embodiments for
carrying out or practising the present disclosure are also
possible.

[0013] In a first aspect, an embodiment of the present
disclosure provides a depth 1imaging system comprising:

[0014] a light source;

[0015] a depth sensor comprising direct Time-oi-Flight
(dToF) pixels and indirect Time-of-Flight (1ToF) pixels,
wherein the dloF pixels and the 1ToF pixels are
arranged 1n an interleaved manner across a photo-
sensitive surface of the depth sensor; and

[0016] at least one processor configured to:

[0017] employ the light source to emit an intensity-
modulated light pulse towards objects 1n a real-world

environment;
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[0018] obtamn dToF data indicative of time taken by
the intensity-modulated light pulse to reach the dToF
pixels after being reflected by the objects;

[0019] obtamn 1ToF data indicative of phase shiits
undergone by the intensity-modulated light pulse
upon reaching the 1ToF pixels after being reflected
by the objects;

[0020] determine optical depths for the dToF pixels,
based on the time taken by the intensity-modulated
light pulse;

[0021] determine optical depths for the 1ToF pixels,
based on the phase shifts undergone by the intensity-
modulated light pulse and the optical depths for the
dToF pixels; and

[0022] generate a depth image from the optical
depths of the dToF pixels and the optical depths of
the 1ToF pixels.

[0023] In a second aspect, an embodiment of the present
disclosure provides a method comprising:

[0024] employing a light source to emit an intensity-
modulated light pulse towards objects in a real-world
environment;

[0025] obtaimng direct Time-of-Flight (dToF) data
indicative of time taken by the intensity-modulated
light pulse to reach dToF pixels of a depth sensor after
being reflected by the objects, and obtaiming indirect
Time-of-Flight (1ToF) data indicative of phase shiits
undergone by the intensity-modulated light pulse upon
reaching 1ToF pixels of the depth sensor after being
reflected by the objects, wherein the dToF pixels and
the 1ToF pixels are arranged in an interleaved manner
across a photo-sensitive surface of the depth sensor;

[0026] determining optical depths for the dToF pixels,
based on the time taken by the intensity-modulated
light pulse;

[0027] determining optical depths for the 1ToF pixels,
based on the phase shifts undergone by the intensity-
modulated light pulse and the optical depths for the
dToF pixels; and

[0028] generating a depth image from the optical depths
of the dToF pixels and the optical depths of the 1ToF
pixels.

[0029] The present disclosure provides the aloremen-
tioned depth 1maging system and the aforementioned
method to generate high-quality depth images by using a
same depth sensor comprising the dToF pixels and the 1'ToF
pixels, 1n computationally-eflicient and time-eflicient man-
ner. Herein, the same depth sensor 1s employed for obtaiming,
the dToF data (for the dToF pixels) and the 1'ToF data (for the
1'ToF pixels) simultaneously, wherein the optical depths for
the 1ToF pixels are highly accurately determined using the
phase shifts and the (determined) optical depths for the dToF
pixels even when there 1s a likelithood of ambiguities in
phase-shiit measurements 1n case of using the 1ToF pixels.
Beneficially, this facilitates in generating accurate and real-
istic depth 1mages, which could beneficially be utilised for
creating extended-reality (XR) environments. Moreover,
arranging the dToF pixels and the 1'ToF pixels in the afore-
said manner enables the at least one processor to sensibly
and accurately capture the dToF data and the 1ToF data, 1n
order to accurately generate the depth 1mage, without com-
promising on its image quality. Since a single depth 1image
1s acquired 1n one (intensity-modulated) light pulse emitted
by the light source, the depth imaging system and the
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method are susceptible for generating depth 1images along
with fulfilling other requirements m XR devices, for
example, such as high frame-rate requirements. The depth
imaging system and the method are simple, robust, fast,
reliable, supports real time hybrid direct and indirect ToF
imaging using the same depth sensor, and can be imple-
mented with ease. It will be appreciated that in order to
achieve the aforementioned technical benefits, the dToF
pixels and the 1ToF pixels of the depth sensor are arranged
in the interleaved manner across an entirety of the photo-
sensitive surface.

[0030] Throughout the present disclosure, the term “light
source” refers to a device that 1s capable of emitting light
pulses onto the objects (or their parts) present 1n the real-
world environment. Optionally, the light source 1s any one
of: an infrared (IR) light source, a visible-light source, a
hyperspectral light source. Optionally, the light source com-
prises a plurality of light-emitting elements. A given light-
emitting element could be a laser, a light-emitting diode
(LED), a projector, a display, or similar.

[0031] The laser may be a vertical-cavity surface-emitting
laser (VCSEL), an edge-emitting laser (EEL), or the like. It
will be appreciated that the term “intensity-modulated light
pulse” refers to a light pulse whose intensity (namely, an
amplitude) varies with respect to time, during its emission
from the light source. Typically, the intensity-modulated
light pulse 1s required for 1ToF pixels, for depth sensing 1n
the real-world environment. Techniques and equipment for
generating intensity-modulated light pulses are well-known
in the art. Hereinafter, the term ““intensity-modulated light
pulse” may be referred to as **

light pulse”, for sake of
convenience only. The term *“object” refers to a physical
object or a part of the physical object present in the real-
world environment. The object could be a living object (for
example, such as a human, a pet, a plant, and the like) or a
non-living object ({or example, such as a wall, a window, a
toy, a poster, a lamp, and the like).

[0032] Notably, the at least one processor controls an
overall operation of the depth 1imaging system. The at least
one processor 1s communicably coupled to at least the light
source and the depth sensor. Optionally, the at least one
processor 1s 1mplemented a programmable digital signal
processor (DSP). Alternatively, optionally, the at least one
processor 1s 1mplemented as a cloud server (namely, a
remote server) that provides a cloud computing service.

[0033] Throughout the present disclosure, the term “depth
sensor” refers to a device that detects light pulses after being
reflected by the objects 1n the real-world environment, at the
dToF pixels and the 1ToF pixels, in order to capture a
plurality of depth signals. The plurality of depth signals are
clectrical signals pertaining to the time taken by the light
pulse and the phase shiits undergone by the light pulse.
Thus, the plurality of depth signals constitute the dToF data
of the dToF pixels and the 1'ToF data of the 1ToF pixels.
Optionally, the depth sensor 1s a part of a depth camera that
1s employed to capture depth 1mages. Optionally, the depth
camera 1s 1implemented as a Time-oi-Flight (ToF) camera.
Depth sensors and depth cameras are well-known 1n the art.

[0034] The term “direct Time-of-Flight pixel” refers to a
pixel of the depth sensor that 1s capable of capturing
time-oi-tlight 1nformation for directly estimating depth
information. The term “time-oi-tlight” refers to time taken
by the light pulse to reach a given dloF pixel after being
reflected by an object or its part 1 the real-world environ-
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ment. It 1s to be understood that a shorter time-of-tlight
corresponds to an object (or 1ts part) that 1s near the depth
sensor (namely, the depth camera), whereas a greater time-
of-flight corresponds to an object (or 1ts part) that 1s far from
the depth sensor. The term “indirect Time-of-Flight pixel”
refers to a pixel of the depth sensor that 1s capable capturing
phase shift information for indirectly estimating depth infor-
mation. The term “phase shift” refers to a phase difference
between the light pulse that 1s emitted towards the objects
and a reflected light pulse that 1s received at a given sensor
upon being reflected ofl the objects. Typically, a size of the
given dToF pixel 1s greater than a size of a given 1ToF pixel.
In an example, a size of the given dToF pixel (for example,
10 micrometres) may be approximately thrice a size of the
given 1ToF pixel (for example, 3.5 micrometres). Further-
more, the 1ToF pixels may be suitable for short-range depth
sensing applications and for use 1n indoor environments and
environments without direct sunlight on the depth sensor.
The dToF pixels are suitable for both short-range and
long-range depth sensing applications. The dToF offers
faster acquisition rates and an ability to measure multiple
echoes of the light pulse, allowing for detection of multiple
objects 1n a return path of the light pulse. The term *“direct
Time-of-Flight data” refers to data read out by the given
dToF pixel, said data comprising information pertaining to
the time taken by the light pulse to reach the given dToF
pixel upon reflection. The term “indirect Time-of-Flight
data” refers to data read out by the given 1ToF pixel, said
data comprising information pertaining to a phase shiit
undergone by the light pulse upon reaching the given 1ToF
pixel after said retlection. The dToF pixels, the 1'ToF pixels,
the time-of-flight, the phase shift, the d1oF data, and the
1'ToF data are well-known 1n the art.

[0035] It will be appreciated that when the dToF pixels and
the 1ToF pixels are arranged in the interleaved manner, it
means that the dToF pixels and the 1ToF pixels are alter-
nately arranged across the photo-sensitive surface in a
particular manner. In some 1implementations, interleaving of
the dToF pixels and the 1ToF pixels across the photo-
sensitive surface 1s performed 1n a row-wise manner. In
other implementations, interleaving of the dToF pixels and
the 1ToF pixels across the photo-sensitive surface i1s per-
formed 1n a column-wise manner. In yet other implementa-
tions, interleaving of the dToF pixels and the 1ToF pixels
across the photo-sensitive surface 1s performed 1 a che-
quered-pattern (namely, a chess board-pattern) manner.
Such a chequered-pattern arrangement may facilitate 1n
capturing accurate depth information (and thereby providing
an 1mproved resolution) for those objects (or their parts)
whose shapes do not conform to a row-wise or column-wise
arrangement. These implementations have been 1illustrated
in conjunction with FIGS. 3A, 3B, and 3C, for sake of better
understanding and clarity.

[0036] Optionally, M consecutive rows or columns of
dToF pixels and N consecutive rows or columns of 1ToF
pixels are arranged 1n an alternating manner, wherein M and
N are integers, N being greater than M. In this regard, the
dToF pixels and the 1ToF pixels could be sequentially
arranged across the photo-sensitive surface 1 a row-wise
manner or in a column-wise manner. In some 1mplementa-
tions, the M consecutive rows ol the dToF pixels 1s hori-
zontally adjacent to the N consecutive rows of 1ToF pixels.
For example, 3 consecutive rows of the 1'ToF pixels and 1
row of the dToF pixels are arranged in the alternating
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manner. This has been illustrated in conjunction with FIG.
3A, for sake of better understanding and clarity. In other
implementations, the M consecutive columns of the dToF
pixels 1s vertically adjacent to the N consecutive columns of
1'ToF pixels. For example, 3 consecutive columns of the 1ToF
pixels and 1 column of the dToF pixels are arranged 1n the
alternating manner. This has been 1llustrated in conjunction
with FIG. 3B, for sake of better understanding and clarity.
The technical benefit of arranging the dToF pixels and the
1'ToF pixels in the alternating manner 1s simple, straightior-
ward, easy to implement (especially, 1n a case, when there 1s
a significant difference between the size of the given dToF
pixel and the size of the given 1ToF pixel, as discussed
carlier), may also allow for achieving an acceptably high
image quality 1n the (generated) depth image. Furthermore,
such an arrangement may also facilitate in physical genera-
tion of tracks (namely, pathways or channels) on the depth
sensor where the dToF pixels and 1ToF pixels are arranged,
and 1n designing timing simulations of light pulses.

[0037] Notably, when the light source emits the light pulse
towards the objects (or their parts) 1n the real-world envi-
ronment, the light pulse strikes surfaces of the objects, and
said surfaces of the objects reflects the light pulse back at the
depth sensor. It 1s to be noted that a single depth 1mage 1s
acquired 1n one (intensity-modulated) light pulse emitted by
the light source. Beneficially, this facilitates 1n achieving
high frame rates of generating depth 1mages, because both
the dToF pixels and the 1ToF pixels are read out simultane-
ously for generating a same depth 1image (1.e., the dToF data
and the 1ToF data are obtained by the at least one processor
at a same time).

[0038] The dToF data 1s obtained for the dToF pixels, and
comprises mmformation pertaining to the time taken by the
light pulse (namely, the time-of-tlight of the light pulse). The
dToF data 1s served as a basis for determining the optical
depths for the dToF pixels, to subsequently generate the
depth 1mage. It will be appreciated that some objects (or
their parts) 1n the real-world environment are relatively near
the depth sensor (1.e., their optical depths are smaller), as
compared to other objects (or their parts) in the real-world
environment (whose optical depths are greater). For a given
dToF pixel that corresponds to an object (or its part) that 1s
near the depth sensor, time taken by the light pulse to reach
the given dToF pixel after being retlected by said object 1s
lesser, as compared to another given dToF pixel that corre-
sponds to another object (or i1ts part) that 1s far from the
depth sensor. Therefore, greater the time taken by the light
pulse after being retlected by the given object, greater 1s the
distance of the given object from the depth sensor, and vice
versa.

[0039] Optionally, when determining an optical depth for
the given d'ToF pixel, the at least one processor 1s configured
to employ at least one first mathematical formula. Option-
ally, the at least one first mathematical formula 1s defined 1n
a manner that the optical depth for the given dToF pixel 1s
obtained as a half of a product of the speed of the light pulse
and the time taken by the light pulse to reach the given dToF
pixel. The speed of the light pulse 1s generally pre-known,
and the information pertaimng to the time taken i1s also
known to the at least one processor. It will be appreciated
that in case of the dToF pixels, since the time-of-flight and
the distance of the given object from the depth sensor are
C
C

irectly related, the optical depths for the dToF pixels
etermined 1n the aforesaid manner are highly accurate and
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realistic. The aforesaid manner of determiming the optical
depths for the dToF pixels 1s well-known 1n the art.

[0040] The 1ToF data i1s obtained for the 1ToF pixels, and
comprises information pertaiming to the phase shifts under-
gone by the light pulse. The 1ToF data 1s served as a basis for
determining the optical depths for the 1ToF pixels, to sub-
sequently generate the depth image. It will be appreciated
that for a given 1ToF pixel that corresponds to a given object
(or 1ts part) 1n the real-world environment, greater the phase
shift corresponding to the given 1ToF pixel, greater 1s the
time taken by the light pulse after being reflected by the
given object, and greater 1s the distance of the given object
from the depth sensor, and vice versa. In case of the 1ToF
pixels, the phase shift 1s typically utilised to infer the
distance of the given object 111d1rectly, unlike 1n case of the
dToF pixels wherein the time taken 1s typically utilised to
infer the distance of the given object directly. An 1'ToF pixel
utilises at least 2 wells (namely, storage spaces) to measure
a phase of the light pulse upon reflection, and based on said
phase, 1t 15 possible to deduce the distance the light pulse has
travelled since its emission.

[0041] Optionally, when determining an optical depth for
the given 1ToF pixel, the at least one processor 1s configured
to employ at least one second mathematical formula.
Optionally, the at least one second mathematical formula 1s
defined 1n a manner that the optical depth for the given 1ToF
pixel 1s obtained as a product of the wavelength of the light
pulse and the phase shift corresponding to the given 1ToF
pixel, divided by 4x. The wavelength of the light pulse can
be pre-known, for example, when the light source 1s an IR
light source, and the phase shiit 1s also known to the at least
one processor. Thus, the optical depth for the given 1ToF
pixel can be easily and accurately determined. The aforesaid
manner of determining the optical depths for the 1ToF pixels
(using the phase shiits) 1s well-known 1n the art.

[0042] Notably, 1n addition to this, when determining the
optical depth for the given 1ToF pixel, an optical depth for
a given d ToF pixel 1s also taken into account. This 1s because
in case of the 1ToF pixels, there may be a likelihood of
ambiguities 1n phase-shift measurements (for example, any
optical distance that 1s a multiple of the wavelength of the
light pulse may result 1n same phase shifts), which adversely
allects an accuracy of determining the optical depths for the
1'ToF pixels. Therefore, said ambiguities can be resolved
(namely, mimmised) by analysing the optical depths for the
dToF pixels (for example, optical depths for neighbouring
dToF pixels) when determining the optical depth for the
given 11oF pixel, as the optical depths for the d1oF pixels
are highly accurately determined (as discussed earlier). In
this manner, the optical depth for the given 1ToF pixel 1s
determined with a high accuracy, even when said ambigui-
ties are present. There will now be discussed determination
ol the optical depth for the given 1ToF pixel in detail.

[0043] Optionally, when determining the optical depths
for the 1ToF pixels, the at least one processor 1s configured
to determine an optical depth for a given 1ToF pixel as an
optical depth that 1s calculated based on a phase shiit
corresponding to the given 1ToF pixel and that lies within a
predefined percent from an optical depth determined for a
neighbouring dToF pixel. In this regard, the optical depth for
the given 11ToF pixel 1s calculated using the phase shiit
corresponding to the given 1ToF pixel 1n a same manner as
discussed earlier. Since there could be ambiguities 1n the
phase-shift measurements, the at least one processor deter-
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mines whether the (calculated) optical depth for the given
1'ToF pixel lies within the predefined percent. Since the
optical depths for the dIoF pixels are highly accurately
determined, when the (calculated) optical depth for the given
1'ToF pixel lies within the predefined percent, 1t 1s highly
likely that both the given 1ToF pixel and the neighbouring
dToF pixel correspond to a same object (or 1ts part) in the
real-world environment, and thus their respective optical
depths would be considerably similar (1.e., would not have
a drastic diflerence therebetween). Beneficially, in such a
case, 1t may be ensured that the optical depth for the given
1'ToF pixel 1s significantly accurate, even when said ambi-
guities are present. Otherwise, when the (calculated) optical
depth for the given 1ToF pixel does not lie within the
predefined percent, 1t may be likely that the given 1ToF pixel
and the neighbouring dToF pixel do not correspond to a
same object, and that the given 1'ToF pixel and the neigh-
bouring dToF pixel may correspond to different objects
lying at different optical depths 1n the real-world environ-
ment. Moreover, 1n some scenarios, the given 1ToF pixel
may correspond to a portion of a boundary of an object and
the neighbouring dIoF pixel may correspond to another
object, thus optical depths of other neighbouring pixels
could also be utilised 1n order to validate the (calculated)
optical depth of the 1'ToF pixel such that it lies within the
predefined percent from respective optical depths of at least
some ol the other neighbouring pixels. Optionally, the
predefined percent lies 1n a range of 5 percent to 135 percent.

[0044] Optionally, when determining the optical depth for
the given 1ToF pixel, the at least one processor 1s configured
to:

[0045] generate a histogram based on the optical depth
determined for the neighbouring dToF pixel; and

[0046] {it the optical depth that i1s calculated based on
the phase shift corresponding to the given 1ToF pixel
into the histogram.

[0047] In this regard, the at least one processor 1s option-
ally configured to generate the histogram by binning optical
depths determined for neighbouring dToF pixels and count-
ing a frequency of the optical depths within bins. Optionally,
when generating the histogram, the at least one processor 1s
configured to utilise light intensity captured by a given
neighbouring dToF pixel as a function of time when the light
pulse 1s emitted towards the objects. Generating the histo-
gram based on the optical depths of the dIoF pixels is
well-known 1n the art. It will be appreciated that once the
histogram 1s generated, a value of the (calculated) optical
depth 1s adjusted (namely, increased or decreased) 1n a
manner that it fits into the histogram, thereby mitigating said
ambiguities. This does not necessarily mean that the value of
the (calculated) optical depth 1s to be exactly same as a value
of the optical depth for the neighbouring dToF pixel. The
value of the (calculated) optical depth may lie within the
predefined percent from the value of the optical depth for the
neighbouring dToF pixel. It will also be appreciated that the
histogram generated from the optical depths for the neigh-
bouring dToF pixels serves as a reference or a baseline, for
aligning/fine-tuning the (calculated) optical depth for the
1'ToF pixel within this histogram accordingly. Beneficially,
this enhances the accuracy of determining the optical depths
tor the 1ToF pixels, and allows for generating highly-quality
depth 1mages.

[0048] Optionally, the optical depths for the 1ToF pixels
are determined by using at least one neural network. Option-
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ally, 1n this regard, an input of the at least one neural network
comprises the 1ToF data indicative of the phase shiits and the
optical depths determined for the dToF pixels, while an
output of the at least one neural network comprises the
optical depths for the 1ToF pixels. It will be appreciated that
the at least one neural network determines the optical depths
tor the 1ToF pixels 1n a highly accurate manner by resolving
said ambiguities, as compared to conventional techmiques. In
this way, the at least one neural network may act as a
mapping function, providing refined depth predictions for
the 1ToF pixels. This may enhance overall depth sensing in
the real-world environment, and mitigate typical uncertain-
ties mvolved in optical depth determination for the 1ToF
pixels. It will also be appreciated that the aforesaid mput 1s
provided to the at least one neural network both 1n a traiming,
phase of the at least one neural network and in an inference
phase of the at least one neural network (1.e., when the at
least one neural 1s utilised after it has been trained).
[0049] Notably, once the optical depths of the dToF pixels
and the optical depths of the 1ToF pixels are determined, the
at least one processor 1s configured to generate a given depth
image. Techniques/algorithms for generating depth images
from optical depths are well-known 1n the art. Throughout
the present disclosure, the term “depth 1mage™ refers to an
image comprising information pertaining to optical depths
of the objects (or their parts) present in the real-world
environment. In other words, a given depth 1mage provides
information pertaining to distances (namely, the optical
depths) of surfaces of the objects (or their parts) from a
grven viewpoint and a given viewing direction of the depth
sensor capturing the given depth image. In an example, the
given depth image could be an 1mage comprising a plurality
ol pixels, wherein a pixel value of each pixel in said depth
image indicates an optical depth of 1ts corresponding real-
world point/region within the real-world environment.
Optionally, the given depth image 1s a depth map, wherein
the depth map 1s a data structure comprising the information
pertaining to the optical depths of the objects. It will be
appreciated that the depth images generated 1n this manner
could beneficially be utilised for creating extended-reality
(XR) environments, to facilitate users to experience a
heightened sense of realism and immersiveness within the
XR environments. The depth images and depth maps are
well-known 1n the art.
[0050] Optionally, the depth imaging system further com-
prises a wobulator, wherein the at least one processor 1s
configured to:

[0051] employ the light source to emit a next intensity-

modulated light pulse towards the objects;
[0052] control the wobulator to perform a pixel shift
between the depth image and a next depth 1mage;

[0053] obtain next dToF data indicative of time taken by
the next intensity-modulated light pulse to reach the
dToF pixels after being reflected by the objects;

[0054] obtain next 1ToF data indicative of phase shifts
undergone by the next intensity-modulated light pulse
upon reaching the 1ToF pixels after being retlected by
the objects;

[0055] determine next optical depths for the dToF pix-
cls, based on the time taken by the next intensity-
modulated light pulse;

[0056] determine next optical depths for the 1ToF pix-
cls, based on the phase shifts undergone by the next
intensity-modulated light pulse, wherein a next optical
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depth for a given 1ToF pixel 1s determined further based
on at least one of: a next optical depth for a neighbour-
ing d'ToF pixel, an optical depth 1n said depth image for
a corresponding dToF pixel whose field of view over-
laps with a field of view of the given 1ToF pixel; and

[0057] generate the next depth image from the next
optical depths of the dToF pixels and the next optical
depths of the 1ToF pixels.

[0058] Herein, the term “wobulator” refers to a device that
1s capable of performing a pixel shift between two consecus-
tive depth 1mages. The term “pixel shift” refers to a pixel-
level movement (namely, a pixel-level shifting) of the depth
sensor (or light mcoming towards the depth sensor) in a
particular direction, for capturing a given depth image with
the depth sensor. It will be appreciated that the pixel shift
could be performed, for example, by physically moving the
depth sensor and/or its corresponding optics (which may
comprise optical elements, for example, such as lens, mir-
rors, and the like) by a step size 1n a particular direction, or
by optically steering the light (incoming towards the depth
sensor) by a step size 1n a particular direction. The depth
sensor and/or the optics could be physically moved (namely,
tilted and/or shifted) by the wobulator, for example, by way
of using an actuator. In this regard, the wobulator may
comprise at least the actuator. The optical steering could, for
example, be done by way of using a liqud crystal device, a
mems-actuated soft polymer, a micromirror, a lens, a liquid
lens, adaptive optics and the like. It will also be appreciated
that pixel shifting (namely, wobulation) could be performed
by physically moving (in a horizontal direction and/or a
vertical direction) or tilting only one optical element of the
optics, 1 addition to physically moving the depth sensor.
Alternatively, the pixel shifting could be performed by
physically moving or tilting an entirety of the optics, for
example, using an electromagnetic actuator (such as a voice
coll motor), in addition to physically moving the depth
sensor. Wobulators are well-known 1n the art. Information
pertaining to the step size will be explained later.

[0059] Optionally, when said pixel shift 1s performed by
the wobulator between the depth image and a next depth
image, the depth image (namely, a first depth 1image or a
previously-generated depth image) 1s captured when the
depth sensor 1s at its actual (namely, original) position (i.e.,
the depth 1mage i1s captured when the depth sensor or the
light incoming towards the depth sensor has not been shifted
yet), and the next depth image (namely, a second depth
image) 1s captured when the depth sensor or the light
incoming towards the depth sensor 1s shifted (1.e., moved)
according to said pixel shift. It will be appreciated that when
capturing the depth image and the next depth image, it 1s
ensured that either the depth camera (or the depth sensor) 1s
capturing depth images of a static real-world environment
(1.e., only stationary objects or their parts are present in the
real-world environment), or a change 1n a relative pose
between the depth camera and a given object or its part
present 1n the real-world environment 1s minimal/negligible.
In this way, depth information represented in the depth
image and the next depth image would be significantly
similar to each other, and thus 1t would be advantageous to
generate the next depth image by utilising the depth 1mage,
or to generate a high-resolution depth image.

[0060] It will be appreciated that the next depth image 1s
acquired 1n the next (intensity-modulated) light pulse emut-
ted by the light source. Hereinafter, the term “next intensity-
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modulated light pulse” may be referred to as “next light
pulse”, for sake of convenience only. The depth 1image and
the next depth image may be captured at a same frequency
that 1s employed by the light source. Moreover, the next
dToF data and the next 1ToF data are obtained by the at least
one processor 1n a similar manner, as discussed earlier when
generating the depth 1mage. The next optical depths for the
dToF pixels can be determined i1n a similar manner, as
discussed earlier when generating the depth 1mage.

[0061] Furthermore, optionally, the at least one processor
1s configured to determine the next optical depth for the
given 1ToF pixel as an optical depth that 1s calculated based
on a phase shift (undergone by the next light pulse) corre-
sponding to the given 1ToF pixel and that optionally, lies
within a predefined percent from the next optical depth
determined for the neighbouring dToF pixel. The aforesaid
determination can be performed 1 a similar manner, as
discussed earlier when generating the depth 1image. Addi-
tionally, optionally, the at least one processor 1s configured
to take into account a value of the optical depth for the
corresponding dToF pixel i said depth image (i.e., in the
previously-generated depth image), for further refining/
adjusting a value of the next optical depth for the given 1ToF
pixel. This 1s because due to the wobulation (performed in
the atoresaid manner), the field of view of the corresponding,
dToF pixel would overlap with the field of view of the given
1'ToF pixel, and therefore it may be likely both the corre-
sponding dToF pixel and the given 1ToF pixel correspond to
a same object (or its part) 1n the real-world environment, and
thus their respective optical depths would be considerably
similar. Beneficially, in this regard, the value of the next
optical depth for the given 1ToF pixel could be adjusted
accordingly to lie within the predefined percent from the
optical depth for the corresponding dToF pixel. Due to this,
it may be ensured that the next optical depth for the given
1'ToF pixel 1s significantly accurate, even when said ambi-
guities are present. It 1s to be understood that said overlap
may likely be a partial overlap, considering typical sizes of
dToF pixels and 1ToF pixels. It will be appreciated that the
next depth image 1s generated 1n a similar manner, as
described earlier with respect to the depth image.

[0062] Optionally, the at least one processor 1s configured
to utilise the depth image and the next depth image to
generate a high-resolution depth image. Optionally, 1n this
regard, when utilising the depth image and the next depth
image, the at least one processor 1s configured to combine a
pixel value of a pixel 1n the depth image with a pixel value
of a corresponding pixel 1n the next depth 1image, to generate
a pixel value of a pixel 1n the high-resolution depth 1mage.
Optionally, when utilising the depth image and the next
depth 1mage, the at least one processor 1s configured to
employ a super-resolution algorithm to generate the high-
resolution depth i1mage. Super-resolution algorithms are
well-known 1n the art. It will be appreciated that the high-
resolution depth 1mage 1s highly accurate and realistic, and
its resolution (for example, such as in terms of pixels per
degree (PPD)) may closely match with a resolution of a
corresponding colour image that 1s captured using a visible-
light camera from a same viewpoint and a same viewing
direction as that of the depth camera. This may, particularly,
be beneficial when performing at least one compositing task
pertaining to generation of XR 1mages. Optionally, the at
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least one processor 1s configured to employ at least one
neural network for generating the high-resolution depth
image.

[0063] Optionally, a step size of the pixel shift 1s any one
of:

[0064] (1) a single dToF pixel,

[0065] (1) X dToF pixel, wherein X 1s a fraction that lies

between 0 and 1,

[0066] (111) Y 1ToF pixels, wherein Y 1s an integer that
lies 1n a range from 1 to Z, Z being equal to a number
of 1ToF pixels that lie consecutively along a direction of
the pixel shift in the depth sensor,

[0067] (v) W 1loF pixels, wheremmn W 1s a decimal
number having a whole number part that lies 1n a range
from 1 to Z, and a decimal part that lies between 0 and

1.

[0068] Optionally, when the step size 1s the single dToF
pixel, it means that when performing the pixel shift, the
depth sensor or the light incoming towards the depth sensor
1s shifted along a given direction by an amount defined by
the single dToF pixel. This step size may, particularly, be
beneficial in a scenario where the field of view of the
corresponding dToF pixel 1s to overlap with the field of view
of the given 1ToF pixel (as discussed earlier). Alternatively,
optionally, when the step size 1s the X dToF pixel wherein
X 1s the fraction that lies between 0 and 1, 1t means that the
step size 1s a fractional step size, wherein when performing
the pixel shift, the depth sensor or the light imcoming
towards the depth sensor 1s shifted along a given direction by
an amount defined by a fraction of a size of a dToF pixel.
The technical benefit of employing such a fractional step
size 1s that 1t facilitates 1n providing an apparent spatial
super-resolution that 1s higher than a native resolution of the
depth sensor. This 1s because when the step size 1s the
fraction of the size of the dToF pixel, depth information 1n
pixels of the depth image and the next depth image would be
highly comprehensive, and thus depth information of a
corresponding pixel in the high-resolution depth image
would be highly accurate and realistic. As an example, X
may be from 0.15, 0.25, 0.4 or 0.5 up to 0.5, 0.8, or 0.9.

Optionally, the step size 1s 0.5 dToF pixel.

[0069] Yet alternatively, optionally, when the step size i1s
the Y 1ToF pixels, wherein Y 1s the integer that lies 1n the
range from 1 to Z, 1t means that the step size 1s an integer
step s1ze, wherein when performing the pixel shit, the depth
sensor or the light imncoming towards the depth sensor 1s
shifted along a given direction by an amount defined by a
s1ze of one or more (full) 1ToF pixels that lie along the given
direction of the pixel shift. Such an integer step size may,
particularly, be beneficial in a scenario where the field of
view of the corresponding dToF pixel 1s to overlap with the
field of view of the given 1ToF pixel (as discussed earlier).
Still alternatively, optionally, when the step size 1s the W
1'ToF pixels, wherein W 1s the decimal number, 1t means that
the step size 1s a decimal-number step size. In such a case,
when performing the pixel shift, the depth sensor or the light
incoming towards the depth sensor 1s shifted along a given
direction by an amount defined by a size of one or more
(full) 1ToF pixels and/or a fraction of a size of an 1ToF pixel
that lie along the given direction of the pixel shift. The
technical benefit of employing such a decimal-number step
s1ze 1s that 1t facilitates 1n providing the apparent spatial
super-resolution.
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[0070] The present disclosure also relates to the method as
described above. Various embodiments and variants dis-
closed above, with respect to the aforementioned depth
imaging system, apply mutatis mutandis to the method.
[0071] Optionally, 1n the method, the step of determining
the optical depths for the 1'ToF pixels comprises determining,
an optical depth for a given 1ToF pixel as an optical depth
that 1s calculated based on a phase shift corresponding to the
given 1ToF pixel and that lies within a predefined percent
from an optical depth determined for a neighbouring dToF
pixel.

[0072] Optionally, in the method, the step of determining
the optical depth for the given 1ToF pixel comprises:

[0073] generating a histogram based on the optical
depth determined for the neighbouring dToF pixel; and

[0074] fitting the optical depth that 1s calculated based
on the phase shiit corresponding to the given 1ToF pixel
into the histogram.

[0075] Optionally, 1n the method, the step of determining
the optical depths for the 1ToF pixels 1s performed using at
least one neural network.

[0076] Optionally, the method further comprises:

[0077] employing the light source to emit a next inten-
sity-modulated light pulse towards the objects;

[0078] controlling a wobulator to perform a pixel shift
between the depth image and a next depth image;

[0079] obtaiming next dToF data indicative of time
taken by the next intensity-modulated light pulse to
reach the dToF pixels after being reflected by the
objects;

[0080] obtaiming next 1ToF data indicative of phase
shifts undergone by the next intensity-modulated light
pulse upon reaching the 1ToF pixels after being
reflected by the objects;

[0081] determining next optical depths for the dToF
pixels, based on the time taken by the next intensity-
modulated light pulse;

[0082] determining next optical depths for the 1ToF
pixels, based on the phase shifts undergone by the next
intensity-modulated light pulse, wherein a next optical
depth for a given 1ToF pixel 1s determined further based
on at least one of: a next optical depth for a neighbour-
ing d'ToF pixel, an optical depth 1n said depth image for
a corresponding dToF pixel whose field of view over-
laps with a field of view of the given 1ToF pixel; and

[0083] generating the next depth image from the next
optical depths of the dToF pixels and the next optical
depths of the 1ToF pixels.

[0084] Optionally, the method further comprises utilising
the depth 1mage and the next depth image to generate a
high-resolution depth image.

[0085] Optionally, 1n the method, a step size of the pixel
shift 1s any one of:

[0086] (1) a single dToF pixel,

[0087] (1) X dToF pixel, wherein X 1s a fraction that lies

between 0 and 1,

[0088] (111) Y 1ToF pixels, wheremn Y 1s an integer that
lies 1n a range from 1 to Z, Z being equal to a number
of 1'ToF pixels that lie consecutively along a direction of
the pixel shift in the depth sensor,

[0089] (1v) W 1loF pixels, wherein W 1s a decimal

number having a whole number part that lies 1n a range
from 1 to Z, and a decimal part that lies between 0 and
1.
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[0090] Optionally, 1n the method, M consecutive rows or
columns of dToF pixels and N consecutive rows or columns
of 1ToF pixels are arranged in an alternating manner,
wherein M and N are integers, N being greater than M.

DETAILED DESCRIPTION OF THE DRAWINGS

[0091] Referring to FIG. 1, 1llustrated 1s a block diagram
of an architecture of a depth 1imaging system 100 incorpo-
rating hybrid direct and indirect time-of-flight 1imaging, in
accordance with an embodiment of the present disclosure.
The depth imaging system 100 comprises a depth sensor
102, a light source 104, and at least one processor (for
example, depicted as a processor 106). The depth sensor 102
comprises direct Time-of-Flight (dToF) pixels 108 and 1ndi-
rect Time-of-Flight (1ToF) pixels 110. Optionally, the depth
imaging system 100 further comprises a wobulator 112. The
processor 106 1s communicably coupled to the depth sensor
102, the light source 104, and optionally, to the wobulator
112. The processor 106 1s configured to perform various
operations, as described earlier with respect to the afore-
mentioned first aspect.

[0092] It may be understood by a person skilled in the art
that FIG. 1 includes a simplified architecture of the depth
imaging system 100, for sake of clarity, which should not
unduly limit the scope of the claims herein. It 1s to be
understood that the specific implementation of the depth
imaging system 100 1s provided as an example and 1s not to
be construed as limiting 1t to specific numbers or types of
depth sensors, light sources, processors, dToF pixels, 1ToF
pixels, and wobulators. The person skilled 1n the art wall
recognize many variations, alternatives, and modifications
of embodiments of the present disclosure.

[0093] Referring to FIG. 2, illustrated are steps of a
method incorporating hybrid direct and indirect time-oi-
flight 1imaging, 1n accordance with an embodiment of the
present disclosure. At step 202, a light source 1s employed to
emit an 1ntensity-modulated light pulse towards objects 1n a
real-world environment. At step 204, direct Time-of-Flight
(dToF) data and indirect Time-of-Flight (1ToF) data are
obtained, wherein the dToF data i1s indicative of time taken
by the intensity-modulated light pulse to reach dToF pixels
ol a depth sensor after being retlected by the objects and the
1'ToF data 1s indicative of phase shifts undergone by the
intensity-modulated light pulse upon reaching 1ToF pixels of
the depth sensor after being reflected by the objects, and
wherein the dToF pixels and the 1'ToF pixels are arranged in
an mterleaved manner across a photo-sensitive surface of the
depth sensor. At step 206, optical depths are determined for
the dToF pixels, based on the time taken by the intensity-
modulated light pulse. At step 208, optical depths are
determined for the 1ToF pixels, based on the phase shiits
undergone by the imtensity-modulated light pulse and the
optical depths for the dToF pixels. At step 210, a depth
image 1s generated from the optical depths of the dToF
pixels and the optical depths of the 1ToF pixels.

[0094] The aforementioned steps are only illustrative and
other alternatives can also be provided where one or more
steps are added, one or more steps are removed, or one or
more steps are provided in a different sequence without
departing from the scope of the claims.

[0095] Referring to FIGS. 3A, 3B, and 3C, illustrated are

different examples of arranging direct Time-of-Flight (d'ToF)
pixels and indirect Time-of-Flight (iToF) pixels in a depth
sensor 302, 1in accordance with various embodiments of the
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present disclosure. With reference to FIGS. 3A-3C, “1ToF”
refers to an 1ToF pixel 1n the depth sensor 302, and “dToF”
refers to a dToF pixel in the depth sensor 302. For sake of
simplicity and clarity, a part of the depth sensor 302 1s shown
to comprise 6 dToF pixels and 54 1ToF pixels arranged 1n an
interleaved manner across a part of a photo-sensitive surface
of the depth sensor 302. It will be appreciated that, in an
actual implementation, the photo-sensitive surface of the
depth sensor would have millions of d1oF pixels and 1ToF
pixels. Moreover, a size of a given dToF pixel 1s assumed to
be approximately thrice a size of a given 1ToF pixel. With
reference to FIG. 3A, 3 consecutive rows ol 11oF pixels
(wherein each row 1n the 3 consecutive rows comprises 9
1'ToF pixels) and 1 row of dToF pixels (wherein said 1 row
comprises 3 dToF pixels) are shown to be arranged in an
alternating manner. With reference to FIG. 3B, 3 consecutive
columns of 1ToF pixels (wherein each column in the 3
consecutive columns comprises 9 1ToF pixels) and 1 column
of dToF pixels (wherein said 1 column comprises 3 d1oF
pixels) are shown to be arranged 1n an alternating manner.
With reference to FIG. 3C, 1 dToF pixel and a set of 9 1ToF
pixels (depicted as a 3x3 array) are shown to be arranged 1n
a horizontal direction and a vertical direction 1n an alternat-

ing manner (namely, 1n a chequered manner).

[0096] Referring to FIGS. 4A, 4B, and 4C, FIG. 4A
illustrates how pixel shifting 1s performed by a wobulator
402 when capturing a depth image and a next depth image
using a depth sensor 404, FIG. 4B 1llustrates how direct
Time-of-Flight (dToF) data and indirect Time-oi-Flight
(1ToF) data corresponding to the depth image are obtained
from the depth sensor 404, while FIG. 4C illustrates how
next dToF data and next 1TOF data corresponding to the next
depth 1mage are obtained from the depth sensor 404, in
accordance with an embodiment of the present disclosure.
With reference to FIGS. 4B-4C, “1ToF” refers to an 1ToF
pixel 1 the depth sensor 404, and “dToF” refers to a dToF
pixel 1n the depth sensor 404.

[0097] With reference to FIG. 4A, the wobulator 402 1s

coniigured to perform the pixel shifting by optically steering
an 1ntensity-modulated light pulse (hereinaiter referred to as
“light pulse”, for sake of convenience only) 406a (depicted
using a dashed line with arrows) incoming towards the depth
sensor 404 by a step size 408 in a vertically-downward
direction 410. The light pulse 406a incident towards the
depth sensor 404 after being retlected by objects in a
real-world environment. Herein, the step size of the pixel
shift 1s defined by a size of a (full) single dToF pixel. The
depth 1mage 1s captured when the light pulse 4064 has not
been shifted. For capturing the next depth image, the light
pulse 406q 1s shifted by said step size 408 1n the vertically-
downward direction 410, and thus light pulse 4065 (depicted
using a dash-dot line with arrows) incident towards the
depth sensor 404, for capturing the next depth image. The
light pulses 406a and 4065 also pass through optics 412 (1o
example, depicted as a lens) to reach the depth sensor 404.
The wobulator 402 (for example, be implemented as a
micro-electromechanical system (MEMS)-actuated soft
polymer) 1s shown to be arranged along an optical axis 414
of said optics 412.

[0098] With reference to FIGS. 4B and 4C, each of the
dToF data and the next dIoF data corresponds to 6 dToF
pixels of the depth sensor 404, and each of the 1ToF data and
the next 1ToF data corresponds to 54 1ToF pixels of the depth
sensor 404. Moreover, upon performing the pixel shifting in
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the aforesaid manner, 1t can be observed that the 1ToF data
of a given set 416 of 9 11oF pixels (depicted using a dashed
line box in FI1G. 4C) corresponds to the dToF data of a given
dToF pixel 418 (depicted using a dotted line box 1n FIG.
4B). Theretore, next optical depths for said 9 1'ToF pixels 1n
the given set 416 can be determined, based on the 1ToF data
corresponding to the given set 4185 and an optical depth for
the given dToF pixel 418, 1n order to mitigate depth-sensing
range ambiguity associated with using 1ToF pixels. It will be
appreciated that the optical depth for the given dToF pixel
418 can be easily and accurately determined, based on 1ts
corresponding dToF data (as obtained when the depth image
was captured). The next depth image 1s generated from next
optical depths of the 6 dIoF pixels and next optical depths
of the 54 1ToF pixels, accordingly.

[0099] Referring to FIG. §, illustrated 1s a comparison
between an exemplary scenario 502a of generating depth
images by employing a conventional depth sensor and an
exemplary scenario 5026 of generating depth images by
employing a depth sensor of the present disclosure. With
reference to the exemplary scenario 5024, a sequence of the
depth 1mages generated using the conventional depth sensor
with respect to time 1s shown, wherein the conventional
depth sensor comprises indirect Time-of-Flight (1ToF) pix-
els. For sake of simplicity and clarity, three depth images I1°,
12", and I3' are shown to be captured at a first frequency F1,
a second frequency F2, and a third frequency F3, respec-
tively, using a light source that emits an intensity-modulated
light pulse towards objects 1n a real-world environment. In
the scenario 502a, 1n one cycle of, for example, 33 muilli-
seconds (wherein an active time of the light source 1s 10
milliseconds, and a cooling time 504 of the light source 15 23
milliseconds), only one depth image 1s being captured at a
given frequency. This often results in a decreased frame rate
ol generating depth 1mages.

[0100] With reference to the exemplary scenario 5025, a
sequence of the depth images generated using the depth
sensor of the present disclosure with respect to time 1s
shown, wherein said depth sensor comprises direct Time-
of-Flight (dToF) pixels and 1ToF pixels being arranged in an
interleaved manner across a photo-sensitive surface of said
depth sensor. For sake of simplicity and clanty, two depth
images 11 and 12 are shown to be captured at a same {first
frequency F1, using a light source that emits an intensity-
modulated light pulse towards objects 1n a real-world envi-
ronment, and using a wobulator that performs a pixel shiit
508 between the two depth images 11 and 12. The depth
image I1 may be understood to be an 1nitial (namely, a first)
depth 1image, and the depth 1image 12 may be understood to
be a next depth 1image. In the scenario 5025, 1n a same one
cycle of 33 milliseconds (as described heremnabove 1n the
scenario 502a), two depth 1images are being captured at a
given irequency. Beneficially, this results in an increased
frame rate ol generating depth images, as compared to that
in the scenario 502a.

[0101] FIGS. 3A-3C, 4A-4C, and 5 are merely examples,
which should not unduly limait the scope of the claims herein.
The person skilled in the art will recognize many variations,
alternatives, and modifications of embodiments of the pres-
ent disclosure.

1. A depth 1maging system comprising;:
a light source;

a depth sensor comprising direct Time-oi-Flight (dToF)
pixels and indirect Time-of-Flight (1ToF) pixels,
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wherein the dToF pixels and the 1ToF pixels are
arranged 1n an interleaved manner across a photo-
sensitive surface of the depth sensor; and

at least one processor configured to:

employ the light source to emit an intensity-modulated
light pulse towards objects 1n a real-world environ-
ment;

obtain dToF data indicative of time taken by the inten-
sity-modulated light pulse to reach the dIoF pixels
alter being retlected by the objects;

obtain 1ToF data indicative of phase shifts undergone
by the mtensity-modulated light pulse upon reaching
the 1ToF pixels after being reflected by the objects;

determine optical depths for the dToF pixels, based on
the time taken by the intensity-modulated light
pulse;

determine optical depths for the 1ToF pixels, based on
the phase shifts undergone by the intensity-modu-
lated light pulse and the optical depths for the dToF
pixels; and

generate a depth image from the optical depths of the
d'ToF pixels and the optical depths of the 1ToF pixels.

2. The depth imaging system of claim 1, wherein when
determining the optical depths for the 1ToF pixels, the at
least one processor 1s configured to determine an optical
depth for a given 11oF pixel as an optical depth that is
calculated based on a phase shift corresponding to the given
1'ToF pixel and that lies within a predefined percent from an
optical depth determined for a neighbouring d1oF pixel.

3. The depth 1maging system of claim 2, wherein when
determining the optical depth for the given 1ToF pixel, the at
least one processor 1s configured to:

generate a histogram based on the optical depth deter-

mined for the neighbouring dToF pixel; and

{1t the optical depth that 1s calculated based on the phase

shift corresponding to the given 1ToF pixel into the
histogram.

4. The depth imaging system of claim 1, wherein the
optical depths for the 1ToF pixels are determined by using at
least one neural network.

5. The depth imaging system of claim 1, further compris-
ing a wobulator, wherein the at least one processor 1is
configured to:

employ the light source to emit a next intensity-modulated

light pulse towards the objects;

control the wobulator to perform a pixel shift between the

depth 1image and a next depth 1mage;

obtain next dToF data indicative of time taken by the next

intensity-modulated light pulse to reach the dToF pixels
aiter being retlected by the objects;
obtain next 1ToF data indicative of phase shifts undergone
by the next intensity-modulated light pulse upon reach-
ing the 1ToF pixels after being reflected by the objects;

determine next optical depths for the dToF pixels, based
on the time taken by the next intensity-modulated light
pulse;

determine next optical depths for the 1ToF pixels, based

on the phase shifts undergone by the next intensity-
modulated light pulse, wherein a next optical depth for
a given 1ToF pixel 1s determined further based on at
least one of: a next optical depth for a neighbouring
dToF pixel, an optical depth in said depth image for a
corresponding dToF pixel whose field of view overlaps
with a field of view of the given 1ToF pixel; and
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generate the next depth image from the next optical
depths of the dToF pixels and the next optical depths of
the 1ToF pixels.

6. The depth imaging system of claim 5, the at least one
processor 1s configured to utilise the depth image and the
next depth image to generate a high-resolution depth 1mage.

7. The depth imaging system of claim 3, wherein a step
s1ze of the pixel shift 1s any one of:

(1) a single dToF pixel,
(11) X dToF pixel, wherein X 1s a fraction that lies between
0 and 1,

(111) Y 1ToF pixels, wherein Y 1s an integer that lies 1n a
range from 1 to Z, Z being equal to a number of 1ToF
pixels that lie consecutively along a direction of the
pixel shift in the depth sensor,

(iv) W 11oF pixels, wherein W 1s a decimal number
having a whole number part that lies 1n a range from 1
to Z, and a decimal part that lies between O and 1.

8. The depth imaging system of claim 1, wherein M
consecutive rows or columns of dIoF pixels and N con-
secutive rows or columns of 1ToF pixels are arranged 1n an
alternating manner, wherein M and N are integers, N being
greater than M.

9. A method comprising;

employing a light source to emit an mtensity-modulated
light pulse towards objects 1n a real-world environ-
ment;

obtaining direct Time-of-Flight (d1oF) data indicative of
time taken by the intensity-modulated light pulse to
reach d'ToF pixels of a depth sensor after being reflected
by the objects, and obtaining indirect Time-of-Flight
(1ToF) data indicative of phase shifts undergone by the
intensity-modulated light pulse upon reaching 1ToF
pixels of the depth sensor after being reflected by the
objects, wherein the dToF pixels and the 1ToF pixels are
arranged 1n an interleaved manner across a photo-
sensitive surface of the depth sensor;

determining optical depths for the dToF pixels, based on
the time taken by the intensity-modulated light pulse;

determining optical depths for the 1ToF pixels, based on
the phase shifts undergone by the intensity-modulated
light pulse and the optical depths for the d1oF pixels;
and

generating a depth image from the optical depths of the
dToF pixels and the optical depths of the 1ToF pixels.

10. The method of claim 9, wherein the step of determin-
ing the optical depths for the 1ToF pixels comprises deter-
mining an optical depth for a given 1ToF pixel as an optical
depth that 1s calculated based on a phase shiit corresponding
to the given 1ToF pixel and that lies within a predefined
percent from an optical depth determined for a neighbouring

dToF pixel.

11. The method of claim 10, wherein the step of deter-
mining the optical depth for the given 1ToF pixel comprises:

generating a histogram based on the optical depth deter-
mined for the neighbouring dToF pixel; and

fitting the optical depth that 1s calculated based on the
phase shift corresponding to the given 1ToF pixel mnto
the histogram.

12. The method of claim 9, wherein the step of determin-
ing the optical depths for the 1ToF pixels 1s performed using
at least one neural network.
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13. The method of claim 9, further comprising;:

employing the light source to emit a next intensity-
modulated light pulse towards the objects;

controlling a wobulator to perform a pixel shift between
the depth 1mage and a next depth image;

obtaining next dToF data indicative of time taken by the
next intensity-modulated light pulse to reach the dToF
pixels after being reflected by the objects;

obtaining next 1ToF data indicative of phase shiits under-
gone by the next intensity-modulated light pulse upon
reaching the 1ToF pixels after being reflected by the
objects;

determining next optical depths for the dToF pixels, based
on the time taken by the next intensity-modulated light
pulse;

determining next optical depths for the 1ToF pixels, based
on the phase shifts undergone by the next intensity-
modulated light pulse, wherein a next optical depth for
a given 1ToF pixel 1s determined further based on at
least one of: a next optical depth for a neighbouring
dToF pixel, an optical depth 1n said depth 1mage for a

10
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corresponding dToF pixel whose field of view overlaps
with a field of view of the given 1ToF pixel; and

generating the next depth image from the next optical
depths of the dToF pixels and the next optical depths of
the 1ToF pixels.

14. The method of claim 13, further comprising utilising
the depth 1mage and the next depth image to generate a
high-resolution depth image.

15. The method of claam 13, wherein a step size of the
pixel shift 1s any one of:

(1) a single dToF pixel,

(11) X dToF pixel, wherein X 1s a fraction that lies between

0 and 1,

(111) Y 1ToF pixels, wherein Y 1s an integer that lies 1n a
range from 1 to Z, Z being equal to a number of 1ToF
pixels that lie consecutively along a direction of the
pixel shift in the depth sensor,

(iv) W 1ToF pixels, wherein W 1s a decimal number
having a whole number part that lies 1n a range from 1
to Z, and a decimal part that lies between 0 and 1.
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