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DETERMINING INPUT MODALITY OF
HEAD-MOUNTED DEVICE BASED ON
INPUT MODALITY OF HANDHELD DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This Application claims the benefit of priority
based on U.S. Provisional Patent Application No. 63/582,
770, filed on Sep. 14, 2023, and U.S. Provisional Patent
Application No. 63/582,719, filed on Sep. 14, 2023, the
disclosures of which are incorporated herein by reference 1n
their entirety.

BACKGROUND

[0002] Head-mounted devices can present images to a user
to generate an immersive, extended reality (XR) environ-
ment. Handheld devices, such as mobile phones or smart-
phones, can present a display that also receives input from
a user. A user can interact with a handheld device at a same
time that the user 1s experiencing the XR environment.

SUMMARY

[0003] A system, which can include a head-mounted
device, can map an input modality of a two-dimensional user
interface of an auxiliary device such as a mobile phone to an
input modality of the head-mounted device within an
extended reality (XR) environment generated by the head-
mounted device. The system can determine a number of
degrees of freedom of the mput modality of the auxiliary
device. Based on the number of degrees of freedom, the
system can determine an nput modality of the head-
mounted device. The system can present the mput modality
of the head-mounted device to a user of the auxiliary device
and the head-mounted device within the XR environment.
The system can thereby facilitate the user interacting with
the auxiliary device within the XR environment.

[0004] According to an example, a method can include
determining, by a head-mounted device mounted on a head
of a user, a number of degrees of freedom of an nput
modality of an auxiliary device; determining an input
modality of the head-mounted device based on the number
of degrees of freedom of the input modality of the auxihary
device; and presenting the mput modality of the head-
mounted device to the user.

[0005] According to an example, a non-transitory com-
puter-readable storage medium comprising instructions
stored thereon. When executed by at least one processor, the
instructions are configured to cause a computing device to
determine, by a head-mounted device mounted on a head of
a user, a number of degrees of freedom of an mput modality
of an auxiliary device held by a hand of the user; determine
an mput modality of the head-mounted device based on the
number of degrees of freedom of the mput modality of the
auxiliary device; and present the mnput modality of the
head-mounted device to the user.

[0006] According to an example, a method 1includes gen-
erating, by a head-mounted device within an extended
Reality (XR) environment, a virtual display, the wvirtual
display being based on a touchscreen display presented by
an auxiliary device held by a user who 1s wearing the
head-mounted device; generating, within the XR environ-
ment, a virtual hand based on first image data captured by a
camera, the camera being included in the head-mounted
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device; presenting, within the XR environment, the virtual
hand contacting the virtual display based on second image
data captured by the camera; determining at least one of a
time or location of contact by a hand of the user onto the
touchscreen display based on a signal received from the
auxiliary device; determining an adjustment based on the at
least one of the time or location of the contact and the
presentation of the virtual hand contacting the virtual dis-
play; and presenting, within the XR environment, the virtual
hand contacting the virtual display based on third 1image data
captured by the camera and the adjustment.

[0007] The details of one or more implementations are set
forth 1n the accompanying drawings and the description
below. Other features will be apparent from the description
and drawings, and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 shows a user interacting with a handheld
device and a head-mounted device presenting a representa-
tion of the handheld device.

[0009] FIG. 2A shows the handheld device presenting an
icon as an imput modality and the head-mounted device

presenting an icon as an input modality.

[0010] FIG. 2B shows the handheld device processing a
swipe as an mput modality and the head-mounted device
processing a swipe as an iput modality.

[0011] FIG. 2C shows the handheld device processing a
pinch as an input modality and the head-mounted device
processing a pinch as an input modality.

[0012] FIG. 2D shows the handheld device presenting a
soit keyboard and the head-mounted device presenting a
virtual keyboard.

[0013] FIG. 3 shows a flowchart of a method for gener-

ating an mput modality for the head-mounted device based
on an mmput modality of the handheld device.

[0014] FIG. 4 shows code generated to represent an mput
modality of the handheld device.

[0015] FIG. 5 shows the handheld device processing con-

tact by a hand and the head-mounted device presenting
contact by a hand image.

[0016] FIG. 6 1s a block diagram of a computing device.

[0017] FIGS. 7A, 7B, and 7C show an example of a
head-mounted device.

[0018] FIG. 8 1s a flowchart of a method performed by a
computing device.

[0019] FIG. 9 1s a flowchart of a method performed by a
computing device.

[0020] Like reference numbers refer to like elements.
DETAILED DESCRIPTION
[0021] A user can interact with elements of an extended

reality (XR) environment generated by a head-mounted
device worn by the user while interacting with an auxihary
device such as a handheld device including a smartphone.
Interacting with the handheld device can have the benefit of
being able to interact with applications that are already
installed on the handheld device but not the head-mounted
device, and/or that the user interfaces (or mput modalities)
of the handheld device may be more familiar to the user than
user interfaces (or mput modalities) of the head-mounted
device. However, a technical problem with receiving input
via the handheld device within the XR environment 1s that
presenting an 1mput interface of the handheld device within
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the XR environment can be difficult. For example, the
head-mounted device may have difliculty generating an
image that reproduces a display included in the handheld
device due to passthrough camera resolution, overexposure,
display flicker, camera focus, pixel density within the XR
environment, and/or passthrough reprojection that are not
ideal. The image may be too small for the user, or processing
input of the user into a touchscreen included 1n the handheld
device may be inaccurate. Receiving imput from the user
directly through the mnput modality of the handheld device
may therefore not be feasible.

[0022] A technical solution to this technical problem 1s to
map an input modality of the auxiliary device such as a
handheld device to an input modality of the head-mounted
device. A system, which can include the head-mounted
device and/or a computing system in communication with
the head-mounted device, can map the iput modality of the
auxiliary device to an input modality of the head-mounted
device. An mput modality can be a user interface and/or
means of receiving mput from the user, such as via touch
contact on a touchscreen display or gaze mnput that tracks a
direction of focus of a gaze of the user. Mapping the mput
modality of the auxiliary device to the input modality of the
head-mounted device can include determining a number of
degrees of freedom of the mput modality of the auxiliary
device, and determining the mput modality of the auxihary
device based on the number of degrees of freedom. The
system can present the determined input modality of the
head-mounted device to the user within the XR environ-
ment. A technical benefit of the technical solution of map-
ping the mput modality of the auxiliary device to the input
modality of the head-mounted device 1s presenting an input
modality via which the system can accurately receive and/or
process mput from the user within the XR environment and
provide the mput to the handheld device.

[0023] FIG. 1 shows a user 102 interacting with a hand-
held device 108 and a head-mounted device 104 presenting
a representation of the handheld device 108. The handheld
device 108 1s an example of an auxiliary device. Other
examples of auxiliary devices include human interface
devices (HIDs) that a user can provide mput to with a hand
of the user such as a keyboard or computer mouse. In this
example, the user 102 1s wearing the head-mounted device
104 mounted on a head 106 of the user 102. The head-
mounted device 104 includes a display 1n front of eyes of the
user 102. The display of the head-mounted device 104
presents one or more 1mages to the user 102. The 1mages
presented by the display of the head-mounted device 104
can replace, augment, and/or supplement a view of the
physical environment for the user 102. The images presented
by the display of the head-mounted device 104 can generate
and/or constitute an extended reality (XR) environment for
the user 102. In some examples, the head-mounted device
104 recreates the physical environment based on images
captured by one or more cameras included in the head-
mounted device 104. Recreating the physical environment
enables the user 102 to freely move around the physical
environment and perform everyday tasks such as retrieving
a beverage without removing the head-mounted device 104.
The head-mounted device 104 can include an XR headset or
smartglasses, as non-limiting examples.

[0024] In some examples, the handheld device 108 1s held
by a hand 110 of the user 102. In some examples, the
auxiliary device, of which the handheld device 108 1s an
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example, recerves mput via a hand of a user and transmits
the mput to another computing device, such as a desktop
computer, a laptop computer, a tablet computer, or s smart-
phone or mobile device. In the example shown in FIG. 1, the
user 102 1s holding the handheld device 108 with a left hand
110 of the user 102 and 1s interacting with the handheld
device 108 with a right hand 112 of the user 102. In some
examples, the user 102 interacts with a touchscreen display
114 of the handheld device 108. The user 102 can interact
with the touchscreen display 114 by contacting the touch-
screen display 114 and thereby providing imput to the
touchscreen display 114 via one or more of multiple input
modalities of the handheld device 108. In some examples,
the input modalities include selecting an icon by touching or
tapping a portion of the touchscreen display 114 that dis-
plays the icon. In some examples, the input modalities
include swiping on a portion of the touchscreen display 114.
In some examples, the mput modalities 1include a pinch 1n
gesture 1n which two fingers of the right hand 112 slide along
the touchscreen display 114 toward each other and/or a
pinch out gesture 1n which two fingers of the right hand 112
slide along the touchscreen display 114 away from each
other. In some examples, the input modalities include typing
on multiple keys representing alphanumeric characters pre-
sented by the touchscreen display 114.

[0025] The images presented by the display of the head-
mounted device 104 can include an 1mage 120 shown in
FIG. 1. In the example shown 1n FIG. 1, the image 120
includes a hand image 130 representing the left hand 110
that 1s holding the handheld device 108, a handheld device
image 138 representing the handheld device 108, a display
image 144 representing the touchscreen display 114, and a
hand image 132 representing the right hand 112. The display
image 144 can be considered a virtual display. The hand
image 132 can also be considered a virtual hand. In some
examples, the head-mounted device 104 presents the hand-
held device image 138 based on a location of the handheld
device 108 that the head-mounted device 104 determined
based on 1mages captured by one or more cameras included
in the head-mounted device 104 as well as motion data. The
motion data may have been measured by an inertial mea-
surement unit (IMU) included 1n the handheld device 108
and received by the head-mounted device 104 from the
handheld device 108, enabling the head-mounted device 104
to perform six degree of freedom (6DoF) tracking of the
handheld device 108. The images captured by the one or
more cameras included 1n the head-mounted device 104 can
be considered image data. The head-mounted device 104 can
perform object detection (such as machine learning based
object detection), augmented reality core-based phone track-
ing, and/or headset-based object tracking of the handheld
device 108. The size and/or angle of the display image 144
presented by the head-mounted device 104 can make view-
ing the display image 144 diflicult for the user 102 to
interpret, understand, and/or interact with 1n the XR envi-
ronment.

[0026] To improve the ease with which the user 102 can
interact with the touchscreen display 114 in the XR envi-
ronment, the head-mounted device 104 can generate and/or
present a display 154 to the user 102. The display 154 can
include elements, such as user interface elements, corre-
sponding to elements presented by the touchscreen display
114. The elements included 1n the display 154 can include,
for example, informative content based on informative con-
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tent presented by the touchscreen display 114. In some
examples, the head-mounted device 104 uplevels two-di-
mensional content from the touchscreen display 114 to
three-dimensional content on the display 154 and/or within
the image 120. The elements included 1n the display 154 can,
for example, include one or more mput modalities of the
head-mounted device 104. The mput modalities of the
head-mounted device 104 included 1n the display 154 can
correspond to input modalities of the handheld device 108.
In some examples, the image 120 includes an input guide
156 that 1dentifies and/or describes input modalities of the
head-mounted device 104. The mnput guide 156 shows that
the input modalities of the head-mounted device 104 within
the display 154 include tapping, left or right swipes, or
vertical scrolling.

[0027] The head-mounted device 104, and/or a computing
system 1n commumnication with the head-mounted device
104, can determine and/or generate the mput modalities of
the head-mounted device 104 based on a number of degrees
of freedom of the corresponding input modalities of the
handheld device 108. In some examples, the number of
degrees of freedom 1s zero for a selection of an icon, such
as a tap or click of the icon, on the touchscreen display 114.
In some examples, the number of degrees of freedom 1s two
for a swipe gesture along the touchscreen display 114. In
some examples, the number of degrees of freedom 1s two for
a pinch 1n gesture or pinch out gesture with two fingers along
the touchscreen display 114. In some examples, the number
of degrees of freedom 1s two for typing into a physical
keyboard or providing input into a computer mouse (such as
moving the mouse and/or activating buttons on the mouse).
In some examples, the number of degrees of freedom 1s two
for selections of multiple 1cons, such as alphanumeric keys,
that are arranged on the touchscreen display 114 1n two
dimensions and/or are not arranged along a line.

[0028] The head-mounted device 104 can determine the
number of degrees of freedom of each of the mput modali-
ties of the head-mounted device 104. In some examples, the
head-mounted device 104 determines the number of degrees
of freedom of each of the input modalities of the head-
mounted device 104 based one or more images ol the
touchscreen display 114 captured by one or more cameras
included in the head-mounted device 104. In some
examples, the head-mounted device 104 generates com-
puter-executable code, such as Hypertext Markup Language
(HIML) code, based on the images of the touchscreen
display 114. The code would implement the input modalities
of the handheld device 108. In an example, 1f an 1nput
modality of the handheld device 108 1s selection of an icon,
then the code implements receiving mput via selection of an
icon. In an example, 1f the mput modality of the handheld
device 108 i1s a swipe gesture, then the code implements
receiving mmput via a swipe gesture. In an example, i the
input modality of the handheld device 108 1s a pinch 1n
gesture and/or pinch out gesture, then the code implements
receiving input via a pinch in gesture and/or a pinch out
gesture. In an example, 11 the input modality of the handheld
device 108 1s recerving selections of multiple 1cons such as
a soft keyboard, then the code implements receiving input
via selections of multiple 1cons such as a soit keyboard.

[0029] The head-mounted device 104 can generate and/or
determine the input modality of the head-mounted device
104 based on the number of degrees of freedom of the input
modality of the handheld device 108. In some examples, the
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head-mounted device 104 can generate and/or determine the
input modality of the head-mounted device 104 based on the
code generated by the head-mounted device 104, the code
being generated based on the images of the touchscreen
display 114.

[0030] FIGS. 2A through 2D show input modalities of the
handheld device 108 and corresponding input modalities of
the head-mounted device 104. The head-mounted device
104 may have generated the corresponding input modalities
of the head-mounted device 104 based on images of the
touchscreen display 114 and/or images of the input modali-
ties of the touchscreen display 114. In FIGS. 2A through 2D,
display 214 1s a portion of the touchscreen display 114 of the
handheld device 108, and display 220 is part of one or more
images presented and/or generated by the head-mounted
device 104 within the XR environment.

[0031] FIG. 2A shows the handheld device 108 presenting
an 1con 202 as an imput modality and the head-mounted
device 104 presenting an 1icon 212 as an mput modality. The
icon 202 can represent a button, text or image link, toggle,
checkbox, or menu, that can be selected by the user 102 by
input such as touch, tapping, and/or clicking on a portion of
the display 214 corresponding to and/or associated with the
icon 202. The computing system (which can include the
head-mounted device 104) can determine that the input
modality of the icon 202 has zero degrees of freedom. The
computing system can determine that the mput modality of
the 1con 202 1s binary and has zero degrees of freedom based
on one or more 1mages of the touchscreen display 114 that
were captured by one or more cameras included in the
head-mounted device 104.

[0032] Based on determining that the imnput modality of the
icon 202 has zero degrees of freedom, the computing system
can determine that the icon 212 generated and/or presented
by the head-mounted device 104 should be the input modal-
ity of the head-mounted device 104 corresponding to the
input modality of the handheld device 108. The input
modality of the 1con 212 can include the user 102 selecting
the icon 212. In some examples, the user 102 can select the
icon 212 by gaze mput, such as by the head-mounted device
104 determining, based on one or more 1mages captured by
one or more gaze-tracking cameras included 1n the head-
mounted device 104, that the user 102 has looked at the icon
212. In some examples, the user 102 can select the icon 212
by a gesture, such as by moving a finger or other portion of
a hand 110, 112 of the user 102 to a location within the XR

environment corresponding to the icon 212.

[0033] FIG. 2B shows the handheld device 108 processing
a swipe 242 as an mput modality and the head-mounted
device 104 processing a swipe 244 as an input modality. The
handheld device 108 can process the swipe 242 as an input
modality by detecting and/or determiming that a finger
included 1n the right hand 112 of the user 102 1s moving
across the display 214 1n a linear direction (1.e. 1n a single
direction and/or along a straight line such as horizontal or
vertical). The computing system can determine that the input
modality of the handheld device 108, the swipe 242, has one
degree of freedom. The computing system can determine
that the mput modality of the swipe 242 has one degree of
freedom based on one or more 1mages of the touchscreen
display 114 captured by one or more cameras included 1n the
head-mounted device 104.

[0034] Based on determining that the imnput modality of the
swipe 242 has one degree of freedom, the computing system
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can determine that the swipe 244 recognized and/or pro-
cessed by the head-mounted device 104 should be the mput
modality of the head-mounted device 104 corresponding to
the input modality of the handheld device 108. The input
modality of the swipe 244 can include the user 102 making,
a motion in the air with a finger and/or right hand 112 1n a
straight line. One or more cameras included in the head-
mounted device 104 can capture one or more 1mages of the
user 102 making the motion 1n the air. The computing
system can recognize the swipe 244 based on the one or
more 1mages of the user 102 making the motion in the arr.

[0035] FIG. 2C shows the handheld device 108 processing
a pinch 252 as an mput modality and the head-mounted
device 104 processing a pinch 254 as an input modality. The
handheld device 108 can process the pinch 252 as an input
modality by detecting and/or determining that two fingers
(such as a thumb and forefinger) included in the right hand
112 of the user 102 are moving across the display 214
toward or away from each other. The computing system can
determine that the input modality of the handheld device
108, the pinch 252, has two degrees of freedom. The
computing system can determine that the mput modality of
the pinch 252 has two degrees of freedom based on one or
more 1mages of the touchscreen display 114 captured by one
or more cameras 1icluded 1n the head-mounted device 104.

[0036] Based on determining that the imnput modality of the
pinch 252 has two degrees of freedom, the computing
system can determine that the pinch 254 recognized and/or
processed by the head-mounted device 104 should be the
input modality of the head-mounted device 104 correspond-
ing to the mput modality of the handheld device 108. The
input modality of the pinch 254 can include the user 102
making a pinching gesture in the air with two fingers. One
or more cameras included in the head-mounted device 104
can capture one or more 1mages of the user 102 making the
pinching gesture in the air. The computing system can
recognize the pinch 254 based on the one or more 1mages of
the user 102 making the pinching gesture 1n the air.

[0037] FIG. 2D shows the handheld device 108 presenting
a soft keyboard 262 and the head-mounted device 104
presenting a virtual keyboard 264. The handheld device 108
presents the soft keyboard 262 by the display 214 presenting
multiple 1cons that represent alphanumeric keys. The hand-
held device 108 can process and/or recognize alphanumeric
input based on contact with portions of the display 214 that
present the 1cons corresponding to alphanumeric keys. The
icons 1n the soft keyboard 262 can be arranged in two
dimensions, 1.¢. not along a straight line. The computing
system can determine that the input modality of the hand-
held device 108, the soft keyboard 262, has two degrees of
freedom. The computing system can determine that the input
modality of the soit keyboard 262 has two degrees of
freedom based on one or more 1mages of the touchscreen
display 114 captured by one or more cameras included 1n the
head-mounted device 104.

[0038] Based on determining that the imnput modality of the
soit keyboard 262 has two degrees of freedom, the comput-
ing system can determine that the virtual keyboard 264
recognized and/or processed by the head-mounted device
104 should be the input modality of the head-mounted
device 104 corresponding to the mmput modality of the
handheld device 108. The computing system can determine
that the virtual keyboard 264 should be the input modality of
the head-mounted device 104, rather than the pinch 2354
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which also corresponds to an input modality of the handheld
device 108 that has two degrees of freedom, based on the
images of the mput modality of the handheld device 108.
The computing system can select an mput modality of the
head-mounted device 104 from a set of input modalities that
correspond to a given number of degrees of freedom. The
computing system can select an iput modality of the
head-mounted device 104 from a set of input modalities that
correspond to a given number of degrees of freedom by
selecting an mnput modality of the head-mounted device 104
that 1s most similar to the input modality of the handheld
device 108. The head-mounted device 104 can present the
virtual keyboard 264 within locations 1n front of the user
within the XR environment. The head-mounted device 104
can recognize selections of icons and/or keys within the
virtual keyboard 264 based on fingers and/or hands 110, 112
of the user contacting locations 1n space where the icons
and/or keys are presented to the user 102 as being located.

[0039] FIG. 3 shows a flowchart of a method for gener-
ating an 1nput modality for the head-mounted device 104
based on an mput modality of the handheld device 108. The
method can be performed by the head-mounted device 104,
a computing system 1n communication with the head-
mounted device 104, or distributed between the head-
mounted device 104, the computing system 1n communica-
tion with the head-mounted device 104, and/or any other
computing devices such as the handheld device 108, as
non-limiting examples.

[0040] The method begins by capturing an image of a
two-dimensional user interface (302). The capturing of the
image ol the two-dimensional user interface (302) can be
performed by a camera included 1n the head-mounted device
104 capturing an image of the touchscreen display 114. The
touchscreen display 114 can represent the two-dimensional
user interface with colored pixels. The image of the two-
dimensional user interface that 1s captured can include one
or more mmput modalities of the handheld device 108, such
as an icon, swipe gesture, pinch in or pinch out gesture, or
keyboard, as non-limiting examples.

[0041] The method includes parsing the user interface
(304). When the user interface includes user interface ele-
ments and/or widgets implemented by an operating system
executing on the handheld device 108, such as an operating
system-level element or widget, parsing the user interface
(304) can include extracting the elements and/or widgets
implemented by the operating system. In some examples,
clements and/or widgets implemented by the operating
system can be mapped to predetermined classifications at
(308). In some examples, parsing the user interface (304)
includes detection of user interface elements, such as
machine learning-based detection of user interface elements,
and classification of the interaction mechanisms and/or
gestures ol the user interface elements.

[0042] Parsing the user interface (304) can include gen-
erating computer-executable code that, when executed by at
least one processor, would cause a computing system to
implement the mput modalities of the handheld device 108
included 1n the image of the two-dimensional user interface
that was captured at (302). The computer-executable code
can be generated based on the image of the two-dimensional
user iterface that was captured at (302). In some examples,
parsing the user interface (304) to generate the computer-
executable code can include requesting a visual language
model to generate the computer-executable code based on
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the 1mage of the two-dimensional user interface. An
example of computer executable code generated based on

the 1mage of the two-dimensional interface 1s shown in FIG.
4

[0043] The method includes classitying user interface
clements (306). Classilying the user interface eclements
(306) can include determining classifications for the user
interface elements that were parsed at (304). The user
interface elements can be classified by models, such as
language models and/or vision machine learning engines.
The user interface elements can be classified as binary
selection which would map to zero degrees of freedom and
may be selected by gaze and pinch or pinch only (such as a
button, text or image link, toggle, checkbox, menu, or
dropdown menu), discrete navigation between user interface
clements which would map to one degree of freedom 1n a
horizontal or vertical direction or two degrees of freedom in
both the horizontal and vertical directions (such as buttons
and links across the user interface, a menu, or a dropdown
menu), pinching or gestures which would map to two
degrees of freedom (such as zooming 1n or zooming out),
swiping which would map to one degree of freedom with
left/right swipes or up/down swipes (such as edge swipes 1n
a phot gallery), continuous scrolling elements that would
map to one degree of freedom (including vertical scrolling,
horizontal scrolling, or panning which includes both hori-
zontal and vertical scrolling and would map to two degrees
of freedom), dragging elements which would map to one
degree of freedom (including vertical dragging which can
include reordering i1tems in a list, horizontal dragging, or
horizontal and vertical dragging which would map to two
degrees of freedom), rotational dragging which would map
to two degrees of freedom (such as dragging a circular user
interface), operating system-level gestures which can
directly map to predetermined input modalities of the head-
mounted device 104 (such as invoking notifications, mvok-
ing quick system settings, returning to a home screen,
switching between applications, or invoking a multitasking
view), single taps which can map to a single degree of
freedom, double taps which can map to a single degree of
freedom, scaled raw 1input which can map to a single degree
of freedom (such as decoupling input from output and
scaling up input motion), and/or upscaling raw input which
can map to a single degree of freedom (such as one-to-one
mapping between input and output), as non-limiting
examples.

[0044] The method includes mapping the user interface
clement to an XR input modality (308). The mapping of the
user interface element to the XR 1nput modality (308) can
include mapping the mput modality of the handheld device
108 to an input modality of the head-mounted device 104. In
some examples, the mapping of the user interface element to
the XR mput modality (308) includes performing a mapping,
and/or optimization function to arrive at the XR 1nput
modality. The mapping and/or optimization function can
include, for example, a decision tree classifier or a trans-
former.

[0045] Mapping the user interface element to the XR 1nput
modality (308) can include accessing a two-dimensional
clement to degree-olf-freedom mapping database 316. The
two-dimensional element to a degree-oi-freedom mapping
database 316 can include a map of two-dimensional user
interface elements (which can also be considered input
modalities of the handheld device 108) to numbers of
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degrees of freedom. The mapping of the user interface
clement to the XR input modality (308) can include retriev-
ing, from the two-dimensional element to degree-of-iree-
dom mapping database 316, the number of degrees of
freedom of the Ul element and/or input modality of the
handheld device 108 based on the Ul element and/or input
modality of the handheld device 108.

[0046] Mapping the user interface element to the XR 1nput
modality (308) can include accessing one or more of a
controller to XR user interface mapping database 320, a
hands to XR user interface mapping database 322, and/or an
eye tracking to XR user interface mapping database. These
databases 320, 322, 324 can map any of mput from a
controller, input from hands 110, 112 of the user 102, or eyes
of the user 102, respectively, to a user interface within the
XR environment. The user interface within the XR environ-
ment can include the mmput modality of the head-mounted
device 104. The mapping of the user interface element to the
XR mmput modality (308) can include retrieving, from one or
more of the databases 320, 322, 324, an XR user interface
and/or input modality of the head-mounted device 104 based
on at least one of controller input, hand put, and/or eye
tracking input.

[0047] The method can include XR input layer visualiza-
tion (310). XR 1nput layer visualization (310) can include
the head-mounted device 104 determining locations and
visual representations of mput modalities of the head-
mounted device 104. The head-mounted device 104 can
determine, for example, how and where to represent and/or
display a button, a surface onto which a swipe or pinch
gesture can be made, and/or a virtual keyboard can be
placed, as non-limiting examples.

[0048] The method can include XR mput gesture classi-
fication (312). XR input gesture classification (312) can
include receiving user input 318 to the mput modality of the
head-mounted device 104. The user mput 318 to the mnput
modality of the head-mounted device 104 can include, for
example, a gaze of an eye of the user 102, a tap of a finger
or other portion of a hand 110, 112 of the user 102, a swipe
ol a finger or other portion of a hand 110, 112 of the user
102, or typing by fingers or other portions of the hand 110,
112 of the user 102, as non-limiting examples. The 1nput
gesture classification (312) can include classitying and/or
determining a gesture based on the user mput 318. The
gesture can be classified as a selection of an 1con, a swipe,
a pinch, or typing into alphanumeric keys, as non-limiting
examples.

[0049] The method can include relaying the mput to the
two-dimensional user mterface (314). Relaying the mput to
the two-dimensional user interface (314) can include send-
ing the 1nput classified at (312) to the user interface of the
handheld device 108. In some examples, the input 1s relayed
to the two-dimensional user interface (314) via a wireless
channel between the head-mounted device 104 and the
handheld device 108. In examples 1n which the user 102 1s
logged 1into both the handheld device 108 and the head-
mounted device 104 via a same account (such as logged into
a remote server via both the head-mounted device 104 and
the handheld device 108), the mput can be relayed to the
two-dimensional user interface (314) via the remote server
that both the head-mounted device 104 and the handheld
device 108 are logged into. Sending the classified mput to
the user iterface of the handheld device 108 enables the
handheld device 108 to respond to the classified mput by
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processing the mput as 1f the input had been recerved by the
handheld device 108 directly from the user 102. The hand-
held device 108 can thereatter respond to the 1mput, such as
responding to selection of an icon, swiping, pinching, or
typing into alphanumeric keys, as non-limiting examples.
[0050] FIG. 4 shows code 400 generated to represent an
input modality of the handheld device 108. In this example,
the code 400 1s Hypertext Markup Language (HITML) code.
However, the code 400 can be generated in other program-
ming languages that are executable by computers. The code
400 was generated by the computing system based on one or
more 1mages of the mput modality of the handheld device
108. In this example, the images showed a slider for receiv-
ing sliding or swiping input, and the code 400 generates a
slider for receiving sliding or swiping input.

[0051] FIG. 5 shows the handheld device 108 processing
contact 502 by a hand 112 and the head-mounted device 104
(not shown 1 FIG. 5) presenting contact 532 by a hand
image 132. The head-mounted device 104 can present an
image ol the handheld device 108, as a handheld device
image 138, based on a captured image of the handheld
device 108. The head-mounted device 104 can stream and/or
mirror content 502 of the touchscreen display 114 of the
handheld device 108 into contact 532 of the display image
144 of the handheld device image 138. The content of the
handheld device 108 can be screencast to the head-mounted
device 104. In some examples, the content presented by the
touchscreen display 114 1s screencast as a texture on an
arbitrary three-dimensional object in the XR environment,
increasing legibility and/or ease of interaction. The head-
mounted device 104 can present an image of the right hand
112, as a hand 1image 132, based on a captured image of the
right hand 112. While the hand 112 1s referred to herein as
a right hand, the hand 112 could be either hand or any
portion of the body for which the handheld device 108
recognizes contact 502. In some examples, the head-
mounted device 104 determines locations of joints of the
right hand 112 based on the captured image of the right hand
112. The head-mounted device 104 streams content of the

handheld device 108 onto a larger, virtual version of the
display of the handheld device 108.

[0052] The user 102 can contact 502 the handheld device
108 with a portion of the right hand 112 such as an index
finger of the right hand 112. The head-mounted device 104
can display, to the user 102, a contact 332 of the handheld
device image 138 by the hand image 132 corresponding to
the contact 502 of the handheld device 108 by the portion of
the right hand 112. In some examples, the head-mounted
device 104 displays the contact 532 while mirroring or
presenting an application (such as a web browser) executing,
on the handheld device 108, enabling the user 102 to use
hands 110, 112 of the user 102 to directly interact with the
handheld device 108 with the re-rendered display image 144
on top ol the handheld device image 138 within the XR
environment, enabling the user 102 to interact with the
touchscreen display 114 as well as input modalities such as
a solt keyboard presented on the touchscreen display 114.
However, errors in capturing images of the handheld device
108 and hand right hand 112 and generating the correspond-
ing handheld device image 138 and hand image 132 can
cause the timing and/or location of the presented contact 532
to be misaligned with the actual contact 502 of the handheld
device 108 by the right hand 112. This misalignment can be
annoying for the user 102, and/or can cause errors 1n the
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location on the handheld device 108 at which the right hand
112 contacts the handheld device 108 that result in 1naccu-
rate input. To reduce the misalignment, tracking between the
presenting contact 5332 and the contact 5302 can indicate
discrepancies between the times and locations of the hand-
held device image 138 and the handheld device 108, as well
as between the hand image 132 and the right hand 112. The
computing system can thereby improve the presentation of
the handheld device image 138 and the hand image 132
based on mput received by the head-mounted device 104
from the handheld device 108 indicating the timing and/or
location of the contact of the right hand 112 on the handheld
device 108.

[0053] The computing system can determine a time and/or
location of contact 502 of the right hand 112 on the handheld
device 108. The computing system can determine the time
and/or location of the contact 5302 of the right hand 112 on
the handheld device 108 based on a signal and/or data
received from the handheld device 108, such as timing
and/or location signals and/or data received via a wireless
channel between the handheld device 108 and the head-
mounted device 104. The computing system can compare
the time and/or location of the contact 502 of the right hand
112 on the handheld device 108 to the time and/or location
of the contact 532 of the hand 1mage 132 on the handheld
device 1image 138 that i1s presented to the user 102 by the
head-mounted device 104. The contact 532 of the hand
image 132 on the handheld device image 138 1s based on
images of the right hand 112 and handheld device 108
captured by the head-mounted device 104. Based on a
difference and/or discrepancy of time and/or location
between the presented contact 332 and contact 502, the
computing system can determine an adjustment of at least
one of the time or location of contact. The computing system
can thereafter determine an adjusted time and/or location of
contact 532 by the hand image 132 on the handheld device
image 138 based on the determined adjustment and one or
more 1images of the right hand 112 and handheld device 108
captured by one or more cameras included in the head-
mounted device 104. The head-mounted device 104 can
present the hand image 132 and handheld device image 138
to the user 102 based on the adjusted time and/or location of
the contact.

[0054] FIG. 6 1s a block diagram of a computing device
600. The computing device 600 can represent the head-
mounted device 104, a computing system 1n communication
with the head-mounted device 104, and/or a distributed
system that includes functionalities of the head-mounted

device 104 and computing system 1n communication with
the head-mounted device 104.

[0055] The computing device 600 can include an interface
generator 602. The interface generator 602 can generate
interfaces for receiving input from the user 102 within the
XR environment. The interface generator 602 can generate,
for example, 1cons for selection such as the 1con 212, swipe
interfaces that can receive the swipe 244, pinch interfaces
that can receive the pinch 2354, and/or a virtual keyboard
such as the virtual keyboard 264.

[0056] In some examples, the interface generator 602 can
generate a transparent or pop-up input modality of the
head-mounted device 104 on top of or next to the corre-
sponding mput modality of the handheld device 108. The
input modality of the head-mounted device 104 may be
casier for the user 102 to mteract with, and locating the input
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modality of the head-mounted device 104 on top of or next
to the corresponding input modality of the handheld device
108 may clarity to the user 102 the purpose of the input
modality of the head-mounted device 104. The interface
generator 602 can generate a hover state for the head-
mounted device 104 that allows the user 102 to confirm

accurate selection (or “aiming”) before selecting the mnput
modality of the head-mounted device 104.

[0057] In some examples, a coarse hand motion and/or
controller motion 1mplemented by the interface generator
602 causes a cursor implemented by the interface generator
602 to snap and/or jump between interactable elements of
the interface that receives input from the interface generator
602. In some examples, the interface generator 602 pro-
cesses mput from the touchscreen display 114 to enable the
user 102 to interact with the touchscreen display 114 like a
trackpad to move a cursor implemented by the interface
generator 602 within the XR environment. In some
examples, the interface generator 602 processes gestures by
the user 102 to move a cursor implemented by the interface
generator 602 without snapping (or moving discontinu-
ously) between interface elements. In some examples, the
interface generator 602 enables the user 102 to change
and/or scale a window size of an interface element and/or
change or scale a ratio of mput motion ({from the user 102)
to output response. In some examples, the interface genera-
tor 602 mirrors the touchscreen display 114 for seamless
touchscreen interaction while generating a second, larger
screen that 1s anchored to the handheld device 108 or
otherwise placed in three-dimensional space for improved
legibility. The user 102 can interact with (and provide input
to) either the touchscreen display 114 or the second, larger
screen.

[0058] The computing device 600 can include a degree of
freedom determiner 604. The degree of freedom determiner
604 can determine a number of degrees of freedom of the
input modality of the handheld device 108. In some
examples, the degree of freedom determiner 604 determines
the number of degrees of freedom of the input modality of
the handheld device 108 based on recerving an identifier of
the input modality of the handheld device 108 and mapping
the 1dentifier of the mput modality of the handheld device
108 to the number of degrees of freedom within an 1nput
modality-to-degrees of {reedom database. In some
examples, the degree of freedom determiner 604 determines
the number of degrees of freedom of the input modality of
the handheld device 108 based on one or more 1mages of the
touchscreen display 114 of the handheld device 108. In some
examples, the degree of freedom determiner 604 determines
the number of degrees of freedom of the input modality of
the handheld device 108 by generating, based on one or
more 1mages of the touchscreen display 114 of the handheld
device 108, computer- executable code that would 1imple-
ment the mput modality of the handheld device 108. In some
examples, the degree of freedom determiner 604 can deter-
mine the number of degrees of freedom by generating a
textual description of the mput modality of the handheld
device 108. The textual description of the mput modality of
the handheld device 108 can be generated based on the
computer-executable code that would implement the 1mnput
modality of the handheld device 108, and/or based on the
one or more 1mages ol the touchscreen display 114 of the
handheld device 108.
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[0059] In some examples, the degree of freedom deter-
miner 604 determines a number of degrees of freedom of the
input modality of the handheld device 108 based on options
for touchscreen mput and/or available selections. The degree
of freedom determiner 604 can, for example, determine that
the input modality of the handheld device 108 has a single
degree of freedom based on a photo gallery allowing swipes
in a single dimension (e.g. either left/right or up/down), two
degrees of freedom based on the photos allowing pinch out
to zoom, one degree of freedom based on multiple text links
allowing selection by clicking, one degree of freedom based
on scrollable text that allows for easy scrolling, or zero
degrees of freedom for each of multiple button i1cons (such
as dots, menus, or arrows) that can easily be selected by
clicking.

[0060] The computing device 600 can include a code
generator 606. The code generator 606 can generate the
computer-executable code that would implement the mput
modality of the handheld device 108 based on the one or
more 1mages of the touchscreen display 114 of the handheld
device 108 captured by one or more cameras included in the
head-mounted device 104. The computer-executable code
can be 1n any programing language that implements user
interfaces. An example of computer-executable code for
implementing a sliding gesture 1s shown in FIG. 4.

[0061] The computing device 600 can include a language
model 608. The language model 608 can include a proba-
bilistic model of natural language, such as a large language
model. The language model 608 can, for example, include a
combination of large datasets of words, neural networks,
and/or transformers that generate text 1n response to
prompts. The prompts can include a request for a description
of the computer-executable code that would implement the
input modality of the handheld device 108, and/or a request
for a description of the input modality within the one or
more 1images of the touchscreen display 114 of the handheld

device 108.

[0062] The language model can generate the textual
description of the input modality of the handheld device 108.
The language model 608 can generate the textual description
of the mput modality of the handheld device 108 based on
the computer-executable code that would implement the
input modality of the handheld device 108, and/or based on
the one or more 1mages of the touchscreen display 114 of the

handheld device 108 captured by the head-mounted device
104.

[0063] The computing device 600 can include an 1nput
modality determiner 610. The mmput modality determiner
610 can determine an mput modality for the head-mounted
device 104 that corresponds to the mput modality of the
handheld device 108. The input modality determiner 610 can
determine an mnput modality for the head-mounted device
104 that corresponds to the mput modality of the handheld
device 108 based on one or more 1mages of the touchscreen
display 114 of the handheld device 108 that include the input
modality of the handheld device 108, the number of degrees
of freedom of the input modality of the handheld device 108,
the computer-executable code that would implement the
input modality of the handheld device 108, and/or the textual
description of the input modality of the handheld device 108.
In some examples, the input modality determiner 610 selects
an mput modality of the head-mounted device 104 that has
a same number of degrees of freedom as the mput modality

of the handheld device 108.
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[0064] The computing device 600 can include an 1nput
monitor 612. The mput monitor 612 can monitor input by the
user 102 into the handheld device 108. The input monitor
612 can, for example, determine times and/or locations of
contact by a hand 110, 112 of the user 102 onto a touch-
screen display 114 of the handheld device 108. The input
monitor 612 can determine times and/or locations of contact
by a hand 110, 112 of the user 102 onto a touchscreen
display 114 of the handheld device 108 based on data
received from the handheld device 108, such as timing
and/or location data received via a wireless channel between

the handheld device 108 and the head-mounted device 104.

[0065] The computing device 600 can include an adjust-
ment determiner 614. The adjustment determiner 614 can
determine an adjustment for representations of the user 102
providing input within the XR environment. The adjustment
determiner 614 can compare times and/or locations of input
by the user 102 to the handheld device 108 to times and/or
locations at which the user 102 1s represented as contacting
an input modality of the head-mounted device 104 within
the XR environment. The adjustment determiner 614 can
determine discrepancies and/or differences between the
times and/or locations of mput by the user 102 and the times
and/or locations at which the user 102 1s represented as
contacting and/or interacting with an input modality of the
head-mounted device 104 within the XR environment. The
adjustment determiner 614 can determine an adjustment
based on the discrepancies and/or differences between the
times and/or locations of mput by the user 102 and the times
and/or locations at which the user 102 1s represented as
contacting an input modality of the head-mounted device
104 within the XR environment. The computing device 600
can adjust the representation of the mput modality of the
head-mounted device 104, such as the hand(s) 130, 132 and
the handheld device image 138, based on the adjustment, so
that the representation of the hands 130, 132 providing input
to the handheld device image 138 more accurately corre-

sponds to the actual timing and location of the hands 110,
112 contacting the handheld device 108.

[0066] The computing device 600 can include at least one
processor 616. The at least one processor 616 can execute
instructions, such as instructions stored in at least one
memory device 618, to cause the computing device 600 to
perform any combination of methods, functions, and/or
techniques described herein.

[0067] The computing device 600 can include at least one
memory device 618. The at least one memory device 618
can include a non-transitory computer-readable storage
medium. The at least one memory device 618 can store data
and 1nstructions thereon that, when executed by at least one
processor, such as the processor 616, are configured to cause
the computing device 600 to perform any combination of
methods, functions, and/or techmniques described herein.
Accordingly, in any of the implementations described herein
(even 11 not explicitly noted 1n connection with a particular
implementation), software (e.g., processing modules, stored
instructions) and/or hardware (e.g., processor, memory
devices, etc.) associated with, or included 1n, the computing
device 600 can be configured to perform, alone, or in
combination with another computing device such a server 1n
communication with the computing device 600 and/or the
handheld device 108, any combination of methods, func-
tions, and/or techniques described herein.
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[0068] The computing device 600 may include at least one
input/output node 620.

[0069] The at least one input/output node 620 may receive
and/or send data, such as from and/or to, another computer,
and/or may receive mput and provide output from and to a
user such as the user 102. The mput and output functions
may be combined into a single node, or may be divided into
separate mput and output nodes. The mput/output node 620
can include, for example, a camera, an 1nertial measurement
unmt (IMU), a display, a speaker, a microphone, one or more
buttons, and/or one or more wired or wireless interfaces for
communicating with other computing devices.

[0070] FIGS. 7A, 7B, and 7C show an example of a
head-mounted device 104. FIGS. 7A, 7B, and 7C show an
example of the head-mounted device 104. As shown 1n
FIGS. 7TA, 7B, and 7C, the example head-mounted device
104 includes a frame 702. The frame 702 includes a front
frame portion defined by rim portions 724 A, 724B surround-
ing respective optical portions in the form of lenses 722A,
7228, with a bridge portion 706 connecting the rim portions
724A, 724B. Arm portions 702A, 702B included i the
frame 702 are coupled, for example, pivotably or rotatably
coupled, to the front frame by hinge portions 710A, 710B at
the respective rim portions 724A, 724B. In some examples,
the lenses 722A, 722B may be corrective/prescription
lenses. In some examples, the lenses 722A, 722B may be an
optical material including glass and/or plastic portions that
do not mnecessarilly 1ncorporate corrective/prescription
parameters. Displays 704A, 704B may be coupled mn a
portion of the frame 702. In the example shown 1n FIG. 7B,
the displays 704A, 704B are coupled 1n the arm portions
702A, 702B and/or rim portions 724A, 724B of the frame
702. In some examples, the head-mounted device 104 can
also include an audio output device 716 (such as, for
example, one or more speakers), an 1llumination device 718,
at least one processor 616, at least one memory device 618,
an outward-facing image sensor 714 (or camera), and/or
gaze-tracking cameras 726A, 726B that can capture images
of eyes of the user 102 to track a gaze of the user 102. The
at least one processor 616 can execute instructions. The at
least one memory device 618 can include a non-transitory
computer-readable storage medium comprising instructions
stored thereon that, when executed by the at least one
processor 616, are configured to cause the head-mounted
device 104 to perform any combination of methods, func-
tions, and/or techniques described herein.

[0071] In some examples, the head-mounted device 104
may include a see-through near-eye display. For example,
the displays 704A, 704B may be configured to project light
from a display source onto a portion of teleprompter glass
functioning as a beamsplitter seated at an angle (e.g., 30-45
degrees). The beamsplitter may allow for reflection and
transmission values that allow the light from the display
source to be partially reflected while the remaining light 1s
transmitted through. Such an optic design may allow a user
to see both physical items 1n the world, for example, through
the lenses 722A, 722B, next to content (for example, digital
images, user interface elements, virtual content, and/or vir-
tual objects) generated by the displays 704 A, 704B. In some
implementations, waveguide optics may be used to depict
content on and/or by the displays 704A, 704B via out-
coupled light. The 1images 720A, 7208 projected by the
displays 704 A, 704B onto the lenses 722A, 722B may be

translucent, allowing the user 102 to see the 1mages pro-
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jected by the displays 704A, 704B as well as physical
objects beyond the head-mounted device 104.

[0072] In the example shown in FIG. 7C, the head-
mounted device 104 includes lenses 722A, 722B supported
by the frame 702. The lenses 722A, 722B can be supported
by respective rim portions 724 A, 724B that are included in
the frame 702. In some examples, the lenses 722A, 7228, in
conjunction with the displays 704A, 704B, present, to the
user 102, images generated by the processor 616. The rim
portion 724A can be coupled to rim portion 724B wvia the
bridge portion 706.

[0073] FIG. 8 1s a flowchart of a method 800 performed by
a computing device. The computing device performing the
method 800 can include any combination of the head-
mounted device 104, an auxiliary device such as the hand-
held device 108, a server or other computing device in
communication with the head-mounted device and/or aux-
iliary device, and/or the computing device 600.

[0074] The method 800 can include determining a number
of degrees of freedom (802). Determining the number of
degrees of freedom (802) can include determining, by a
head-mounted device mounted on a head of a user, a number
of degrees of freedom of an mput modality of an auxihary
device. The method 800 can include determining an input
modality (804). Determining the input modality (804) can
include determining an input modality of the head-mounted
device based on the number of degrees of freedom of the
input modality of the auxiliary device. The method 800 can
include presenting the mput modality (806). Presenting the
input modality (806) can include presenting the input modal-
ity of the head-mounted device to the user.

[0075] In some examples, determining the number of
degrees of freedom of the mput modality includes generat-
ing computer-executable code based on at least one image of
the mput modality of the auxiliary device, the computer-
executable code being configured to generate the input
modality of the auxiliary device; and determining the num-
ber of degrees of freedom of the mput modality of the
auxiliary device based on the computer-executable code.
[0076] In some examples, the auxiliary device includes a

handheld device.

[0077] In some examples, determining the number of
degrees of freedom of the mput modality includes generat-
ing computer-executable code based on at least one image of
the mput modality of the auxiliary device, the computer-
executable code being configured to generate the input
modality of the auxiliary device; determining, by a language
model, a classification of the input modality of the auxiliary
device based on the computer-executable code; and deter-
miming the number of degrees of freedom of the input
modality of the auxiliary device based on the classification.

[0078] In some examples, the mnput modality of the head-
mounted device has a same number of degrees of freedom
as the mput modality of the auxiliary device.

[0079] In some examples, the input modality of the aux-
1liary device includes a selection of a button presented by a
display included in the auxiliary device, and the input
modality of the head-mounted device includes a selection of
an 1con presented by the head-mounted device.

[0080] In some examples, the input modality of the aux-
iliary device includes a swipe on a display included 1n the
auxiliary device, and the mput modality of the head-
mounted device includes the head-mounted device capturing,
a gesture of a hand of the user.
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[0081] In some examples, the mput modality of the aux-
iliary device includes typing onto a soit keyboard presented
by a touchscreen display included 1n the auxiliary device,
and the input modality of the head-mounted device includes
the head-mounted device capturing typing of a hand of the
user onto a virtual keyboard presented by the head-mounted
device.

[0082] In some examples, the method 800 further com-
prises processing input via the mput modality of the head-
mounted device to generate an instruction, and sending the
instruction to the auxiliary device.

[0083] FIG. 9 1s atflowchart of a method 900 performed by
a computing device. The computing device performing the
method 900 can include any combination of the head-
mounted device 104, an auxiliary device such as the hand-
held device 108, a server or other computing device in
communication with the head-mounted device and/or aux-
iliary device, and/or the computing device 600.

[0084] The method 900 can include generating a virtual
display (902). Generating the wvirtual display (902) can
include generating, by a head-mounted device within an
extended Reality (XR) environment, the virtual display. The
virtual display can be based on a touchscreen display
presented by an auxiliary device held by a user who 1s
wearing the head-mounted device. The method 900 can
include generating a virtual hand (904). Generating the
virtual hand (904) can include generating, within the XR
environment, the virtual hand based on first image data
captured by a camera. The camera can be included 1n the
head-mounted device. The method 900 can include present-
ing the virtual hand contacting the virtual display (906).
Presenting the virtual hand contacting the virtual display
(906) can include, presenting, within the XR environment,
the virtual hand contacting the virtual display based on
second 1mage data captured by the camera. The method 900
can include determiming a location or time of contact (908).
Determining the location or time ol contact (908) can
include determining at least one of a time or location of
contact by a hand of the user onto the touchscreen display
based on a signal received from the auxiliary device. The
method 900 can include determining an adjustment (910).
Determining the adjustment (910) can include determining
the adjustment based on the at least one of the time or
location of the contact and the presentation of the virtual
hand contacting the virtual display. The method 900 can
include presenting the virtual hand contacting the virtual
display based on the adjustment (912). Presenting the virtual
hand contacting the virtual display based on the adjustment
(912) can include presenting, within the XR environment,
the virtual hand contacting the virtual display based on third
image data captured by the camera and the adjustment.

[0085] In some examples, the virtual display streams
content presented by the touchscreen display.

[0086] Implementations of the various techniques
described herein may be implemented in digital electronic
circuitry, or in computer hardware, firmware, software, or 1n
combinations of them. Implementations may implemented
as a computer program product, 1.€., a computer program
tangibly embodied 1n an information carrier, e€.g., mn a
machine-readable storage device, for execution by, or to
control the operation of, data processing apparatus, €.g., a
programmable processor, a computer, or multiple comput-
ers. A computer program, such as the computer program(s)
described above, can be written 1n any form of programming
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language, including compiled or interpreted languages, and
can be deployed in any form, including as a stand-alone
program or as a module, component, subroutine, or other
unit suitable for use 1n a computing environment. A com-
puter program can be deployed to be executed on one
computer or on multiple computers at one site or distributed
across multiple sites and interconnected by a communication
network.

[0087] Method steps may be performed by one or more
programmable processors executing a computer program to
perform functions by operating on input data and generating,
output. Method steps also may be performed by, and an
apparatus may be implemented as, special purpose logic
circuitry, e.g., an FPGA (field programmable gate array) or
an ASIC (application-specific integrated circuit).

[0088] Processors suitable for the execution of a computer
program 1include, by way of example, both general and
special purpose microprocessors, and any one or more
processors of any kind of digital computer. Generally, a
processor will recerve instructions and data from a read-only
memory or a random-access memory or both. Elements of a
computer may include at least one processor for executing
instructions and one or more memory devices for storing
instructions and data. Generally, a computer also may
include, or be operatively coupled to recerve data from or
transier data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or
optical disks. Information carriers suitable for embodying
computer program instructions and data include all forms of
non-volatile memory, including by way of example semi-
conductor memory devices, e.g., EPROM, EEPROM, and
flash memory devices; magnetic disks, e.g., internal hard
disks or removable disks; magneto-optical disks; and CD-
ROM and DVD-ROM disks. The processor and the memory
may be supplemented by, or incorporated 1n special purpose
logic circuitry.

[0089] To provide for interaction with a user, implemen-
tations may be implemented on a computer having a display
device, e.g., a cathode ray tube (CRT) or liquid crystal
display (LCD) monitor, for displaying information to the
user and a keyboard and a pointing device, e.g., a mouse or
a trackball, by which the user can provide input to the
computer. Other kinds of devices can be used to provide for
interaction with a user as well; for example, feedback
provided to the user can be any form of sensory feedback,
¢.g., visual feedback, auditory feedback, or tactile feedback;
and iput from the user can be received i any form,
including acoustic, speech, or tactile iput.

[0090] Implementations may be implemented 1n a com-
puting system that includes a back-end component, e.g., as
a data server, or that includes a middleware component, e.g.,
an application server, or that includes a front-end compo-
nent, €.g., a client computer having a graphical user interface
or a Web browser through which a user can interact with an
implementation, or any combination of such back-end,
middleware, or front-end components. Components may be
interconnected by any form or medium of digital data
communication, €.g., a commumnication network. Examples

of communication networks include a local area network
(LAN) and a wide area network (WAN), e.g., the Internet.

[0091] While certain features of the described implemen-
tations have been 1llustrated as described herein, many
modifications, substitutions, changes and equivalents wall
now occur to those skilled in the art. It 1s, therefore, to be
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understood that the appended claims are intended to cover
all such modifications and changes as fall within the true
spirit of the embodiments of the invention.

What 1s claimed 1s:
1. A method comprising:

determining, by a head-mounted device mounted on a
head of a user, a number of degrees of freedom of an
input modality of an auxiliary device;

determining an input modality of the head-mounted
device based on the number of degrees of freedom of
the mput modality of the auxihiary device; and

presenting the input modality of the head-mounted device
to the user.

2. The method of claim 1, wheremn determining the
number of degrees ol freedom of the mput modality
includes:

generating computer-executable code based on at least
one 1mage of the imput modality of the auxiliary device,
the computer-executable code being configured to gen-
erate the input modality of the auxiliary device; and

determining the number of degrees of freedom of the
input modality of the auxiliary device based on the
computer-executable code.

3. The method of claim 1, wherein the auxiliary device
includes a handheld device.

4. The method of claim 1, wherein determining the
number of degrees ol freedom of the mmput modality
includes:

generating computer-executable code based on at least
one 1mage of the mnput modality of the auxiliary device,
the computer-executable code being configured to gen-
erate the input modality of the auxiliary device;

determining, by a language model, a classification of the
input modality of the auxiliary device based on the
computer-executable code; and

determiming the number of degrees of freedom of the
input modality of the auxiliary device based on the
classification.

5. The method of claim 1, wherein the input modality of
the head-mounted device has a same number of degrees of
freedom as the mput modality of the auxiliary device.

6. The method of claim 1, wherein:

the mput modality of the auxiliary device includes a
selection of a button presented by a display included 1n
the auxiliary device; and

the input modality of the head-mounted device includes a
selection of an icon presented by the head-mounted
device.

7. The method of claim 1, wherein:

the mput modality of the auxiliary device includes a swipe
on a display included 1n the auxiliary device; and

the input modality of the head-mounted device includes
the head-mounted device capturing a gesture of a hand
of the user.

8. The method of claim 1, wherein:

the iput modality of the auxiliary device includes typing
onto a soit keyboard presented by a touchscreen display
included in the auxiliary device; and

the input modality of the head-mounted device includes
the head-mounted device capturing typing of a hand of
the user onto a virtual keyboard presented by the
head-mounted device.
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9. The method of claim 1, further comprising;:

processing put via the mput modality of the head-

mounted device to generate an instruction; and
sending the instruction to the auxiliary device.

10. A non-transitory computer-readable storage medium
comprising instructions stored thereon that, when executed
by at least one processor, are configured to cause a com-
puting device to:

determine, by a head-mounted device mounted on a head

ol a user, a number of degrees of freedom of an i1nput
modality of an auxiliary device held by a hand of the
user;

determine an mput modality of the head-mounted device

based on the number of degrees of freedom of the input
modality of the auxiliary device; and

present the input modality of the head-mounted device to

the user.
11. The non-transitory computer-readable storage
medium of claim 10, wherein determining the number of
degrees of freedom of the input modality includes:
generating computer-executable code based on at least
one 1mage of the input modality of the auxiliary device,
the computer-executable code being configured to gen-
crate the input modality of the auxiliary device; and

determining the number of degrees of freedom of the
input modality of the auxiliary device based on the
computer-executable code.
12. The non-transitory computer-readable storage
medium of claim 11, wherein the auxiliary device includes
a handheld device.
13. The non-transitory computer-readable storage
medium of claim 10, wherein determining the number of
degrees of freedom of the input modality includes:
generating computer-executable code based on at least
one 1mage of the input modality of the auxiliary device,
the computer-executable code being configured to gen-
crate the input modality of the auxiliary device;

determining, by a language model, a classification of the
input modality of the auxiliary device based on the
computer-executable code; and

determining the number of degrees of freedom of the

input modality of the auxiliary device based on the
classification.

14. The non-transitory computer-readable storage
medium of claim 10, wherein the mput modality of the
head-mounted device has a same number of degrees of
freedom as the mput modality of the auxiliary device.

15. The non-transitory computer-readable storage
medium of claim 10, wherein:

the mput modality of the auxiliary device includes a

selection of a button presented by a display included in
the auxihary device; and
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the input modality of the head-mounted device includes a
selection of an icon presented by the head-mounted
device.

16. The non-transitory computer-readable storage

medium of claim 10, wherein:

the mput modality of the auxiliary device includes a swipe
on a display included 1n the auxiliary device; and

the input modality of the head-mounted device includes
the head-mounted device capturing a gesture of a hand
of the user.

17. The non-transitory computer-readable

medium of claim 10, wherein:

storage

the mput modality of the auxiliary device includes typing
onto a soit keyboard presented by a touchscreen display
included in the auxiliary device; and

the input modality of the head-mounted device includes
the head-mounted device capturing typing of a hand of
the user onto a virtual keyboard presented by the
head-mounted device.

18. The non-transitory computer-readable storage
medium of claim 10, wherein the instructions are further
configured to cause the computing device to:

process input via the mput modality of the head-mounted
device to generate an instruction; and

send the istruction to the auxiliary device.
19. A method comprising:

generating, by a head-mounted device within an extended
Reality (XR) environment, a virtual display, the virtual
display being based on a touchscreen display presented
by an auxiliary device held by a user who 1s wearing the
head-mounted device:

generating, within the XR environment, a virtual hand
based on first image data captured by a camera, the
camera being included in the head-mounted device;

presenting, within the XR environment, the virtual hand
contacting the virtual display based on second image
data captured by the camera;

determining at least one of a time or location of contact by
a hand of the user onto the touchscreen display based
on a signal received from the auxiliary device;

determining an adjustment based on the at least one of the
time or location of the contact and the presentation of
the virtual hand contacting the virtual display; and

presenting, within the XR environment, the virtual hand
contacting the virtual display based on third image data
captured by the camera and the adjustment.

20. The method of claim 19, wherein the virtual display
streams content presented by the touchscreen display.
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