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----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

At a device including an image sensor, a display, one or more processors, and |

non-transitory memory: 1010

Capturing, using the image sensor, an image of a physical environment

Obtaining a first depth map including a plurality of depths respectively

associated with a plurality of pixels of the image of the physical environment 1020

Generating a second depth map by aligning one or more portions of the first
depth map based on a control signal associated with the image of the physical |

environment

Transforming, using the one or more processors, the image of the physical w 1040
environment based on the second depth map f-

Displaying, on the display, the transformed image
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At a device including an image sensor, a display, one or more processors, and |

non-transitory memory. 1110

Capturing, using the image sensor, an image of a physical environment

Obtaining a first depth map including a plurality of depths respectively

. .. e . ~ _ .. . ?-f‘*ﬂ'zo
associated with a plurality of pixels of the image of the physical environment |
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Selecting one or more portions of the first depth map based on a control signal “""’"‘ 1130
ngenerating a second depth map by refining the one or more portions of the first§§
: depth map J‘\ 1140

Transforming, using the one or more processors, the image of the physical
environment based on the depth map

" 1150

Figure 11
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METHOD AND DEVICE FOR REFINING A
DEPTH MAP

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to U.S. Provisional
Patent App. No. 63/470,702, filed on Jun. 2, 2023, which 1s
hereby incorporated by reference 1n 1ts entirety.

TECHNICAL FIELD

[0002] The present disclosure generally relates to systems,
methods, and devices for performing perspective correction.

BACKGROUND

[0003] In vanous implementations, an extended reality
(XR) environment 1s presented by a head-mounted device
(HMD). Various HMDs include a scene camera that captures
an 1mage of the physical environment 1 which a user is
present (e.g., a scene) and a display that displays the image
to the user. In some 1nstances, this image or portions thereof
can be combined with one or more virtual objects to present
the user with an XR experience. In other instances, the HMD
can operate 1n a pass-through mode 1n which the 1mage or
portions thereol are presented to the user without the addi-
tion of virtual objects. Ideally, the image of the physical
environment presented to the user 1s substantially similar to
what the user would see i the HMD were not present.
However, due to the different positions of the eyes, the
display, and the camera i1n space, this may not occur,
resulting 1n user discomiort.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] So that the present disclosure can be understood by
those of ordinary skill 1n the art, a more detailed description
may be had by reference to aspects of some 1illustrative
implementations, some of which are shown 1n the accom-
panying drawings.

[0005] FIG. 1 1s a block diagram of an example operating
environment 1n accordance with some implementations.

[0006] FIG. 2 illustrates an example scenario related to
capturing an image of physical environment and displaying
the captured 1image 1n accordance with some 1mplementa-
tions.

[0007] FIG. 3 1s an image of physical environment cap-
tured by an 1mage sensor from a particular perspective.

[0008] FIG. 4 1s an overhead perspective view of the
physical environment of FIG. 3.

[0009] FIG. 5A illustrates a first view of the physical

environment of FIG. 3 at a first time as would be seen by a
left eye of a user 1t the user were not wearing an HMD.

[0010] FIG. 5B illustrates a first image of the physical

environment of FIG. 3 captured by a left image sensor of the
HMD at the first time.

[0011] FIG. 6A illustrates a first depth plot for a central
row of a first depth map of the first image of FIG. 3B.

[0012] FIG. 6B illustrates a first static depth plot for the
central row of a first static depth map of the first image of

FIG. 3B.

[0013] FIG. 7A 1llustrates a first transformed {first image
based on the first image of FIG. 5B and the first depth plot
of FIG. 6A.

Dec. 3, 2024

[0014] FIG. 7B 1illustrates a second transformed first
image based on the first image of FIG. SB and the static
depth plot of FIG. 6B.

[0015] FIGS. 8A-8C, 8E, and 8F are block diagrams of
example perspective correction architectures 1n accordance
with some 1mplementations.

[0016] FIG. 8D illustrates a block diagram of an example
edge analysis engine 1n accordance with some implementa-
tions.

[0017] FIGS. 9A-9F are block diagrams of example per-
spective correction architectures 1 accordance with some
implementations.

[0018] FIG. 10 1s a flowchart representation of a method
of performing perspective correction in accordance with
some 1mplementations.

[0019] FIG. 11 1s a flowchart representation of another
method of performing perspective correction i accordance
with some 1implementations.

[0020] FIG. 12 1s ablock diagram of an example controller
in accordance with some implementations.

[0021] FIG. 13 1s a block diagram of an example elec-
tronic device 1n accordance with some implementations.
[0022] In accordance with common practice the various
teatures illustrated in the drawings may not be drawn to
scale. Accordingly, the dimensions of the various features
may be arbitrarily expanded or reduced for clarity. In
addition, some of the drawings may not depict all of the
components of a given system, method or device. Finally,
like reference numerals may be used to denote like features
throughout the specification and figures.

SUMMARY

[0023] Various implementations disclosed herein include
devices, systems, and methods for performing perspective
correction. In various implementations, a method 1s per-
formed by a device including an 1mage sensor, a display, one
or more processors, and a non-transitory memory. The
method 1ncludes: capturing, using the image sensor, an
image of a physical environment; obtaiming a first depth map
including a plurality of depths respectively associated with
a plurality of pixels of the image of the physical environ-
ment; generating a second depth map by aligning one or
more portions of the first depth map based on a control
signal associated with the image of the physical environ-
ment; transforming, using the one or more processors, the
image of the physical environment based on the second
depth map; and displaying, via the display, the transformed
1mage.

[0024] Various implementations disclosed herein include
devices, systems, and method for performing perspective
correction. In various implementations, the method 1s per-
formed by a device including an 1mage sensor, a display, one
or more processors, and a non-transitory memory. The
method 1ncludes: capturing, using the image sensor, an
image ol a physical environment; obtaining a first depth map
including a plurality of depths respectively associated with
a plurality of pixels of the image of the physical environ-
ment; selecting one or more portions of the first depth map
based on a control signal associated with the image of the
physical environment; generating a second depth map by
refining the one or more portions of the first depth map;
transforming, using the one or more processors, the image of
the physical environment based on the second depth map;
and displaying, via the display, the transformed 1image.
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[0025] In accordance with some implementations, a
device includes a display, an 1mage sensor, one or more
processors, a non-transitory memory, and one or more
programs; the one or more programs are stored in the
non-transitory memory and configured to be executed by the
one or more processors. The one or more programs include
instructions for performing or causing performance of any of
the methods described herein. In accordance with some
implementations, a non-transitory computer readable stor-
age medium has stored therein instructions, which, when
executed by one or more processors ol a device with a
display and an image sensor, cause the device to perform or
cause performance of any of the methods described herein.
In accordance with some i1mplementations, a device
includes: a display, an 1image sensor, one or more processors,
a non-transitory memory, and means for performing or
causing performance of any of the methods described herein.

DESCRIPTION

[0026] Numerous details are described in order to provide
a thorough understanding of the example implementations
shown 1n the drawings. However, the drawings merely show
some example aspects of the present disclosure and are
therefore not to be considered limiting. Those of ordinary
skill 1n the art will appreciate that other effective aspects
and/or variants do not include all of the specific details
described herein. Moreover, well-known systems, methods,
components, devices, and circuits have not been described 1n
exhaustive detail so as not to obscure more pertinent aspects
of the example implementations described herein.

[0027] As described above, 1n an HMD with a display and
a scene camera, the 1mage of the physical environment
presented to the user on the display may not always retlect
what the user would see 11 the HMD were not present due to
the different positions of the eyes, the display, and the
camera 1n space. In various circumstances, this results 1n
poor distance perception, disorientation of the user, and poor
hand-eye coordination, e.g., while interacting with the
physical environment. Thus, 1n various implementations,
images from the scene camera are transformed such that
they appear to have been captured at or substantially near to
the location of the user’s eyes using a depth map represent-
ing, for each pixel of the image, the distance from the
camera to the object represented by the pixel. In various
implementations, images from the scene camera are partially
transformed such that they appear to have been captured at
a location closer to the location of the user’s eyes than the
location of the scene camera 1n one or more dimensions.
[0028] In various implementations, the depth map 1is
altered to reduce artifacts. For example, in various imple-
mentations, the depth map 1s smoothed so as to avoid holes
in the transformed 1mage. In various implementations, the
depth map 1s clamped so as to reduce larger movements of
the pixels during the transformation. In various implemen-
tations, the depth map 1s temporally stable, for example,
made static such that dynamic objects are substantially
excluded from the depth map. For example, in various
implementations, the depth map values at locations of a
dynamic object are determined by interpolating the depth
map using locations surrounding the locations of the
dynamic object. In various implementations, the depth map
values at locations of a dynamic object are determined based
on depth map values determined at a time the dynamic
object 1s not at the location. In various implementations, the
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depth map 1s determined using a three-dimensional model of
the physical environment without dynamic objects. Using a
static depth map (sometimes also referred to herein as a
“temporally stable depth map”) may increase spatial arti-
facts, such as the objects not being displayed at their true
locations. However, using a static depth map may reduce
temporal artifacts, such as flickering.

[0029] In various implementations, at least some portions
of the static depth map may be further refined to improve the
resultant transformed 1mage. As one example, one or more
portions of the static depth map may be regularized based on
or aligned to particular luminous intensities, colors, or
textures (or changes/transitions thereto) within the 1mages
from the scene camera. As another example, one or more
portions of the static depth map associated with particular
objects may be regularized or upscaled. As another example,
one or more portions of the static depth map associated with
corners or edges may be regularized or upscaled. As yet
another example, one or more portions of the static depth
map associated with corners or edges of particular objects
may be regularized or upscaled. Similarly, in some 1mple-
mentations, at least some portions of a warp mesh used to
transform the images from the scene camera may be further
refined to improve the resultant transformed 1mage. As such,
the resultant transformed image may be improved while
saving power and compute resources by refining select
portions of the static depth map that are most noticeable to
the user such as particular objects, edges, luminous 1nten-
sity/color/texture transitions, and/or the like.

[0030] In various implementations, the depth map 1is
refined to improve the resultant transformed 1mage. As one
example, one or more portions of the depth map may be
regularized based on or aligned to particular luminous
intensities, colors, or textures (or changes/transitions
thereto) within the mmages from the scene camera. As
another example, one or more portions of the depth map
associated with particular objects may be regulanized or
upscaled. As another example, one or more portions of the
depth map associated with corners or edges may be regu-
larized or upscaled. As yet another example, one or more
portions of the depth map associated with corners or edges
of particular objects may be regularized or upscaled. As
such, the resultant transformed image may be improved
while saving power and compute resources by refining select
portions of the depth map that are most noticeable to the user
such as particular objects, edges, luminous intensity/color/
texture transitions, and/or the like.

[0031] FIG. 1 1s a block diagram of an example operating
environment 100 1n accordance with some implementations.
While pertinent features are shown, those of ordinary skill 1in
the art will appreciate from the present disclosure that
various other features have not been illustrated for the sake
of brevity and so as not to obscure more pertinent aspects of
the example implementations disclosed herein. To that end,
as a non-limiting example, the operating environment 100
includes a controller 110 and an electronic device 120.

[0032] In some implementations, the controller 110 1is
configured to manage and coordinate an XR experience for
the user. In some implementations, the controller 110
includes a suitable combination of software, firmware, and/
or hardware. The controller 110 1s described 1n greater detail
below with respect to FIG. 12. In some implementations, the
controller 110 1s a computing device that 1s local or remote
relative to the physical environment 105. For example, the
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controller 110 1s a local server located within the physical
environment 103. In another example, the controller 110 1s
a remote server located outside of the physical environment
105 (e.g., a cloud server, central server, etc.). In some
implementations, the controller 110 1s communicatively
coupled with the electronic device 120 via one or more
wired or wireless communication channels 144 (e.g., BLU-
ETOOTH, IEEE 802.11x, IEEE 802.16x, IEEE 802.3x,
etc.). In another example, the controller 110 1s included
within the enclosure of the electronic device 120. In some
implementations, the functionalities of the controller 110 are
provided by and/or combined with the electronic device 120.

[0033] Insome implementations, the electronic device 120
1s configured to provide the XR experience to the user. In
some 1mplementations, the electronic device 120 includes a
suitable combination of software, firmware, and/or hard-
ware. According to some implementations, the electronic
device 120 presents, via a display 122, XR content to the
user while the user 1s physically present within the physical
environment 105 that includes a table 107 within the field-
of-view 111 of the electronic device 120. As such, 1n some
implementations, the user holds the electronic device 120 1n
his/her hand(s). In some implementations, while providing
XR content, the electronic device 120 1s configured to
display an XR object (e.g., an XR cylinder 109) and to
enable video pass-through of the physical environment 105
(e.g., including a representation 117 of the table 107) on a
display 122. The electronic device 120 is described 1n
greater detail below with respect to FIG. 13. According to
some 1mplementations, the electronic device 120 provides
an XR experience to the user while the user 1s virtually

and/or physically present within the physical environment
105.

[0034] In some implementations, the user wears the elec-
tronic device 120 on his/her head. For example, in some
implementations, the electronic device 120 includes a head-
mounted system (HMS), head-mounted device (HMD), or
head-mounted enclosure (HME). As such, the electronic
device 120 includes one or more XR displays provided to
display the XR content. For example, in various implemen-
tations, the electronic device 120 encloses the field-of-view
of the user. In some 1mplementations, the electronic device
120 1s a handheld device (such as a smartphone or tablet)
configured to present XR content, and rather than wearing
the electronic device 120, the user holds the device with a
display directed towards the field-of-view of the user and a
camera directed towards the physical environment 105. In
some 1mplementations, the handheld device can be placed
within an enclosure that can be worn on the head of the user.
In some 1mplementations, the electronic device 120 1is
replaced with an XR chamber, enclosure, or room config-
ured to present XR content 1n which the user does not wear

or hold the electronic device 120.

[0035] FIG. 2 illustrates an example scenario 200 related
to capturing an 1image of an environment and displaying the
captured 1mage in accordance with some implementations.
A user wears a device (e.g., the electronic device 120 of FIG.
1) including a display 210 and an image sensor 230. The
image sensor 230 captures an 1mage of a physical environ-
ment and the display 210 displays the image of the physical
environment to the eyes 220 of the user. The 1image sensor
230 may have a perspective that 1s offset vertically from the
perspective of the user (e.g., where the eyes 220 of the user
are located) by a vertical oflset 241. Further, the perspective
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of the image sensor 230 may be oflset longitudinally from
the perspective of the user by a longitudinal oflset 242.
Further, 1n various implementations, the perspective of the
image sensor 230 may be oflset laterally from the perspec-

tive of the user by a lateral ofiset (e.g., into or out of the page
in FIG. 2).

[0036] FIG. 3 1s an 1image 300 of a physical environment
301 captured by an 1mage sensor from a particular perspec-
tive. The physical environment 301 includes a structure 310
having a first surface 311 nearer to the image sensor, a
second surface 312 further from the image sensor, and a
third surface 313 connecting the first surface 311 and the
second surface 312. The first surface 311 has the letters A,
B, and C painted thereon, the third surface 313 has the letter
D painted thereon, and the second surface 312 has the letters
E, F, and G painted thereon.

[0037] From the particular perspective, the image 300
includes all of the letters painted on the structure 310.
However, from other perspectives, as described below, a

captured 1mage may not include all the letters painted on the
structure 310.

[0038] FIG. 4 1s an overhead perspective view of the
physical environment 301 of FIG. 3. The physical environ-
ment 301 includes the structure 310 and a user 410 wearing
an HMD 420. The user 410 has a lett eye 411qa at a left eye
location providing a left eye perspective. The user 410 has
a right eye 4115 at a right eye location providing a right eye
perspective. The HMD 420 includes a left image sensor
421a at a left image sensor location providing a left image
sensor perspective. The HMD 420 includes a right image
sensor 4215 at a right 1image sensor location providing a
right image sensor perspective. Because the left eye 411a of
the user 410 and the left image sensor 421a of the HMD 420
are at different locations, they each provide different per-
spectives of the physical environment.

[0039] FIG. 5A 1llustrates a first view 501 of the physical

environment 301 at a first time as would be seen by the left
cye 411a of the user 410 11 the user 410 were not wearing the
HMD 420. In the first view 501, the first surface 311 and the
second surface 312 are present, but the third surface 313 1s
not. On the first surface 311, the letters B and C can be seen,
whereas the letter A 1s not in the field-of-view of the left eye
411a. Similarly, on the second surtace 312, the letters E, F,
and G can be seen. The view 301 further includes a person
599 1n front of the first surface 311 between the letters B and
C

[0040] FIG. 5B illustrates a first image 502 of the physical
environment 301 captured by the left image sensor 421a at
the first time. In the first image 502, like the first view 501,
the first surface 311 and the second surface 312 are present,
but the third surface 313 1s not. On the first surface 311, the
letters B and C can be at least partially seen, whereas the
letter A 1s not 1n the field-of-view of the left 1mage sensor
421a. Similarly, on the second surface 312, the letters F and
(5 can be seen, whereas the letter E 1s not 1n the field-of-view
of the left image sensor 421a. Notably, in the first image 502,
as compared to the first view 501, the letter E 1s not present
on the second surface 312. Thus, the letter E 1s in the
ficld-of-view of the left eye 411a, but not 1n the ficld-of-view
of the left image sensor 421a. The first image 502 further
includes the person 399 1n front of the first surface 311
partially occluding the letter C.

[0041] In various implementations, the HMD 420 trans-
forms the first image 502 to make it appear as though it was
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captured from the left eye perspective rather than the left
image sensor perspective, e€.g., to appear as the first view
501. In various implementations, the transformation 1s a
projective transformation. In various implementations, the
HMD 420 transforms the first image 502 based on depth
values associated with first image 502 and a difference
between the left image sensor perspective and the left eye
perspective. In various implementations, the difference
between the left 1mage sensor perspective and the left eye
perspective 1s determined during a calibration procedure. In
various 1implementations, the depth value for a pixel of the
first image 502 represents the distance from the left image
sensor 421a to an object 1 the physical environment 301
represented by the pixel. In various implementations, the
depth values are used to generate a depth map including a
respective depth value for each pixel of the first image 502.

[0042] In various implementations, the resulting trans-
formed 1mage includes holes, e.g., pixel locations of the
transformed 1mage for which there 1s no corresponding pixel
location of the first image 502. Such holes may be filled via
interpolation or using additional images, such as another
image from a different perspective (e.g., from the nght
image sensor 4215 or from the left image sensor 421a at a
different time).

[0043] In various implementations, the resulting trans-
formed 1mage includes ambiguities, e.g., pixel locations of
the transformed 1mage for where there are multiple corre-
sponding pixel locations of the first image 502. Such ambi-
guities may be disambiguated using averaging or consensus
algorithms.

[0044] In various implementations, the depth map
excludes dynamic objects and/or includes only static
objects. In various implementations, the depth map excludes
movable objects and/or includes only fixed objects. In
various implementations, the depth map excludes temporary
objects and/or includes only permanent objects. Thus, 1n
various implementations, the depth map excludes the person
599. For each pixel location representing the person 599 1n
the first image 502, the depth value 1s determined by
1gnoring the distance from the left image sensor 421a to the
person 599. Rather, the depth value represents the distance
from the left image sensor 421a to a static object behind the
person 599. In various implementations, the depth value 1s
determined by interpolating the depth values of pixels
surrounding the pixel location representing the person 399.
In various implementations, the depth value 1s determined
based on depth values of the pixel location at a time the
person 599 1s not at the pixel location. In various 1mple-
mentations, the depth value 1s determined using a three-
dimensional model of the physical environment 301 exclud-
ing the person 599.

[0045] For example, in various implementations, the
HMD 420 generates a three-dimensional model including a
three-dimensional mesh. The three-dimensional mesh
includes a set of triangles that are conmected by their
common edges and/or vertices. Each vertex 1s located at a
three-dimensional location 1n a three-dimensional coordi-
nate system of the physical environment 301. To generate
the three-dimensional model, the HMD 420 determines the
three-dimensional locations of the vertices using a depth
sensor, stereo matching, or any other method. However, 1n
various i1mplementations, a vertex 1s added only 1T 1t 1s
determined that the corresponding object i1s a static object.
For example, when using a depth sensor, a vertex may only

Dec. 3, 2024

be added 11 1t 1s detected at least a threshold number of times
over a time period of suflicient length. As another example,
using stereo matching, a vertex may only be added if the
pixels 1 the stereo 1mages correspond to a static object 1n
the 1mages as determined via semantic segmentation. For
example, 1n a first image of the physical environment and a
second 1mage of the physical environment, each pixel may
be classified as one of a plurality of object types using a
neural network. For a pixel in the first image classified as a
wall or a table and a corresponding pixel 1n the second 1image
similarly classified, a vertex corresponding to the pixels may
be added to the three-dimensional model. For a pixel in the
first image classified as a person, a hand, a dog, or a vehicle
and a corresponding pixel in the second image similarly
classified, a vertex corresponding to the pixels may not be
added to the three-dimensional model.

[0046] Using a static depth map may increase spatial
artifacts, such as the person 599 not being displayed at 1ts
true location 1n the physical environment 301. However,
using a static depth map may reduce temporal artifacts, such
as flickering or warping. Further, another advantage of
generating a depth map using a three-dimensional model 1s
that a static depth map can be rendered from any viewpoint
where the room geometry 1s visible.

[0047] FIG. 6A illustrates a first depth plot 600 for a
central row of a first depth map of the first image 502. The
first depth plot 600 includes a left first portion 601A corre-
sponding to the distance between the left image sensor 421 A
and various points on the first surface 311 to the left of the
person 599 and a rnight first portion 601B corresponding to
the distance between the leit image sensor 421 A and various
points on the first surface 311 to the right of the person 599.
The first depth plot 600 includes a second portion 602
corresponding to the distance between the lelt image sensor
421A and various points on the second surface 312. The first
depth plot 600 includes a third portion 603 corresponding to
the distance between the leit image sensor 421 A and various
points on the person 399.

[0048] FIG. 6B illustrates a first static depth plot 610 for
a central row of a first static depth map of the first image 502.
In various implementations, the first static depth map 1s
generated by rasterization of the three-dimensional model or
ray tracing based on the three-dimensional model. Thus,
cach pixel in the static depth map 1ndicates the distance from
the left image sensor 421A to a static object in the physical
environment 301 through the pixel of the first image 502 1n
a camera plane.

[0049] The first static depth plot 610 includes a first
portion 611 corresponding to the distance between the left
image sensor 421 A and various points on the first surface
311 and the second portion 602 corresponding to the dis-
tance between the left image sensor 421 A and various points
on the second surface 312. Notably, the first static depth plot
610 does not include the third portion 603 corresponding to
the distance the left image sensor 421 A and various points
on the person 399 because the person 599 1s not a static
object.

[0050] FIG. 7A 1illustrates a first transformed first 1mage
701 generated by transforming the first image 502 based on
the first depth map of the first image 502 and the difference
between the lelt scene camera perspective and the lelt eye
perspective.

[0051] In the first transformed first image 701, the first
surface 311 and the second surface 312 are present, but the
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third surface 313 1s not. On the first surface 311, the letters
B and C can be seen. Similarly, on the second surface 312,
the letters E, F, and G can be seen. The first transtormed first
image 701 further includes the person 599 in front of the first
surface 311 between the letters B and C. Thus, the first
transformed first image 701 1s substantially 1dentical to the
first view 301. Although, the left-half of the letter C and the
entirety of the letter E was not seen 1n the first image 502,
the left-half of the letter C and the entirety of the letter E 1s
seen 1n the first transformed first 1image 701 using hole-
filling using other images (rather than interpolation).

[0052] FIG. 7B illustrates a second transformed first
image 702 generated by transforming the first image 502
based on the first static depth map of the first image 502 and
the difference between the left scene camera perspective and
the left eye perspective.

[0053] In the second transformed first image 701, the first
surface 311 and the second surface 312 are present, but the
third surface 313 1s not. On the first surface 311, the letters
B and C can be at least partially seen. Similarly, on the
second surface 312, the letters E, F, and G can be seen. The
second transformed first 1image 701 further includes the
person 599 1n front of the first surface 311 partially occlud-
ing the letter C. Thus, whereas the first surface 311 and
second surface 312 are correctly transformed, with the
letters having the same sizes and positions as the first view
501, the person 599 1s not between the letters B and C (as
in the first view 501), but partially occluding the letter C (as
in the first image 502). Transforming based on the first static
depth map treats the person 599 as though the person 599
were at the depth of the first surface 311 (e.g., painted on the
first surface 311) rather than in front of the first surface 311.
Thus, the portion of the first image 502 corresponding to the
person 599 1s mapped to the same location as the portion of
the first 1mage corresponding to the letter C. Although the
letter E was not seen in the first image 502, the letter E 1s
seen 1n the second transformed first image 702 using hole-
filling using other images (rather than interpolation).

[0054] FIG. 8A 1illustrates a block diagram of an example
perspective correction architecture 800 A 1n accordance with
some 1mplementations. While certain specific features are
illustrated, those skilled in the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some 1mplementations, the controller
110 1n FIGS. 1 and 12, the electronic device 120 in FIGS. 1
and 13, or a suitable combination thereof includes the
perspective correction architecture 800A or provides the
functionality thereof.

[0055] As shown in FIG. 8A, an 1image sensor 801 A may
capture an unprocessed i1mage 803 associated with the
physical environment 105, and a depth sensor 801B may
capture depth values associated with the physical environ-
ment 105, which are used by a depth map generator 808 to
generate an unprocessed depth map 8035 including a respec-
tive depth value for each pixel in the unprocessed image

303.

[0056] In FIG. 8A, the image bufler 802A may store a
plurality of unprocessed images captured by the image
sensor 801A at plurality of different times and across a
plurality of different spatial perspectives of the physical
environment 105. Likewise, the depth bufler 802B may store
a plurality of unprocessed depth maps from a plurality of
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different times and across a plurality of diflerent spatial
perspectives of the physical environment 103.

[0057] As shown in FIG. 8A, a scene reconstruction
engine 812 may generate a three-dimensional model of the
physical environment 105 based on the image buller 802A
and the depth bufler 802B. As noted above, the three-
dimensional model may correspond to a three-dimensional
mesh.

[0058] In various implementations, generating the three-
dimensional model includes adding one or more points to
the three-dimensional model at one or more location 1n a
three-dimensional coordinate system of the physical envi-
ronment 103 corresponding to one or more static objects in
the physical environment 105. In various implementations,
the one or more points are vertices of triangles of a mesh. In
various 1mplementations, adding the one or more points to
the three-dimensional model includes (and/or 1s performed
in response to) determining that the one or more points
correspond to the one or more static objects 1n the physical
environment.

[0059] In various implementations, determining that a
particular one of the one or more points corresponds to the
one or more static objects includes performing semantic
segmentation on one or more 1mages. For example, a pixel
classified as a table or a wall could form part of a keypoint
pair 1n stereo matching to generate a point to be added to the
three-dimensional model, whereas a pixel classified as a
person or a vehicle would be excluded from forming part of
a keypoint pair 1n stereo matching to generate a point to be
added to the three-dimensional model. In various implemen-
tations, determining that a particular one of the one or more
points corresponds to the one or more static objects includes
detecting the particular point at a same location at least a
threshold number of times over a time period. For example,
if a feature 1s detected at the same location 1n the physical
environment 1n two or more subsequent minutes or seconds,
a point determined to correspond to a static object 1s added
at that location. In various implementations, determining
that a particular one of the one or more points corresponds
to the one or more static objects includes determiming that
surrounding points correspond to the one or more static
objects. For example, 1f points of a wall are detected in three
non-linear co-planar locations, points on the defined plane
between the points can be determined as points correspond-
ing to the one or more static objects.

[0060] Thus, 1n various implementations, the three-dimen-
sional model 1s based on historical data obtained at one or
more times before the unprocessed 1image 803 of the physi-
cal environment 105 was captured. For example, the three-
dimensional model may be based on data obtained a second,
a few seconds, a minute, a few minutes, an hour, a day, or
any other time before the unprocessed image 803 of the
physical environment 105 was captured.

[0061] InFIG. 8A, a depth map handler 814 may generate
a processed depth map 815 based on the three-dimensional
model of the physical environment 105 generated by the
scene reconstruction engine 812 and optionally the unpro-
cessed depth map 803. In some implementations, the depth
map handler 814 smooths the processed depth map 813 so
as to avoid holes 1n the transformed 1mage 823. In various
implementations, the depth map handler 814 clamps objects
(e.g., depth map values) within the processed depth map 815
to a maximum depth so as to reduce larger movements of the
pixels during the transformation.
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[0062] In various implementations, the depth map handler
814 also makes the processed depth map 815 static (e.g.,
based on the three-dimensional model of the physical envi-
ronment 105) such that dynamic objects are substantially
excluded from the processed depth map 8135. For example,
in various implementations, the depth map values associated
with the processed depth map 815 at locations of a dynamic
object are determined by interpolating the processed depth
map 815 using locations surrounding the locations of the
dynamic object. In various implementations, the depth map
values associated with the processed depth map 815 at
locations of a dynamic object are determined based on depth
map values determined at a time the dynamic object 1s not
at the location (e.g., based on the depth bufler 802B or the
three-dimensional model of the physical environment 105).
In various implementations, at least some depth map values
associated with the processed depth map 813 are determined
using a three-dimensional model of the physical environ-
ment 105 without dynamic objects.

[0063] In various implementations, the processed depth
map 815 includes a dense depth map which represents, for
cach pixel of the image, an estimated distance between the
image sensor 801A and a static object represented by the
pixel or behind a dynamic object represented by the pixel. In
various 1mplementations, the processed depth map 815
includes a sparse depth map which represents, for each of a
subset of the pixels of the image, an estimated distance
between the 1mage sensor 801 A and a static object repre-
sented by the pixel or behind a dynamic object represented
by the pixel. In various implementations, the perspective
correction architecture 800A generates a sparse depth map
from a dense depth map by sampling the dense depth map,
e.g., selecting a single pixel i every NxIN block of pixels.

[0064] In various implementations, the perspective cor-
rection architecture 800A obtains at least one of the plurality
of depth map values associated with the processed depth
map 815 from the depth sensor 801B. In various implemen-
tations, the perspective correction architecture 800A obtains
at least one of the plurality of depth map values associated
with the processed depth map 815 using stereo matching, for
example, using the image of the physical environment as
captured by the left scene camera 421a 1n FIG. 4 and another
image ol the physical environment captured by a right scene
camera 42156 i FIG. 4. In various implementations, the
perspective correction architecture 800A obtains at least one
of the plurality of depth map values associated with the
processed depth map 815 through eye tracking, e.g., the
intersection of the gaze directions of the two eyes of the user
indicates the depth of an object at which the user 1s looking.
In various implementations, as discussed further herein, the
perspective correction architecture 800 A obtains at least one
of the plurality of depth map values associated with the
processed depth map 815 based on a three-dimensional
model of the physical environment excluding dynamic
objects.

[0065] As shown i FIG. 8A, the transformation engine
822 may transiform the unprocessed image 803 based on the
processed depth map 815 such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some implementa-
tions, the transformed 1image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0066] FIG. 8B 1s a block diagram of an example perspec-
tive correction architecture 800B in accordance with some
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implementations. While certain specific features are 1llus-
trated, those skilled in the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects of the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 800B 1n FIG. 8B 1s similar to and
adapted from the perspective correction architecture 800A 1n
FIG. 8A. To that end, similar reference numbers are used 1n
FIGS. 8 A and 8B and only the differences therebetween will
be discussed for the sake of brevity.

[0067] As shown in FIG. 8B, the depth map refinement
engine 842 may generate a refined depth map 843A by
refining and/or regularizing one or more portions of the
processed depth map 813 based on a control signal 841 and
the unprocessed image 803. For example, the depth map
refinement engine 842 may increase the level of detail
and/or resolution of the one or more portions of the pro-
cessed depth map 815 based on a control signal 841 and the
unprocessed 1mage 803.

[0068] According to some implementations, the control
signal 841 may instruct the depth map refinement engine
842 to align one or more portions of the processed depth
map 815 based on particular luminous intensities (or a
change/transition thereto) within the unprocessed image
803. According to some implementations, the control signal
841 may 1instruct the depth map refinement engine 842 to
align one or more portions of the processed depth map 815
based on particular colors (or a change/transition thereto)
within the unprocessed image 803. According to some
implementations, the control signal 841 may instruct the
depth map refinement engine 842 to align one or more
portions of the processed depth map 815 based on particular
textures (or a change/transition thereto) within the unpro-
cessed image 803. As one example, the one or more portions
of the of the processed depth map 815 may correspond to
one or more corners and/or edges within the unprocessed
image 803. As another example, the one or more portions of
the of the processed depth map 815 may correspond to one
or more particular objects within the unprocessed image
803. As yet another example, the one or more portions of the
of the processed depth map 8135 may correspond to one or
more corners and/or edges of one or more particular objects
within the unprocessed 1image 803.

[0069] According to some implementations, the control
signal 841 may instruct the depth map refinement engine
842 to regularize one or more portions of the processed
depth map 815 associated with corners and/or edges within
the unprocessed 1mage 803. According to some 1implemen-
tations, the control signal 841 may instruct the depth map
refinement engine 842 to regularize one or more portions of
the processed depth map 815 associated with particular
objects within the unprocessed image 803. According to
some 1mplementations, the control signal 841 may instruct
the depth map refinement engine 842 to regularize one or
more portions of the processed depth map 8135 associated
with comers and/or edges of particular of objects within the
unprocessed 1mage 803.

[0070] In some implementations, the depth map refine-
ment engine 842 may dynamically switch between refine-
ment types based on an updated control signal or the like.
For example, the depth map refinement engine 842 may
transition from refining one or more portions of the pro-
cessed depth map by aligning based on textures (e.g., with
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a first guided filter or joint bilateral filter) in the unprocessed
image to refining one or more portions of the processed
depth map by aligning based on colors (e.g., with a second
guided filter or joint bilateral filter) 1in the unprocessed
image. As another example, the depth map refinement
engine 842 may transition from refining one or more por-
tions of the processed depth map by aligning based on colors
to semantic refinement or edge refinement when a particular
object 1s detected (e.g., a monitor, a TV, a phone, a laptop,

or the like).

[0071] In some implementations, the depth map refine-
ment engine 842 corresponds to a guided filter, a joint
bilateral filter, a machine learning module, or the like. For
example, the machine learning module corresponds to a
neural network, convolutional neural network, deep neural
network, recurrent neural network, state vector machine, or

the like.

[0072] In various implementations, the optional prepro-
cessing engine 832 performs one or more pre-processing
operations on the processed depth map 815 before the
above-mentioned operations by the depth map refinement
engine 842 such as smoothing, clamping, and/or the like.

[0073] As shown in FIG. 8B, the transformation engine
822 may transform the unprocessed image 803 based on the
refined depth map 843 A such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some implementa-
tions, the transformed 1image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0074] FIG. 8C 1s a block diagram of an example perspec-
tive correction architecture 800C 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled in the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 800C in FIG. 8C 1s similar to and
adapted from the perspective correction architecture 800A 1n
FIG. 8 A and the perspective correction architecture 800B 1n
FI1G. 8B. To that end, similar reference numbers are used in

FIGS. 8A, 8B, and 8C and only the differences therebetween
will be discussed for the sake of brevity.

[0075] As shown in FIG. 8C, an edge analysis engine 844
may determine temporally stable edges 845 associated with
the physical environment 105 based on the unprocessed
image 803 and the unprocessed depth map 805. The edge
analysis engine 844 1s described 1n more detail with respect

to FIG. 8D.

[0076] FIG. 8D 1s a block diagram of the edge analysis
engine 844 in accordance with some 1mplementations. As
shown i FIG. 8D, an edge detection module 852 may
generate edge points 853 (e.g., three-dimensional coordi-
nates relative to the physical environment 105) for edges
within the physical environment 105 based on the unpro-
cessed 1mage 803 and the unprocessed depth map 805. A
point refinement module 854 may generate refined edge
points 855 (e.g., refined three-dimensional coordinates rela-
tive to the physical environment 105) based on the edge
points 853 by using a stereo snake algorithm, for example,
relative to 1mages from the leit image sensor 421a 1n FIG.
4 and the rnight image sensor 4215 in FIG. 4. An edge
clustering and flood fill module 856 may generate edge
segments 837 based on the refined edge points 855. An edge

Dec. 3, 2024

filtering module 858 may generate filtered edge segments
8359 by discarding at least some of the edge segments 857
based on one or more filters and/or visibility metrics. A
parametric fitting module 862 may generate fitted models
863 for each of the filtered edge segments 859 using a
parametric fitting technique. A tracking module 864 may
generate temporally stable edges 845 by tracking the fitted
models 863 across time and also across spatial changes to
the perspective of the physical environment 105 and/or
spatial changes to objects within the physical environment
105. One of ordinary skill 1n the art will appreciate that the
edge analysis engine 844 illustrated i FIG. 8D 1s an
cxample that may be changed in myriad way such as
removing or replacing the tracking module 864, the edge
filtering module 858, and/or the point refinement module
854 in various other implementations.

[0077] As shown i FIG. 8C, the depth map refinement
engine 842 may generate a refined depth map 843B by
regularizing one or more portions of the processed depth
map 815 that correspond to the temporally stable edge 845.
In various implementations, the depth map refinement
engine 842 upscales one or more portions of the processed
depth map 815 associated with the temporally stable edge
845 based on the unprocessed image 803 and the unpro-
cessed depth map 805.

[0078] According to some implementations, the depth
map refinement engine 842 aligns the one or more portions
of the processed depth map 815 that are not associated with
the temporally stable edge 845 based on luminous intensity,
color, texture, etc. associated with the unprocessed image
803 (c¢.g., with a joint bilateral filter).

[0079] According to some implementations, the depth
map refinement engine 842 may be removed, and, istead,
the transformation engine may include a warp mesh refine-
ment sub-engine that refines at least some portions of a warp
mesh used to transform the unprocessed image 803 based on
the temporally stable edges 845 to improve the transformed
image 823. One of ordinary skill in the art will appreciate
that the correction architecture 800D described below with
reference to FIG. 8E may similarly be modified to refine at
least some portions of the warp mesh used to transform the
unprocessed 1image 803 based on filtered pixel masks from
the semantic filter 884 to improve the transformed image

823.

[0080] As shown in FIG. 8C, the transformation engine
822 transiforms the unprocessed 1mage 803 based on the
refined depth map 843B such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some 1implementa-
tions, the transformed 1image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0081] FIG. 8E 1s a block diagram of an example perspec-
tive correction architecture 800D in accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled i1n the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 800D in FIG. 8E 1s similar to and
adapted from the perspective correction architecture 800A 1n
FIG. 8 A and the perspective correction architecture 800B 1n
FI1G. 8B. To that end, similar reference numbers are used in
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FIGS. 8A, 8B, and 8E and only the differences therebetween
will be discussed for the sake of brevity.

[0082] As shown in FIG. 8E, a semantic analysis engine
882 may determine semantic information 883 associated
within the physical environment 105 based on the unpro-
cessed 1mage 803 and the unprocessed depth map 805.
According to some 1implementations, the semantic analysis
engine 882 performs semantic segmentation. In some 1mple-
mentations, the semantic analysis engine 882 includes a
semantic classifier or machine learning module trained for
semantic 1solation and identification of objects. In various
implementations, the semantic mformation 883 includes a
semantic label and a pixel mask for each object identified
within the physical environment 103.

[0083] A semantic filter 884 may discard semantic infor-
mation 883 associated with unwanted objects. As such, the
depth map refinement engine 842 may generate a refined
depth map 843C by regularizing one or more portions of the
processed depth map 815 that correspond to particular
objects (e.g., filtered pixel masks). In various implementa-
tions, the depth map refinement engine 842 upscales one or
more portions of the processed depth map 8135 associated
with the particular objects based on the unprocessed 1image
803 and the unprocessed depth map 805.

[0084] According to some implementations, the depth
map refinement engine 842 aligns the one or more portions
of the processed depth map 8135 that are not associated with
the particular objects based on luminous intensity, color,
texture, etc. associated with the unprocessed image 803
(e.g., with a joint bilateral filter).

[0085] As shown in FIG. 8E, the transformation engine
822 transiorms the unprocessed image 803 based on the
refined depth map 843C such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some 1implementa-
tions, the transformed 1image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0086] FIG. 8F 15 a block diagram of an example perspec-
tive correction architecture 800E 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled in the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects of the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 800FE in FIG. 8F 1s similar to and
adapted from the perspective correction architecture 800A 1n
FIG. 8A, the perspective correction architecture 800B 1n
FIG. 8B, and the perspective correction architecture 800D 1n
FIG. 8E. To that end, similar reference numbers are used 1n
FIGS. 8A, 8B, 8E, and 8F and only the diflerences therebe-
tween will be discussed for the sake of brevity.

[0087] As shown in FIG. 8F, a semantic 1solator 886 may
generate a semantically 1solated depth map 887 that 1solates
particular objects within the unprocessed depth map 805
based on the filtered pixel masks from the semantic filter
884. As such, the semantic 1solator 886 may isolate portions
of the unprocessed depth map 805 based on the filtered pixel
masks from the semantic filter 884. Continuing with FIG.
8F, a depth map blending engine 872 generates a blended
depth map 873 by blending the semantically 1solated depth
map 887 with the processed depth map 8135. In some
implementations, when contlicts occur between the seman-
tically 1solated depth map 887 and the processed depth map
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815, the depth map blending engine 872 uses depth map
values from the semantically 1solated depth map 887. The
depth map refinement engine 842 generates a refined depth
map 843D by refining the blended depth map 873 based on
the control signal 841.

[0088] According to some implementations, the control
signal 841 may instruct the depth map refinement engine
842 to align one or more portions of the blended depth map
873 based on particular luminous intensities (or a change/
transition thereto) within the unprocessed 1mage 803.
According to some implementations, the control signal 841
may 1nstruct the depth map refinement engine 842 to align
one or more portions of the blended depth map 873 based on
particular colors (or a change/transition thereto) within the
unprocessed 1mage 803. According to some implementa-
tions, the control signal 841 may instruct the depth map
refinement engine 842 to align one or more portions of the
blended depth map 873 based on particular textures (or a
change/transition thereto) within the unprocessed image

303.

[0089] As shown in FIG. 8F, the transformation engine
822 may transiorm the unprocessed image 803 based on the
refined depth map 843D such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some 1implementa-
tions, the transformed 1mage 823 may be composited with
rendered content/graphics before being displayed to the user.

[0090] FIG. 9A 15 a block diagram of an example perspec-
tive correction architecture 900A 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled i1n the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 900A 1n FIG. 9A 1s similar to and
adapted from the perspective correction architecture 800A 1n
FI1G. 8A. To that end, similar reference numbers are used 1n

FIGS. 8A and 9A.

[0091] As shown i FIG. 9A, the transformation engine
822 may transiform the unprocessed image 803 based on the
unprocessed depth map 8035 such that the resultant trans-
formed 1mage 823 appears to have been captured at or
substantially near to the location of the user’s eye. In some
implementations, the transformed 1mage 823 may be com-
posited with rendered content/graphics before being dis-
played to the user.

[0092] FIG. 9B 1s a block diagram of an example perspec-
tive correction architecture 900B 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled i1n the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 900B 1n FIG. 9B 1s similar to and
adapted from the perspective correction architecture 800B 1n
FIG. 8B and the perspective correction architecture 900A 1n
FIG. 9A. To that end, similar reference numbers are used 1n
FIGS. 9A and 9B and only the differences therebetween will
be discussed for the sake of brevity.

[0093] As shown i FIG. 9B, the depth map refinement
engine 842 may generate a refined depth map 915A by
refining and/or regularizing one or more portions of the
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unprocessed depth map 805 based on a control signal 841
and the unprocessed 1mage 803. According to some 1mple-
mentations, the control signal 841 may instruct the depth
map refinement engine 842 to align one or more portions of
the unprocessed depth map 805 based on particular lumi-
nous intensities (or a change/transition thereto) within the
unprocessed 1mage 803. According to some 1mplementa-
tions, the control signal 841 may instruct the depth map
refinement engine 842 to align one or more portions of the
unprocessed depth map 805 based on particular colors (or a
change/transition thereto) within the unprocessed image
803. According to some implementations, the control signal
841 may instruct the depth map refinement engine 842 to
align one or more portions of the unprocessed depth map
805 based on particular textures (or a change/transition
thereto) within the unprocessed 1image 803.

[0094] As one example, the one or more portions of the of
the unprocessed depth map 805 may correspond to one or
more corners and/or edges within the unprocessed image
803. As another example, the one or more portions of the
unprocessed depth map 805 may correspond to one or more
particular objects within the unprocessed image 803. As yet
another example, the one or more portions of the unpro-
cessed depth map 805 may correspond to one or more
corners and/or edges of one or more particular objects within
the unprocessed 1image 803.

[0095] According to some implementations, the control
signal 841 may 1instruct the depth map refinement engine
842 to regularize one or more portions of the unprocessed
depth map 803 associated with corners and/or edges within
the unprocessed 1mage 803. According to some 1mplemen-
tations, the control signal 841 may instruct the depth map
refinement engine 842 to regularize one or more portions of
the unprocessed depth map 805 associated with particular
objects within the unprocessed 1mage 803. According to
some 1mplementations, the control signal 841 may instruct
the depth map refinement engine 842 to regularize one or
more portions of the unprocessed depth map 805 associated
with corners and/or edges of particular of objects within the
unprocessed 1mage 803.

[0096] In some implementations, the depth map refine-
ment engine 842 corresponds to a guided filter, a joint
bilateral filter, a machine learning module, or the like. For
example, the machine learning module corresponds to a
neural network, convolutional neural network, deep neural
network, recurrent neural network, state vector machine, or

the like.

[0097] As shown in FIG. 9B, the transformation engine
822 may transform the unprocessed image 803 based on the
refined depth map 915A such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some 1implementa-
tions, the transformed 1mage 823 may be composited with
rendered content/graphics before being displayed to the user.

[0098] FIG. 9C 1s a block diagram of an example perspec-
tive correction architecture 900C 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled i1n the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 900C 1n FIG. 9C 1s similar to and
adapted from the perspective correction architecture 800C 1n
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FIG. 8C and the perspective correction architecture 900B 1n
FIG. 9B. To that end, similar reference numbers are used in
FIGS. 8C, 9B, and 9C and only the differences therebetween
will be discussed for the sake of brevity.

[0099] As shown in FIG. 9C, the edge analysis engine 844
may determine temporally stable edges 845 associated with
the physical environment 105 based on the unprocessed
image 803 and the unprocessed depth map 805. The edge
analysis engine 844 1s described 1in more detail above with
respect to FIG. 8D.

[0100] As shown i FIG. 9C, the depth map refinement

engine 842 may generate a refined depth map 915B by
regularizing one or more portions of the unprocessed depth
map 805 that correspond to the temporally stable edge 845.
In various implementations, the depth map refinement
engine 842 upscales one or more portions of the unprocessed
depth map 805 associated with the temporally stable edge
845 based on the unprocessed image 803 and the unpro-
cessed depth map 805.

[0101] As shown in FIG. 9C, the transformation engine
822 may transiform the unprocessed image 803 based on the
refined depth map 9135B such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some 1implementa-
tions, the transformed image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0102] FIG. 9D 1s a block diagram of an example per-
spective correction architecture 900D in accordance with
some 1mplementations. While certain specific features are
illustrated, those skilled in the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 900D 1n FIG. 9D 1s similar to and
adapted from the perspective correction architecture 800D 1n
FIG. 8E and the perspective correction architecture 900B 1n
FI1G. 9B. To that end, similar reference numbers are used 1n
FIGS. 8E, 9B, and 9D and only the differences therebetween
will be discussed for the sake of brevity.

[0103] As shown in FIG. 9D, a semantic analysis engine
882 may determine semantic information 883 associated
within the physical environment 105 based on the unpro-
cessed 1mage 803 and the unprocessed depth map 805.
According to some implementations, the semantic analysis
engine 882 performs semantic segmentation. In some 1imple-
mentations, the semantic analysis engine 882 includes a
semantic classifier or machine learning module trained for
semantic identification of objects. In various implementa-
tions, the semantic information 883 includes a semantic
label and a pixel mask for each object 1dentified within the
physical environment 105.

[0104] A semantic filter 884 may discard semantic infor-
mation 883 associated with unwanted objects. As such, the
depth map refinement engine 842 may generate a refined
depth map 915C by regularizing one or more portions of the
unprocessed depth map 805 that correspond to particular
objects. In various implementations, the depth map refine-
ment engine 842 upscales one or more portions of the
unprocessed depth map 805 associated with the particular
objects based on the unprocessed image 803 and the unpro-
cessed depth map 805.

[0105] As shown i FIG. 9D, the transformation engine
822 may transform the unprocessed image 803 based on the




US 2024/0404179 Al

refined depth map 915C such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some implementa-
tions, the transformed 1image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0106] FIG. 9E 1s a block diagram of an example perspec-
tive correction architecture 900E 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled i1n the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 900E 1n FIG. 9E 1s similar to and
adapted from the perspective correction architecture 900C 1n
FIG. 9C and the perspective correction architecture 900D 1n
FIG. 9D. To that end, similar reference numbers are used 1n
FIGS. 9C-9E and only the differences therebetween will be
discussed for the sake of brevity.

[0107] As shown in FIG. 9E, the semantic filter 884 may
discard semantic information 883 associated with unwanted
objects. As such, the edge analysis engine 844 may deter-
mine temporally stable edges 8435 associated with particular
objects within the physical environment 105 based on the
unprocessed 1mage 803 and the unprocessed depth map 805.
The edge analysis engine 844 1s described in more detail
above with respect to FIG. 8D.

[0108] As shown in FIG. 9E, the depth map refinement
engine 842 may generate a refined depth map 915D by
regularizing one or more portions of the unprocessed depth
map 805 that correspond to the temporally stable edges 845
of the particular objects. In various 1implementations, the
depth map refinement engine 842 upscales one or more
portions of the unprocessed depth map 805 associated with
the temporally stable edge 845 of particular objects based on
the unprocessed 1image 803 and the unprocessed depth map

305.

[0109] As shown in FIG. 9E, the transformation engine
822 may transiform the unprocessed image 803 based on the
refined depth map 915D such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some implementa-
tions, the transformed image 823 may be composited with
rendered content/graphics before being displayed to the user.

[0110] FIG. 9F 1s a block diagram of an example perspec-
tive correction architecture 900F 1n accordance with some
implementations. While certain specific features are 1llus-
trated, those skilled i1n the art will appreciate from the
present disclosure that various other features have not been
illustrated for the sake of brevity, and so as not to obscure
more pertinent aspects ol the implementations disclosed
herein. According to some implementations, the perspective
correction architecture 900F 1 FIG. 9G 1s similar to and
adapted from the perspective correction architecture 900B 1n
FI1G. 9B. To that end, similar reference numbers are used in
FIGS. 9B and 9F and only the differences therebetween will
be discussed for the sake of brevity.

[0111] As shown in FIG. 9F, a grayscale converter 932
may convert the unprocessed 1mage 803 into a grayscale
image. In FIG. 9F, the depth map refinement engine 842 may
generate a refined depth map 915E by regularizing one or
more portions of the unprocessed depth map 803 based on
luminous intensity values or a transition thereto in the
grayscale image.
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[0112] As shown in FIG. 9F, the transformation engine
822 may transiorm the unprocessed image 803 based on the
refined depth map 915E such that the resultant transformed
image 823 appears to have been captured at or substantially
near to the location of the user’s eye. In some 1implementa-
tions, the transformed 1mage 823 may be composited with
rendered content/graphics before being displayed to the user.

[0113] FIG. 10 1s a flowchart representation of a method of
performing perspective correction of an 1image 1n accordance
with some implementations. In various implementations, the
method 1000 1s performed by a device with an image sensor,
a display, one or more processors, and a non-transitory
memory (e.g., the electronic device 100 in FIGS. 1 and 13,

the controller 110 1 FIGS. 1 and 12, or a combmatlon
thereof). In some implementations, the method 1000 1s
performed by processing logic, including hardware, firm-
ware, soltware, or a combination thereof. In some 1mple-
mentations, the method 1000 1s performed by a processor
executing instructions (e.g., code) stored 1n a non-transitory
computer-readable medium (e.g., a memory).

[0114] The method 1000 begins, 1n block 1010, with the
device capturing, using the i1mage sensor, an 1mage of a

physical environment.

[0115] The method 1000 continues, 1n block 1020, with
the device obtaiming a first depth map including a plurality
of depths respectively associated with a plurality of pixels of
the 1mage of the physical environment.

[0116] In some implementations, the {first depth map
includes, for a particular pixel at a particular pixel location
representing a dynamic object in the physical environment,
a particular depth corresponding to a distance between the
image sensor and a static object 1n the physical environment
behind the dynamic object. In some 1mplementations,
obtaining the first depth map includes determining the
particular depth via interpolation using depths of locations
surrounding the particular pixel location. In some 1mple-
mentations, obtaining the first depth map 1includes determin-
ing the particular depth at a time the dynamic object was not
represented at the particular pixel location. In some 1mple-
mentations, obtaining the first depth map 1includes determin-
ing the particular depth based on a three-dimensional model
of the physical environment. In some implementations, the
three-dimensional model of the physical environment cor-
responds to a temporally stable three-dimensional model of
the physical environment. In some implementations, the
three-dimensional model of the physical environment
excludes dynamic objects. In various implementations,
determining the particular depth based on a three-dimen-
sional model includes rasterizing the three-dimensional
model. In various implementations, determining the particu-
lar depth based on the three-dimensional model includes ray
tracing based on the three-dimensional model.

[0117] In some implementations, the first depth map cor-
responds to a temporally stable depth map including a
plurality of depths respectively associated with a plurality of
pixels of the image of the physical environment, wherein the
temporally stable depth map excludes depths based on
distances between the image sensor and dynamic objects.

[0118] In some implementations, obtaining the first depth
map includes obtaining a three-dimensional model of the
physical environment and generating the first depth map,
based on the three-dimensional model, a including a plural-
ity of depths respectively associated with a plurality of
pixels of the image of the physical environment. In various
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implementations, the three-dimensional model includes a
three-dimensional mesh. In various implementations, the
three-dimensional model 1s based on objects 1n the physical
environment determined to be static. In some 1mplementa-
tions, the method 1000 further includes the device generat-
ing the three-dimensional model, including: determining
that one or more points correspond to one or more static
objects 1n the physical environment; and adding the one or
more points to the three-dimensional model at one or more
locations 1n a three-dimensional coordinate system of the
physical environment corresponding to the one or more
static objects 1n the physical environment.

[0119] In some implementations, the method 1000 further
includes smoothing the first depth map to fill one or more
holes. In some 1mplementations, the method 1000 further
includes clamping depth map values associated with the first
depth map to a predefined depth value.

[0120] The method 1000 continues, 1n block 1030, with
the device generating a second depth map by aligning one or
more portions of the first depth map based on a control
signal associated with the image of the physical environ-
ment. In some 1implementations, the second depth map 1s a
derivative of the first depth map with at least some updated
and/or different depth map values. According to some 1mple-
mentations, at least some of the depth map values for the one
or more portions of the first depth map are updated when
aligning the one or more portions of the first depth map
based on a control signal. In various implementations, the
one or more portions of the first depth map are aligned using
a guided filter or a joint bilateral filter.

[0121] As one example, see the description of within the
perspective correction architecture 800B above with respect
to FIG. 8B, where the depth map refinement engine 842
aligns the processed depth map 815 based on the control
signal 841 (e.g., color, texture, luminous intensity, etc.
alignment). As another example, see the description of the
perspective correction architecture 900B above with respect
to FIG. 9B, where the depth map refinement engine 842
aligns the unprocessed depth map 805 based on the control
signal 841 (e.g., color, texture, luminous intensity, etc.
alignment).

[0122] In some implementations, the method 1000 further
includes the device obtaining the control signal associated
with texture alignment, wherein generating the second depth
map includes aligning the one or more portions of the first
depth map based on at least one texture or texture transition
within the 1mage of the physical environment. In some
implementations, the method 1000 further includes the
device obtaining the control signal associated with color
alignment, wherein generating the second depth map
includes aligning the one or more portions of the first depth
map based on at least one color or color transition within the
image of the physical environment. In some 1mplementa-
tions, the method 1000 further includes the device obtaining
the control signal associated with luminous intensity align-
ment, wherein generating the second depth map includes
aligning the one or more portions of the first depth map
based on at least one luminous 1ntensity or luminous inten-
sity transition within the 1mage of the physical environment.

[0123] In some implementations, the control signal indi-
cates one or more particular objects within the image of the
physical environment, and wherein the one or more portions
of the first depth map correspond to the one or more
particular objects. In some i1mplementations, the control
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signal indicates one or more edges within the 1image of the
physical environment, and wherein the one or more portions
of the first depth map correspond to the one or more edges.
[0124] The method 1000 continues, 1n block 1040, with
the device transforming, using the one or more processors,
the 1mage of the physical environment based on the second
depth map. In various implementations, the device trans-
forms the image of the physical environment at an 1image
pixel level, an 1image tile level, or a combination thereof.
[0125] In various implementations, the device transforms
the 1image of the physical environment based on a difference
between a first perspective of the image sensor and a second
perspective. In various implementations, the second per-
spective 1s the perspective of a user, e.g., the perspective of
an eye of the user. In various implementations, the second
perspective 1s a perspective of a location closer to the eye of
the user in one or more directions.

[0126] In various implementations, the device performs a
projective transformation based on the second depth map
and the difference between the first perspective of the image
sensor and the second perspective.

[0127] In varnious implementations, the projective trans-
formation 1s a forward mapping 1n which, for each pixel of
the image of the physical environment at a pixel location 1n
an untransformed space, a new pixel location 1s determined
1n a transformed space of the transformed 1mage. In various
implementations, the projective transformation 1s a back-
wards mapping in which, for each pixel of the transformed
image at a pixel location 1n a transformed space, a source
pixel location 1s determined 1n an untransformed space of
the 1image of the physical environment.

[0128] In various implementations, the source pixel loca-
tion 1s determined according to the following equation 1n
which x; and y, are the pixel location 1n the untransformed
space, X, and y, are the pixel location in the transformed
space, P, 1s a 4x4 view projection matrix of the second
perspective, P, 1s a 4x4 view projection matrix of the first
perspective of the image sensor, and d 1s the depth map value
at the pixel location:

y1|e«P Py

[0129] In various implementations, the source pixel loca-
tion 1s determined using the above equation for each pixel in
the 1mage of the physical environment. In various 1mple-
mentations, the source pixel location 1s determined using the
above equation for less than each pixel of the image of the
physical environment.

[0130] In various implementations, the device determines
the view projection matrix of the second perspective and the
view projection matrix of the first perspective during a
calibration and stores data indicative of the view projection
matrices (or their product) 1n a non-transitory memory. The
product of the view projection matrices 1s a transformation
matrix that represents a difference between the first perspec-
tive of the image sensor and the second perspective.

[0131] Thus, 1n various implementations, transforming the
image of the physical environment includes determining, for
a plurality of pixels of the transformed image having respec-
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tive pixel locations, a respective plurality of source pixel
locations. In various 1mplementations, determiming the
respective plurality of source pixel locations includes, for
cach of the plurality of pixels of the transformed image,
multiplying a vector including the respective pixel location
and the multiplicative inverse of the respective element of
the smooth depth map by a transformation matrix represent-
ing the difference between the first perspective of the image
sensor and the second perspective.

[0132] Using the source pixel locations in the untrans-
formed space and the pixel values of the pixels of the image
of the physical environment, the device generates pixel
values for each pixel location of the transformed image
using interpolation or other techmques.

[0133] In various implementations, the device modifies
the second depth map before using the second depth map to
perform the transformation. For example, 1n various imple-
mentations, transforming the image of the physical environ-
ment based on the second depth map further includes
smoothing the second depth map to fill holes. For example,
in various implementations, the device applies a two-dimen-
sional low-pass filter to the second depth map. As another
example, 1 various implementations, transforming the
image ol the physical environment based on the second
depth map further includes clamping the second depth map.
For example, 1n various implementations, any value in the
second depth map that 1s below a clamping threshold 1s
replaced with the clamping threshold.

[0134] The method 1000 continues, 1 block 1050, with
the device displaying, on the display, the transformed 1mage.
In various implementations, the transformed 1mage includes
XR content. In some implementations, XR content 1s added
to the current image of the physical environment before the
transformation (at block 1040). In some 1mplementations,
XR content 1s added to the transformed image. In various
implementations, the device determines whether to add the
XR content to the 1image of the physical environment before
or after the transformation based on metadata indicative of
the XR content’s attachment to the physical environment. In
various 1implementations, the device determines whether to
add the XR content to the image of the physical environment
betore or after the transformation based on an amount of XR
content (e.g., a percentage of the image of the physical
environment containing XR content).

[0135] In various implementations, the device determines
whether to add the XR content to the 1mage of the environ-
ment before or after the transformation based on metadata
indicative of a depth of the XR content. Accordingly, 1n
various 1implementations, the method 1000 1ncludes receiv-
ing XR content and XR content metadata, selecting the
image of the physical environment or the transformed 1image
based on the XR content metadata, and adding the XR
content to the selection.

[0136] FIG. 11 1s a flowchart representation of a method of
performing perspective correction of an image 1n accordance
with some implementations. In various implementations, the
method 1100 1s performed by a device with an image sensor,
a display, one or more processors, and non-transitory
memory (e.g., the electromic device 100 1mn FIGS. 1 and 13,
the controller 110 1n FIGS. 1 and 12, or a combination
thereol). In some i1mplementations, the method 1100 1s
performed by processing logic, including hardware, firm-
ware, soltware, or a combination thereof. In some 1mple-
mentations, the method 1100 1s performed by a processor
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executing 1structions (e.g., code) stored 1n a non-transitory
computer-readable medium (e.g., a memory).

[0137] The method 1100 begins, in block 1110, with the

device capturing, using the 1mage sensor, an 1mage of a
physical environment.

[0138] The method 1100 continues, 1 block 1120, with
the device obtaining a first depth map including a plurality
of depths respectively associated with a plurality of pixels of
the 1mage of the physical environment.

[0139] In some implementations, the first depth map
includes, for a particular pixel at a particular pixel location
representing a dynamic object in the physical environment,
a particular depth corresponding to a distance between the
image sensor and a static object 1n the physical environment
behind the dynamic object. In some implementations,
obtaining the first depth map includes determining the
particular depth via interpolation using depths of locations
surrounding the particular pixel location. In some 1mple-
mentations, obtaining the first depth map 1includes determin-
ing the particular depth at a time the dynamic object was not
represented at the particular pixel location. In some 1mple-
mentations, obtaining the first depth map 1includes determin-
ing the particular depth based on a three-dimensional model
of the physical environment. In some implementations, the
three-dimensional model of the physical environment cor-
responds to a temporally stable three-dimensional model of
the physical environment. In some implementations, the
three-dimensional model of the physical environment
excludes dynamic objects. In various implementations,
determining the particular depth based on a three-dimen-
sional model includes rasterizing the three-dimensional
model. In various implementations, determining the particu-
lar depth based on the three-dimensional model includes ray
tracing based on the three-dimensional model.

[0140] In some implementations, the first depth map cor-
responds to a temporally stable depth map including a
plurality of depths respectively associated with a plurality of
pixels of the image of the physical environment, wherein the
temporally stable depth map excludes depths based on
distances between the image sensor and dynamic objects.

[0141] In some implementations, obtaining the first depth
map includes obtaining a three-dimensional model of the
physical environment and generating the first depth map,
based on the three-dimensional model, a including a plural-
ity of depths respectively associated with a plurality of
pixels of the image of the physical environment. In various
implementations, the three-dimensional model includes a
three-dimensional mesh. In various implementations, the
three-dimensional model 1s based on objects 1n the physical
environment determined to be static. In some implementa-
tions, the method 1100 further includes the device generat-
ing the three-dimensional model, including: determining
that one or more points correspond to one or more static
objects 1n the physical environment; and adding the one or
more points to the three-dimensional model at one or more
locations 1n a three-dimensional coordinate system of the
physical environment corresponding to the one or more
static objects 1n the physical environment.

[0142] In some implementations, the method 1100 further
includes smoothing the first depth map to fill one or more
holes. In some implementations, the method 1100 further
includes clamping depth map values associated with the first
depth map to a predefined depth value.
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[0143] The method 1100 continues, in block 1130, with

the device selecting one or more portions of the first depth
map based on a control signal associated with the 1mage of
the physical environment. In some implementations, the
control signal indicates one or more particular objects within
the image of the physical environment, and wherein the one
or more portions of the first depth map correspond to the one
or more particular objects. In some 1mplementations, the
control signal 1ndicates one or more edges within the 1mage
of the physical environment, and wherein the one or more
portions of the first depth map correspond to the one or more
edges. In some 1implementations, the control signal indicates
one or more edges for one or more particular objects within
the 1image of the physical environment, and wherein the one
or more portions of the first depth map correspond to the one
or more edges of the one or more particular objects.

[0144] The method 1100 continues, in block 1140, with

the device generating a second depth map by refining the one
or more portions of the first depth map. In some 1mplemen-
tations, the second depth map 1s a derivative of the first depth
map with at least some updated and/or different depth map
values. According to some 1mplementations, at least some of
the depth map values for the one or more portions of the first
depth map are updated or upscaled when refining the one or
more portions of the first depth map. In various implemen-
tations, the one or more portions of the first depth map are
reflined using a guided filter, a joint bilateral filter, a machine
learning module, or the like. For example, the machine
learning module corresponds to a neural network, convolu-
tional neural network, deep neural network, recurrent neural
network, state vector machine, or the like.

[0145] As one example, see the description of within the
perspective correction architecture 800C above with respect
to FIG. 8C, where the depth map refinement engine 842
regularizes the one or more portions of the processed depth
map 815 associated with the temporally stable edges 845. As
another example, see the description of the perspective
correction architecture 800D above with respect to FIG. 8E,
where the depth map refinement engine 842 regularizes the
one or more portions of the processed depth map 815
associated with the particular objects.

[0146] As one example, see the description of within the
perspective correction architecture 900C above with respect
to FIG. 9C, where the depth map refinement engine 842
regularizes the one or more portions of the unprocessed
depth map 805 associated with the temporally stable edges
845. As another example, see the description of the perspec-
tive correction architecture 900D above with respect to FIG.
9D, where the depth map refinement engine 842 regularizes
the one or more portions of the processed depth map 815
associated with the particular objects. As yet another
example, see the description of the perspective correction
architecture 900E above with respect to FIG. 9E, where the
depth map refinement engine 842 regularizes the one or
more portions of the processed depth map 815 associated
with the edges of particular objects.

[0147] In some implementations, the one or more portions
of the first depth map are refined by upscaling depth map
values associated with the one or more portions of the first
depth map. In some implementations, the one or more
portions of the first depth map are refined by regularizing
depth map values associated with the one or more portions
of the first depth map.
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[0148] The method 1100 continues, 1n block 1150, with

the device transforming, using the one or more processors,
the 1mage of the physical environment based on the second
depth map. In various implementations, the device trans-
forms the image of the physical environment at an image
pixel level, an 1image tile level, or a combination thereof.
[0149] In various implementations, the device transforms
the 1image of the physical environment based on a difference
between a first perspective of the image sensor and a second
perspective. In various implementations, the second per-
spective 1s the perspective of a user, e.g., the perspective of
an eye of the user. In various implementations, the second
perspective 1s a perspective of a location closer to the eye of
the user in one or more directions.

[0150] In various implementations, the device performs a
projective transformation based on the second depth map
and the difference between the first perspective of the image
sensor and the second perspective.

[0151] In vanious implementations, the projective trans-
formation 1s a forward mapping 1n which, for each pixel of
the image of the physical environment at a pixel location 1n
an untransformed space, a new pixel location 1s determined
1n a transformed space of the transformed 1mage. In various
implementations, the projective transformation 1s a back-
wards mapping in which, for each pixel of the transformed
image at a pixel location 1n a transformed space, a source
pixel location 1s determined 1n an untransformed space of
the 1image of the physical environment.

[0152] In various implementations, the source pixel loca-
fion 1s determined according to the following equation 1n
which x, and y, are the pixel location in the untransformed
space, X, and y, are the pixel location in the transformed
space, P, 1s a 4x4 view projection matrix of the second
perspective, P, 1s a 4x4 view projection matrix of the first
perspective of the 1mage sensor, and d 1s the depth map value
at the pixel location:

y|epP Pt

[0153] In various implementations, the source pixel loca-
tion 1s determined using the above equation for each pixel in
the 1image of the physical environment. In various 1mple-
mentations, the source pixel location 1s determined using the
above equation for less than each pixel of the image of the
physical environment.

[0154] In various implementations, the device determines
the view projection matrix of the second perspective and the
view projection matrix of the first perspective during a
calibration and stores data indicative of the view projection
matrices (or their product) 1n a non-transitory memory. The
product of the view projection matrices 1s a transformation
matrix that represents a difference between the first perspec-
tive of the image sensor and the second perspective.

[0155] Thus, 1n various implementations, transforming the
image of the physical environment includes determining, for
a plurality of pixels of the transformed 1image having respec-
tive pixel locations, a respective plurality of source pixel
locations. In various implementations, determining the
respective plurality of source pixel locations includes, for
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cach of the plurality of pixels of the transformed image,
multiplying a vector including the respective pixel location
and the multiplicative 1inverse of the respective element of
the smooth depth map by a transformation matrix represent-
ing the difference between the first perspective of the image
sensor and the second perspective.

[0156] Using the source pixel locations in the untrans-
formed space and the pixel values of the pixels of the image
of the physical environment, the device generates pixel
values for each pixel location of the transformed image
using interpolation or other techmques.

[0157] In various implementations, the device modifies
the second depth map before using the second depth map to
perform the transformation. For example, 1n various imple-
mentations, transforming the 1image of the physical environ-
ment based on the second depth map further includes
smoothing the second depth map to fill holes. For example,
in various implementations, the device applies a two-dimen-
sional low-pass filter to the second depth map. As another
example, 1 various implementations, transforming the
image ol the physical environment based on the second
depth map further includes clamping the second depth map.
For example, 1n various implementations, any value 1n the
second depth map that 1s below a clamping threshold 1s
replaced with the clamping threshold.

[0158] The method 1100 continues, in block 1160, with

the device displaying, on the display, the transformed 1mage.
In various implementations, the transformed 1mage includes
XR content. In some implementations, XR content 1s added
to the current image of the physical environment before the
transformation (at block 1150). In some 1mplementations,
XR content 1s added to the transformed image. In various
implementations, the device determines whether to add the
XR content to the image of the physical environment before
or after the transformation based on metadata indicative of
the XR content’s attachment to the physical environment. In
various implementations, the device determines whether to
add the XR content to the image of the physical environment
betfore or after the transformation based on an amount of XR
content (e.g., a percentage of the image of the physical
environment containing XR content).

[0159] In various implementations, the device determines
whether to add the XR content to the 1mage of the environ-
ment before or after the transformation based on metadata
indicative of a depth of the XR content. Accordingly, 1n
various 1implementations, the method 1100 1ncludes receiv-
ing XR content and XR content metadata, selecting the
image of the physical environment or the transformed image
based on the XR content metadata, and adding the XR
content to the selection.

[0160] FIG. 12 1s a block diagram of an example of the
controller 110 1n accordance with some 1implementations.
While certain specific features are 1llustrated, those skilled 1n
the art will appreciate from the present disclosure that
various other features have not been illustrated for the sake
of brevity, and so as not to obscure more pertinent aspects
of the implementations disclosed herein. To that end, as a
non-limiting example, in some implementations the control-
ler 110 includes one or more processing units 1202 (e.g.,
microprocessors, application-specific integrated-circuits
(ASICs), field-programmable gate arrays (FPGAs), graphics
processing units (GPUs), central processing units (CPUs),
processing cores, and/or the like), one or more 1mput/output
(I/0) devices 1206, one or more communication interfaces
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1208 (e.g., universal serial bus (USB), FIREWIRE, THUN-
DERBOLIT, IEEE 802.3x, IEEE 802.11x, IEEE 802.16x,
global system for mobile communications (GSM), code
division multiple access (CDMA), time division multiple
access (IDMA), global positioning system (GPS), infrared
(IR), BLUETOOTH, ZIGBEE, and/or the like type inter-
face), one or more programming (e.g., I/0) interfaces 1210,
a memory 1220, and one or more communication buses
1204 for interconnecting these and various other compo-
nents.

[0161] In some implementations, the one or more com-
munication buses 1204 include circuitry that interconnects
and controls communications between system components.
In some implementations, the one or more I/O devices 1206
include at least one of a keyboard, a mouse, a touchpad, a
joystick, one or more microphones, one or more speakers,

one or more 1mage sensors, one or more displays, and/or the
like.

[0162] The memory 1220 includes high-speed random-
access memory, such as dynamic random-access memory
(DRAM), static random-access memory (SRAM), double-
data-rate random-access memory (DDR RAM), or other
random-access solid-state memory devices. In some 1mple-
mentations, the memory 1220 includes non-volatile
memory, such as one or more magnetic disk storage devices,
optical disk storage devices, tlash memory devices, or other
non-volatile solid-state storage devices. The memory 1220
optionally includes one or more storage devices remotely
located from the one or more processing units 1202. The
memory 1220 comprises a non-transitory computer readable
storage medium. In some implementations, the memory
1220 or the non-transitory computer readable storage
medium of the memory 1220 stores the following programs,
modules and data structures, or a subset thereof including an
optional operating system 1230 and an XR experience

module 1240.

[0163] The operating system 1230 includes procedures for
handling various basic system services and for performing
hardware dependent tasks. In some implementations, the XR
experience module 1240 1s configured to manage and coor-
dinate one or more XR experiences for one or more users
(e.g., a single XR experience for one or more users, or
multiple XR experiences for respective groups of one or
more users). To that end, 1n various implementations, the XR
experience module 1240 includes a data obtaiming unmit 1242,
a tracking unit 1244, a coordination unit 1246, and a data
transmitting unit 1248.

[0164] In some implementations, the data obtaining unit
1242 1s configured to obtain data (e.g., presentation data,
interaction data, sensor data, location data, etc.) from at least
the electronic device 120 of FIG. 1. To that end, 1n various
implementations, the data obtaining unit 1242 includes
instructions and/or logic therefor, and heuristics and meta-
data therefor.

[0165] In some implementations, the tracking unit 1244 1s
configured to map the physical environment 105 and to track
the position/location of at least the electronic device 120
with respect to the physical environment 105 of FIG. 1. To
that end, 1n various implementations, the tracking unit 1244
includes instructions and/or logic therefor, and heuristics
and metadata therefor.

[0166] In some implementations, the coordination unit
1246 1s configured to manage and coordinate the XR expe-
rience presented to the user by the electronic device 120. To
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that end, 1n various implementations, the coordination unit
1246 includes 1nstructions and/or logic therefor, and heuris-
tics and metadata therefor.

[0167] Insomeimplementations, the data transmaitting unit
1248 1s configured to transmit data (e.g., presentation data,
location data, etc.) to at least the electronic device 120. To
that end, 1n various implementations, the data transmitting,
unit 1248 includes instructions and/or logic therefor, and
heuristics and metadata therefor.

[0168] Although the data obtaining unit 1242, the tracking
unit 1244, the coordination unit 1246, and the data trans-
mitting unit 1248 are shown as residing on a single device
(e.g., the controller 110), i1t should be understood that 1n
other implementations, any combination of the data obtain-
ing unit 1242, the tracking unit 1244, the coordination unit
1246, and the data transmuitting unit 1248 may be located 1n
separate computing devices.

[0169] Moreover, FIG. 12 1s intended more as functional
description of the various features that may be present 1n a
particular implementation as opposed to a structural sche-
matic of the implementations described herein. As recog-
nized by those of ordinary skill in the art, items shown
separately could be combined and some items could be
separated. For example, some functional modules shown
separately 1n FIG. 12 could be mmplemented 1n a single
module and the various functions of single functional blocks
could be implemented by one or more functional blocks 1n
various implementations. The actual number of modules and
the division of particular functions and how features are
allocated among them will vary from one implementation to
another and, 1n some 1mplementations, depends in part on
the particular combination of hardware, software, and/or
firmware chosen for a particular implementation.

[0170] FIG. 13 1s a block diagram of an example of the
clectronic device 120 1n accordance with some 1mplemen-
tations. While certain specific features are 1illustrated, those
skilled 1n the art will appreciate from the present disclosure
that various other features have not been 1llustrated for the
sake of brevity, and so as not to obscure more pertinent
aspects of the implementations disclosed herein. To that end,
as a non-limiting example, 1n some i1mplementations the
clectronic device 120 includes one or more processing units
1302 (e.g., microprocessors, ASICs, FPGAs, GPUs, CPUs,
processing cores, and/or the like), one or more 1nput/output

(I/0) devices and sensors 1306, one or more communication
interfaces 1308 (e g.. USB, FIREWIRE, THUNDERBOLT,

IEEE 802.3x, IEEE 802.11x, IEEE 802.16x, GSM, CDMA,
TDMA, GPS, IR, BLUETOOTH, ZIGBEE, and/or the like
type 111terface) one or more programming (e.g., I/0) inter-
faces 1310, one or more XR displays 1312, one or more
optional 1nterior- and/or exterior-facing image sensors 1314,
a memory 1320, and one or more communication buses
1304 for interconnecting these and various other compo-
nents.

[0171] In some implementations, the one or more com-
munication buses 1304 include circuitry that interconnects
and controls communications between system components.
In some 1mplementations, the one or more I/O devices and
sensors 1306 include at least one of an 1nertial measurement
unit (IMU), an accelerometer, a gyroscope, a thermometer,
one or more physiological sensors (e.g., blood pressure
monitor, heart rate monitor, blood oxygen sensor, blood
glucose sensor, etc.), one or more microphones, one or more
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speakers, a haptics engine, one or more depth sensors (e.g.,
a structured light, a time-of-flight, or the like), and/or the
like.

[0172] In some implementations, the one or more XR
displays 1312 are configured to provide the XR experience
to the user. In some 1implementations, the one or more XR
displays 1312 correspond to holographic, digital light pro-
cessing (DLP), liquid-crystal display (LCD), liquid-crystal
on silicon (LCoS), organic light-emitting field-eflect transi-
tory (OLET), organic light-emitting diode (OLED), surface-
conduction electron-emitter display (SED), field-emission
display (FED), quantum-dot light-emitting diode (QD-
LED), micro-electro-mechanical system (MEMS), and/or
the like display types. In some implementations, the one or
more XR displays 1312 correspond to diffractive, reflective,
polarized, holographic, etc. wavegmde displays. For
example, the electronic device 120 includes a single XR
display. In another example, the electronic device includes
an XR display for each eye of the user. In some implemen-
tations, the one or more XR displays 1312 are capable of
presenting MR and VR content.

[0173] In some implementations, the one or more image
sensors 1314 are configured to obtain 1mage data that
corresponds to at least a portion of the face of the user that
includes the eyes of the user (any may be referred to as an
eye-tracking camera). In some implementations, the one or
more i1mage sensors 1314 are configured to be forward-
facing so as to obtain image data that corresponds to the
physical environment as would be viewed by the user i1t the
clectronic device 120 was not present (and may be referred
to as a scene camera). The one or more optional 1mage
sensors 1314 can include one or more RGB cameras (e.g.,
with a complimentary metal-oxide-semiconductor (CMOS)
image sensor or a charge-coupled device (CCD) image
sensor), one or more infrared (IR) cameras, one or more
event-based cameras, and/or the like.

[0174] The memory 1320 includes high-speed random-
access memory, such as DRAM, SRAM, DDR RAM, or
other random-access solid-state memory devices. In some
implementations, the memory 1320 includes non-volatile
memory, such as one or more magnetic disk storage devices,
optical disk storage devices, tlash memory devices, or other
non-volatile solid-state storage devices. The memory 1320
optionally includes one or more storage devices remotely
located from the one or more processing units 1302. The
memory 1320 comprises a non-transitory computer readable
storage medium. In some 1mplementations, the memory
1320 or the non-transitory computer readable storage
medium of the memory 1320 stores the following programs,
modules and data structures, or a subset thereof including an

optional operating system 1330 and an XR presentation
module 1340.

[0175] The operating system 1330 includes procedures for
handling various basic system services and for performing
hardware dependent tasks. In some implementations, the XR
presentation module 1340 1s configured to present XR
content to the user via the one or more XR displays 1312. To
that end, 1n various 1implementations, the XR presentation
module 1340 1includes a data obtaining unit 1342, a perspec-
tive transforming unit 1344, an XR presenting unit 1346,
and a data transmitting unit 1348.

[0176] In some implementations, the data obtaining unit
1342 1s configured to obtain data (e.g., presentation data,
interaction data, sensor data, location data, etc.) from at least
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the controller 110 of FIG. 1. To that end, in various imple-
mentations, the data obtaining unit 1342 includes nstruc-
tions and/or logic therefor, and heuristics and metadata
therefor.

[0177] In some implementations, the perspective trans-
forming unit 1344 1s configured to perform perspective
correction using a refined depth map (e.g., the refined depth
maps 843A-843D 1n FIGS. 8B-8F and the refined depth
maps 915A-915E in FIGS. 9B-9F). To that end, 1n various
implementations, the perspective transforming unit 1344
includes instructions and/or logic therefor, and heuristics
and metadata therefor.

[0178] In some implementations, the XR presenting unit
1346 1s configured to display the transformed 1mage via the
one or more XR displays 1312. To that end, 1n various
implementations, the XR presenting unmit 1346 includes
instructions and/or logic therefor, and heuristics and meta-
data therefor.

[0179] Insome implementations, the data transmaitting unit
1348 1s configured to transmit data (e.g., presentation data,
location data, etc.) to at least the controller 110. In some
implementations, the data transmitting unit 1348 1s config-
ured to transmit authentication credentials to the electronic
device. To that end, 1n various implementations, the data
transmitting unmit 1348 includes mstructions and/or logic
therefor, and heuristics and metadata therefor.

[0180] Although the data obtaining unit 1342, the perspec-
tive transforming unit 1344, the XR presenting unit 1346,
and the data transmitting unit 1348 are shown as residing on
a single device (e.g., the electronic device 120), 1t should be
understood that 1n other implementations, any combination
of the data obtaining unit 1342, the perspective transforming
unit 1344, the XR presenting umit 1346, and the data
transmitting unit 1348 may be located 1n separate computing
devices.

[0181] Moreover, FIG. 13 1s intended more as a functional
description of the various features that could be present 1n a
particular implementation as opposed to a structural sche-
matic of the implementations described herein. As recog-
nized by those of ordinary skill in the art, items shown
separately could be combined and some items could be
separated. For example, some functional modules shown
separately 1n FIG. 13 could be implemented 1n a single
module and the various functions of single functional blocks
could be implemented by one or more functional blocks 1n
various implementations. The actual number of modules and
the division of particular functions and how features are
allocated among them will vary from one implementation to
another and, 1n some 1mplementations, depends in part on
the particular combination of hardware, software, and/or
firmware chosen for a particular implementation.

[0182] While various aspects of implementations within
the scope of the appended claims are described above, it
should be apparent that the various features of 1implemen-
tations described above may be embodied 1n a wide variety
of forms and that any specific structure and/or function
described above 1s merely 1llustrative. Based on the present
disclosure one skilled 1n the art should appreciate that an
aspect described herein may be implemented 1independently
ol any other aspects and that two or more of these aspects
may be combined in various ways. For example, an appa-
ratus may be implemented and/or a method may be practiced
using any number of the aspects set forth herein. In addition,
such an apparatus may be implemented and/or such a
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method may be practiced using other structure and/or func-
tionality 1n addition to or other than one or more of the
aspects set forth herein.

[0183] It will also be understood that, although the terms
“first,” “second,” etc. may be used herein to describe various
clements, these elements should not be limited by these
terms. These terms are only used to distinguish one element
from another. For example, a first node could be termed a
second node, and, similarly, a second node could be termed
a first node, which changing the meamng of the description,
so long as all occurrences of the “first node” are renamed
consistently and all occurrences of the “second node” are
renamed consistently. The first node and the second node are
both nodes, but they are not the same node.

[0184] The terminology used herein 1s for the purpose of
describing particular 1mplementations only and 1s not
intended to be limiting of the claims. As used in the
description of the implementations and the appended claims,
the singular forms *“a,” “an,” and “the” are intended to
include the plural forms as well, unless the context clearly
indicates otherwise. It will also be understood that the term
“and/or” as used herein refers to and encompasses any and
all possible combinations of one or more of the associated
listed 1tems. It will be further understood that the terms
“comprises” and/or “comprising,” when used in this speci-
fication, specily the presence of stated features, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other
features, integers, steps, operations, elements, components,

and/or groups thereof.

[0185] As used herein, the term “1”” may be construed to
mean “when” or “upon” or “in response to determining’” or
“in accordance with a determination” or “in response to
detecting,” that a stated condition precedent is true, depend-
ing on the context. Similarly, the phrase “if it 1s determined
[that a stated condition precedent 1s true]” or “if [a stated
condition precedent 1s true]” or “when [a stated condition
precedent 1s true]” may be construed to mean “upon deter-
mining” or “in response to determining” or “in accordance
with a determination™ or “upon detecting” or *“in response 1o
detecting” that the stated condition precedent 1s ftrue,
depending on the context.

What 1s claimed 1s:
1. A method comprising:

at a device including an 1mage sensor, a display, one or
more processors, and a non-transitory memory:
capturing, using the image sensor, an 1mage of a
physical environment;

obtaining a first depth map including a plurality of
depths respectively associated with a plurality of
pixels of the image of the physical environment;

generating a second depth map by aligning one or more
portions of the first depth map based on a control
signal associated with the image of the physical
environment;

transforming, using the one or more processors, the
image of the physical environment based on the
second depth map; and

displaying, via the display, the transtformed 1mage.
2. The method of claim 1, further comprising:

obtaining the control signal associated with texture align-
ment, wherein generating the second depth map
includes aligning the one or more portions of the first
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depth map based on at least one texture or texture
transition within the 1mage of the physical environ-
ment.
3. The method of claim 1, turther comprising;:
obtaining the control signal associated with color align-
ment, wherein generating the second depth map
includes aligning the one or more portions of the first
depth map based on at least one color or color transition
within the 1image of the physical environment.
4. The method of claim 1, further comprising:
obtaining the control signal associated with luminous
intensity alignment, wherein generating the second
depth map includes aligning the one or more portions
of the first depth map based on at least one luminous
intensity or luminous intensity transition within the
image of the physical environment.
5. The method of claim 1, wherein the one or more
portions of the first depth map are aligned using a joint
bilateral filter.

6. The method of claim 1, wherein the control signal

indicates one or more particular objects within the image of

the physical environment, and wherein the one or more
portions of the first depth map correspond to the one or more
particular objects.

7. The method of claim 1, wherein the control signal
indicates one or more edges within the 1mage of the physical
environment, and wherein the one or more portions of the
first depth map correspond to the one or more edges.

8. The method of claim 1, wherein the first depth map
includes, for a particular pixel at a particular pixel location
representing a dynamic object in the physical environment,
a particular depth corresponding to a distance between the
image sensor and a static object in the physical environment
behind the dynamic object.

9. The method of claim 8, wherein obtaining the first
depth map includes determining the particular depth via
interpolation using depths of locations surrounding the par-
ticular pixel location.

10. The method of claim 8, wherein obtaiming the first
depth map includes determining the particular depth at a
time the dynamic object was not represented at the particular
pixel location.

11. The method of claim 8, wherein obtaining the first
depth map includes determining the particular depth based
on a three-dimensional model of the physical environment.

12. The method of claim 11, wherein determining the
particular depth based on a three-dimensional model
includes at least one of:

rasterizing the three-dimensional model; or

ray tracing based on the three-dimensional model.

13. The method of claim 11, wherein the three-dimen-
sional model of the physical environment corresponds to a
temporally stable three-dimensional model of the physical
environment.

14. The method of claim 11, wherein the three-dimen-
sional model of the physical environment excludes dynamic
objects.

15. The method of claim 1, wherein the first depth map
corresponds to a temporally stable depth map including a
plurality of depths respectively associated with a plurality of
pixels of the image of the physical environment, wherein the
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temporally stable depth map excludes depths based on
distances between the image sensor and dynamic objects.

16. The method of claam 1, wherein obtaining the first
depth map includes obtaining a three-dimensional model of
the physical environment and generating the first depth map,
based on the three-dimensional model, the first depth map
including a plurality of depths respectively associated with
a plurality of pixels of the image of the physical environ-
ment.

17. The method of claim 16, wherein the three-dimen-
sional model 1s based on objects 1n the physical environment
determined to be static.

18. The method of any of claim 16, further comprising:
generating the three-dimensional model, at least 1n part
by:
determining that one or more points correspond to one
or more static objects 1n the physical environment;
and
adding the one or more points to the three-dimensional
model at one or more locations in a three-dimen-
sional coordinate system of the physical environ-
ment corresponding to the one or more static objects
in the physical environment.
19. A device comprising;
a display;
an 1mage Sensor;
One Or mMore pProcessors;
a non-transitory memory; and
one or more programs stored in the non-transitory
memory, that, when executed by the one or more
processors, cause the device to perform a method
comprising:
capturing, using the i1mage sensor, an i1mage of a
physical environment;
obtaining a first depth map including a plurality of
depths respectively associated with a plurality of
pixels of the image of the physical environment;
generating a second depth map by aligning one or more
portions of the first depth map based on a control
signal associated with the image of the physical
environment:
transforming, using the one or more processors, the
image of the physical environment based on the
second depth map; and
displaying, via the display, the transtformed 1mage.
20. A non-transitory memory storing one or more pro-
grams, that, when executed by one or more processors of a
device with a display and an 1mage sensor, cause the device
to perform a method comprising:
capturing, using the 1mage sensor, an image of a physical
environment;
obtaining a first depth map including a plurality of depths
respectively associated with a plurality of pixels of the
image of the physical environment;
generating a second depth map by aligning one or more
portions of the first depth map based on a control signal
associated with the image of the physical environment;
transforming, using the one or more processors, the image
of the physical environment based on the second depth
map; and
displaying, via the display, the transformed 1mage.
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