a9y United States
12y Patent Application Publication o) Pub. No.: US 2024/0348825 Al

Van der Auwera et al.

US 20240348825A1

43) Pub. Date: Oct. 17, 2024

(54) V-DMC DISPLACEMENT VECTOR Publication Classification
QUANTIZATION (51) Int. CL
(71) Applicant: QUALCOMM Incorporated, San ggj% igg(’y 88828%
Diego, CA (US) HO4N 19/60 (2006.01)
_ . (52) U.S. CL
(72)  Inventors: (reert Van der Auwera, San Diego. CPC ..., HO4N 19/597 (2014.11); HO4N 19/30
CA (US); Adarsh Krishnan (2014.11); HO4N 19/60 (2014.11)
Ramasubramonian, Irvine, CA (US);
Marta Karczewicz, San Diego, CA (57) ABSTRACT
(US) A device for decoding encoded mesh data can be configured
to determine, based on the encoded mesh data, a base mesh;
determine, based on the encoded mesh data, a set of coel-
(21) Appl. No.: 18/630,686 ficients; receive 1n the encoded mesh data a quantization
parameter value; receive 1n the encoded mesh data a bit
depth offset value; determine an inverse scaling factor based
(22) Filed: Apr. 9, 2024 on the quantization parameter value and the bit depth offset
value; perform an inverse scaling on the set of coeflicients
based on the inverse scaling factor to determine a set of
Related U.S. Application Data de-quantized coeflicients; determine a displacement vector
o o based on the set of de-quantized coethicients; deform the
(60) Provisional application No. 63/495,508, filed on Apr. base mesh based on the displacement vector to determine a
11, 2023. decoded mesh; and output the decoded mesh.
V-DMC
DECODER
inter Motion Decoder Base Mesh 300
Reconstruction
208
310 )/
inter
A
—BMB—>{—«" 304 )
| Inverse
Mesh Butter m’(i}» Quantization
intra 312 314
- _
Static Mesh | ntra
atic Mes
—b(i}»| PMUX Decoder m (i)
302 306
—_—
Video Image Inverse Inv. Wavelet Deformed Mesh
DB Decoder Uinpacking Quantization | Transform |—»{ Reconstruction —NM”{i}-»
316 318 320 322 324

Color Space

A’(i)-

Conversion —A”(i}»
528




Patent Application Publication Oct. 17,2024 Sheet 1 of 9 US 2024/0348825 Al

/ 100
SOURCE DEVICE DESTINATION DEVICE
102 116
DATA SOURCE DATA CONSUMER
104 118
MEMORY MEMORY
106 120

V-DMC ENCODER V-DMC DECODER
200 300

OUTPUT INPUT
INTERFACE INTERFACE

108 122

FIG. 1




9¢¢
19po2aq

09pIA

8¢c¢e
UOISIOAUOY (1).v

2oedg 10j0)

US 2024/0348825 Al

- Z45 445 743 gTe %S
~  ().N— uononisuooay wiojsued] | uoneziueny) Bunjoedun 19pooa( =le
= Usa| pawiojag 19]9ABM "AUJ 9SJaAUJ abew| 03PIA
=
s 0
- —
N 90¢ oo
S (1), W 19P099( xwﬂ_mo “{ta—
> Yyss oneIs
- eljul
&
S
A% STE
= 4%
k= uoneziuend) 18LNA USS
3 9SJaAU| =ne A=l
=
L (N.w gang
= Jojul
= 01¢ __
= \ :o;oswu_%:oomm | 80¢
= 00¢ . 19p029(] UONO\ 19Jul
< USSIN oseg
= ¥30003a
5 ONG-A
=
e



Patent Application Publication  Oct. 17,2024 Sheet 3 of 9 US 2024/0348825 Al

™
O
LL

402

Original

T
O
O

L
Q.

2

0

Decimated
Subdivided



Patent Application Publication Oct. 17,2024 Sheet 4 of 9 US 2024/0348825 Al

Displaced
404

Original
406

Subdivided

\
\
/

\




G 9Old

US 2024/0348825 Al

&N

Cofn

-

\f,

-

7 (Nw 0G . e

- UsSo\ aseqg 3oBLNg 024 0lLG

S uoljezuidlaweled uoiews9a(

™ UOISIAIPANS (Nwd sepy (Hwp yso (DI
” m_‘__.._ﬂ_n_ US3N pajewioda SO\l USOIA uﬁQC_
Mﬂ paziiajoweled pajewdaQ

(p
sjuswaoejdsi(

-

00S

Patent Application Publication



B L e e e e e e S e SGE G e e Gw AU MSSW  EWGY G MGV SR MG S S WG G MWV W e S M e Swess M mwe  Memn  Weaw  Awew M maws Mmwe  Miew  Mewn e meewe  Mewe  bewve mwes My
. | - - - _
s _ 9%9 73 - 0E9 _
% | ONIGOON3 ANOD T oncavd [y d3ESNVAL | v
o | dv 03aIA 30VdS ¥0109| V| aLngriLLy N
= _ _
e |
m | T (NNa “
Z | ONINOVANN FOVIAI 579 |
29 |
|
=) _ 919 _ "
= “ ONIGOON3 O3AIA (1)..p _
&
|
e m — —— .
3 | Wod | 029 44: 994
7 | 719 _ LNVND "ANI SNVAL LITIAVM ‘ANI|
+ | ONIMOVd 3OVINI | _
- —
S 8¢9 | |
- | c19
> | LNVND "
- _ 059 _
| (1) |ouo) _
g “ 3% _
= | NYOISNVAL LIT1IAVM “
= |
S | (1.0 “
= “ 809 )P
= | 31VadN LNIWIOV1dSIA — "
S
> _ ” —
£ “ s 300N A R
z | 4300030 Hsaw ouvis [T amg | HSTWOLLYIS HIvID n
= _ |
= A )



US 2024/0348825 Al

YAl
<(l),v— °AUO0) dordg
/}eulio4 10j09)

VYTl
| UOIJONIISUO0IDY

ysop pawuoaq [().p

-*+(1)..In

Oct. 17,2024 Sheet 7 of 9

473

Jueny) "Auj

uonew.oju] yojed

Patent Application Publication

ccl
‘suel |

19]9ABAA "AU|

L Old

021
Juenp "Au|

8l
{ bunjoedun
abeuw|

sjuawaoe|dsig papooaq — (1)..p
ysay aseg papooaqg — (1) w
ysa papoosaq —(1)..IN

depy 91nquy papooaq - (1)..V
wealsjig poassaidwon — (1)q

9C.L
buipoosa
bwi/oapip

91
buipoosa
bwj/oapIp

Z0Z |
XNNG |

90/
Japooa(

USIN OBEIS

(1)a



Patent Application Publication Oct. 17,2024 Sheet 8 of 9 US 2024/0348825 Al

----

R

L

WA TIS,
R e
BB

iiiiii
- -

= v v A

11111

s A

-----

o O

.
+++++

FIG. 8

T

rrrrr
- ' .




Patent Application Publication Oct. 17,2024 Sheet 9 of 9 US 2024/0348825 Al

DETERMINE, BASED ON THE ENCODED MESH DATA,
A BASE MESH

DETERMINE, BASED ON THE ENCODED MESH DATA,
A SET OF COEFFICIENTS
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QUANTIZATION PARAMETER VALUE

RECEIVE IN THE ENCODED MESH DATA AN OFFSET
VALUE

DETERMINE AN INVERSE SCALING FACTOR BASED
ON THE QUANTIZATION PARAMETER VALUE AND
THE OFFSET VALUE

PERFORM AN INVERSE SCALING ON THE SET OF
COEFFICIENTS BASED ON THE INVERSE SCALING
FACTOR TO DETERMINE A SET OF DE-QUANTIZED

COEFFICIENTS
914
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» 16
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V-DMC DISPLACEMENT VECTOR
QUANTIZATION

[0001] This application claims the benefit of U.S. Provi-
sional Patent Application No. 63/495,508, filed 11 Apr.

2023, the entire contents of which 1s incorporated herein by
reference.

TECHNICAL FIELD

[0002] This disclosure relates to video-based coding of
dynamic meshes.

BACKGROUND

[0003] Meshes may be used to represent physical content
ol a 3-dimensional space. Meshes may have utility 1n a wide
variety of situations. For example, meshes may be used in
the context of representing the physical content of an
environment for purposes of positioning virtual objects 1n an
extended reality, e.g., augmented reality (AR), virtual reality
(VR), or mixed reality (MR), application. Mesh compres-
s10m 1s a process for encoding and decoding meshes. Encod-
ing meshes may reduce the amount of data required for
storage and transmission of the meshes.

SUMMARY

[0004] To reduce the number of bits needed to signal
displacement vectors 1n a compressed bitstream of mesh
data, a mesh encoder may transtorm the displacements into
a set of coeflicients and scale, e.g., quantize, the coetlicients.
Existing techniques for scaling the coeflicients, however,
lack the ability to utilize many potentially desirable scaling
tactors for large coeflicients at high bit depths and for small
coellicients at low depths. Additionally, at some bit depths,
a lossless scaling factor of 1.0 may not be available. The
techniques of this disclosure include receiving in encoded
mesh data a quantization parameter value and recerving in
the encoded mesh data a bit depth ofiset value. By including,
the additional bit depth offset value, the techniques of this
disclosure may enable mesh encoders and decoders to have
more flexibility 1n determining scaling factors and inverse
scaling factors across different bit depths and across differ-
ent coeflicient values.

[0005] According to an example of this disclosure, a
device for decoding encoded mesh data includes: one or
more memory units; one or more processing units 1mple-
mented 1n circuitry, coupled to the one or more memory
units, and configured to: determine, based on the encoded
mesh data, a base mesh; determine, based on the encoded
mesh data, a set of coeflicients; receive 1n the encoded mesh
data a quantization parameter value; receive 1n the encoded
mesh data a bit depth ofiset value; determine an i1nverse
scaling factor based on the quantization parameter value and
the bit depth offset value; perform an 1nverse scaling on the
set of coellicients based on the inverse scaling factor to
determine a set of de-quantized coellicients; determine a
displacement vector based on the set of de-quantized coet-
ficients; deform the base mesh based on the displacement
vector to determine a decoded mesh; and output the decoded
mesh.

[0006] According to an example of this disclosure, a
method of decoding encoded mesh data includes: determin-
ing, based on the encoded mesh data, a base mesh; deter-
mimng, based on the encoded mesh data, a set of coetli-
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cients; recerving in the encoded mesh data a quantization
parameter value; receiving 1n the encoded mesh data a bit
depth offset value; determining an inverse scaling factor
based on the quantization parameter value and the bit depth
oflset value; performing an inverse scaling on the set of
coellicients based on the inverse scaling factor to determine
a set of de-quantized coeflicients; determining a displace-
ment vector based on the set of de-quantized coethicients;
deforming the base mesh based on the displacement vector
to determine a decoded mesh; and outputting the decoded
mesh.

[0007] A computer-readable storage medium stores
instructions that when executed by one or more processors
cause the one or more processors to: determine, based on
encoded mesh data, a base mesh; determine, based on the
encoded mesh data, a set of coeflicients; receive in the
encoded mesh data a quantization parameter value; receive
in the encoded mesh data a bit depth oflset value; determine
an verse scaling factor based on the quantization param-
cter value and the bit depth oflset value; perform an imverse
scaling on the set of coellicients based on the inverse scaling
factor to determine a set of de-quantized coellicients; deter-
mine a displacement vector based on the set of de-quantized
coellicients; deform the base mesh based on the displace-
ment vector to determine a decoded mesh; and output the
decoded mesh.

[0008] According to an example of this disclosure, a
device for encoding encoded mesh data includes: one or
more memory units; one or more processing units imple-
mented 1n circuitry, coupled to the one or more memory
units, and configured to: determine, from on an unencoded
mesh, a base mesh; determine a set of displacement vectors
for deforming the base mesh; transform the set of displace-
ment vectors to determine a set of coeflicients; perform a
scaling on the set of coeflicients based on a scaling factor to
determine a set of scaled coetlicients, wherein the scaling
factor 1s a function of a quantization parameter value and a
bit depth oflset value; and generate an encoded bitstream
that includes the quantization parameter value and the bit
depth offset value.

[0009] The details of one or more examples are set forth
in the accompanying drawings and the description below.
Other features, objects, and advantages will be apparent
from the description, drawings, and claims.

BRIEF DESCRIPTION OF DRAWINGS

[0010] FIG. 1 1s a block diagram illustrating an example
encoding and decoding system that may perform the tech-
niques of this disclosure.

[0011] FIG. 2 shows an example of a V-DMC decoder.

[0012] FIG. 3 shows an example of resampling to enable
cilicient compression of a 2D curve.

[0013] FIG. 4 shows a displaced curve that has a subdi-

vision structure, while approximating the shape of the origi-
nal mesh.

[0014] FIG. 5 shows a block diagram of a pre-processing
system.

[0015] FIG. 6 shows an example of an intra frame encoder.
[0016] FIG. 7 shows an example of an 1ntra frame decoder.

[0017] FIG. 8 shows an example of a mid-point subdivi-
sion scheme.

[0018] FIG. 9 1s a flowchart illustrating an example pro-
cess for decoding a compressed bitstream of mesh data.
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DETAILED DESCRIPTION

[0019] A mesh generally refers to a collection of vertices
in a three-dimensional (3D) space that collectively represent
one or multiple objects 1 the 3D space. The vertices are
connected by edges, and the edges form polygons, which
form faces of the mesh. Each vertex may also have one or
more associated attributes, such as a texture or a color. In
most scenarios, having more vertices produces higher qual-
ity, ¢.g., more detailed and more realistic, meshes. Having

more vertices, however, also requires more data to represent
the mesh.

[0020] To reduce the amount of data needed to represent
the mesh, the mesh may be encoded using lossy or lossless
encoding. In lossless encoding, the decoded version of the
encoded mesh exactly matches the original mesh. In lossy
encoding, by contrast, the process of encoding and decoding
the mesh causes loss, such as distortion, in the decoded
version of the encoded mesh.

[0021] In one example of a lossy encoding technique for
meshes, a mesh encoder decimates an original mesh to
determine a base mesh. To decimate the original mesh, the
mesh encoder subsamples or otherwise reduces the number
of vertices 1n the original mesh, such that the base mesh 1s
a rough approximation, with fewer vertices, of the original
mesh. The mesh encoder then subdivides the decimated
mesh. That 1s the mesh encoder estimates the locations of
additional vertices 1n between the vertices of the base mesh.
The mesh encoder then deforms the mesh by moving the
vertices 1n a manner that makes the deformed mesh more
closely match the original mesh.

[0022] Adter determining a desired base mesh and defor-
mation of the subdivided mesh, the mesh encoder generates
a bitstream that includes data for constructing the base mesh
and data for performing the deformation. The data defining
the deformation may be signaled as a series of displacement
vectors that indicate the movement, or displacement, of the
additional vertices determined by the subdividing process.
To decode a mesh from the bitstream, a mesh decoder
reconstructs the base mesh based on the signaled informa-
tion, applies the same subdivision process as the mesh
encoder, and then displaces the additional vertices based on
the signaled displacement vectors.

[0023] To reduce the number of bits needed to signal
displacement vectors, the mesh encoder may transform the
displacements into a set of coeilicients and scale, e.g.,
quantize, the coetlicients. Existing techniques for scaling the
coellicients, however, lack the ability to utilize many poten-
tially desirable scaling factors for large coetlicients at high
bit depths and for small coeflicients at low depths. Addi-
tionally, at some bit depths a lossless scaling factor of 1.0
may not be available. The techmiques of this disclosure
include receiving i encoded mesh data a quantization
parameter value and receiving in the encoded mesh data a bit
depth offset value. By including the additional bit depth
oflset value, the techniques of this disclosure may enable
mesh encoders and decoders to have more flexibility in
determining scaling factors and inverse scaling factors
across different bit depths and across different coethicient
values.

[0024] FIG. 1 1s a block diagram illustrating an example
encoding and decoding system 100 that may perform the
techniques of this disclosure. The techniques of this disclo-

sure are generally directed to coding (encoding and/or
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decoding) meshes. The coding may be eflective 1n com-
pressing and/or decompressing data of the meshes.

[0025] As shown 1n FIG. 1, system 100 includes a source
device 102 and a destination device 116. Source device 102
provides encoded data to be decoded by a destination device
116. Particularly, 1n the example of FIG. 1, source device
102 provides the data to destination device 116 via a
computer-readable medium 110. Source device 102 and
destination device 116 may comprise any of a wide range of
devices, including desktop computers, notebook (1.e., lap-
top) computers, tablet computers, set-top boxes, telephone
handsets such as smartphones, televisions, cameras, display
devices, digital media players, video gaming consoles, video
streaming devices, terrestrial or marine vehicles, spacecratt,
aircraft, robots, LIDAR devices, satellites, or the like. In
some cases, source device 102 and destination device 116
may be equipped for wireless communication.

[0026] In the example of FIG. 1, source device 102
includes a data source 104, a memory 106, a V-DMC
encoder 200, and an output interface 108. Destination device
116 includes an mput interface 122, a V-DMC decoder 300,
a memory 120, and a data consumer 118. In accordance with
this disclosure, V-DMC encoder 200 of source device 102
and V-DMC decoder 300 of destination device 116 may be
configured to apply the techniques of this disclosure related
to displacement vector quantization. Thus, source device
102 represents an example of an encoding device, while
destination device 116 represents an example of a decoding
device. In other examples, source device 102 and destination
device 116 may include other components or arrangements.
For example, source device 102 may receive data from an
internal or external source. Likewise, destination device 116
may interface with an external data consumer, rather than
include a data consumer in the same device.

[0027] System 100 as shown in FIG. 1 1s merely one
example. In general, other digital encoding and/or decoding
devices may perform the techmiques of this disclosure
related to displacement vector quantization. Source device
102 and destination device 116 are merely examples of such
devices 1n which source device 102 generates coded data for
transmission to destination device 116. This disclosure
refers to a “coding” device as a device that performs coding
(encoding and/or decoding) of data. Thus, V-DMC encoder
200 and V-DMC decoder 300 represent examples of coding
devices, 1 particular, an encoder and a decoder, respec-
tively. In some examples, source device 102 and destination
device 116 may operate 1 a substantially symmetrical
manner such that each of source device 102 and destination
device 116 includes encoding and decoding components.
Hence, system 100 may support one-way or two-way trans-
mission between source device 102 and destination device
116, ¢.g., for streaming, playback, broadcasting, telephony,
navigation, and other applications.

[0028] In general, data source 104 represents a source of
data (e.g., raw, unencoded data) and may provide a sequen-
tial series of “frames” of the data to V-DMC encoder 200,
which encodes data for the frames. Data source 104 may, for
example, execute a framework or platform for generating
graphics for video games, augmented reality, stmulations, or
any other such use case. Data source 104 of source device
102 may include a graphics engine that generates raw mesh
data from any combination of one or more sensors coniig-
ured to obtain real-world data. Examples of such sensors
include cameras, 2D scanners, 3D scanners, light detection
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and ranging (LIDAR) devices, video cameras, ultrasonic
sensors, 1nfrared sensors, inertial measurement sensors,
sonar sensors, pressure sensors, thermal imaging sensors,
magnetic sensors, laser range finders, photodetectors, and
the like. In other examples, the graphics engine may gen-
erate meshes that are entirely computer generated, 1.e., not
representative of a real world scene, using modeling, simu-
lation, animation, generative adversarial networks, and the
like. In yet other examples, data source 104 may not include
a graphics engine, but instead, may obtain the mesh data
from a storage umt or other device.

[0029] Regardless of whether the mesh data 1s based on
real-world sensor data, enftirely computer generated,
obtained from an external source, or some combination
thereof, V-DMC encoder 200 encodes the mesh data.
V-DMC encoder 200 may rearrange the frames from the
received order (sometimes referred to as “display order™)
into a coding order for coding. V-DMC encoder 200 may
generate one or more bitstreams including encoded data.
Source device 102 may then output the encoded data via
output interface 108 onto computer-readable medium 110
for reception and/or retrieval by, e.g., input interface 122 of
destination device 116.

[0030] Memory 106 of source device 102 and memory
120 of destination device 116 may represent general purpose
memories. In some examples, memory 106 and memory 120
may store raw data, e.g., raw data from data source 104 and
raw, decoded data from V-DMC decoder 300. Additionally
or alternatively, memory 106 and memory 120 may store
software 1nstructions executable by, e.g., V-DMC encoder
200 and V-DMC decoder 300, respectively. Although
memory 106 and memory 120 are shown separately from
V-DMC encoder 200 and V-DMC decoder 300 in this
example, 1t should be understood that V-DMC encoder 200
and V-DMC decoder 300 may also include internal memo-
ries for functionally similar or equivalent purposes. Further-
more, memory 106 and memory 120 may store encoded
data, e.g., output from V-DMC encoder 200 and input to
V-DMC decoder 300. In some examples, portions of
memory 106 and memory 120 may be allocated as one or
more bullers, e.g., to store raw, decoded, and/or encoded
data. For mstance, memory 106 and memory 120 may store
data representing a mesh.

[0031] Computer-readable medium 110 may represent any
type of medium or device capable of transporting the
encoded data from source device 102 to destination device
116. In one example, computer-readable medium 110 rep-
resents a communication medium to enable source device
102 to transmit encoded data directly to destination device
116 1n real-time, e.g., via a radio frequency network or
computer-based network. Output interface 108 may modu-
late a transmission signal including the encoded data, and
input interface 122 may demodulate the received transmis-
s10n signal, according to a communication standard, such as
a wireless communication protocol. The communication
medium may comprise any wireless or wired communica-
tion medium, such as a radio frequency (RF) spectrum or
one or more physical transmission lines. The communica-
tion medium may form part of a packet-based network, such
as a local area network, a wide-area network, or a global
network such as the Internet. The communication medium
may include routers, switches, base stations, or any other
equipment that may be useful to facilitate communication
from source device 102 to destination device 116.
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[0032] In some examples, source device 102 may output
encoded data from output interface 108 to storage device
112. Similarly, destination device 116 may access encoded
data from storage device 112 via input interface 122. Storage
device 112 may include any of a variety of distributed or
locally accessed data storage media such as a hard drive,
Blu-ray discs, DVDs, CD-ROMs, tflash memory, volatile or
non-volatile memory, or any other suitable digital storage
media for storing encoded data.

[0033] In some examples, source device 102 may output
encoded data to file server 114 or another intermediate
storage device that may store the encoded data generated by
source device 102. Destination device 116 may access stored
data from file server 114 via streaming or download. File
server 114 may be any type of server device capable of
storing encoded data and transmitting that encoded data to
the destination device 116. File server 114 may represent a
web server (e.g., for a website), a File Transfer Protocol
(FTP) server, a content delivery network device, or a net-
work attached storage (NAS) device. Destination device 116
may access encoded data from file server 114 through any
standard data connection, including an Internet connection.
This may include a wireless channel (e.g., a Wi-F1 connec-
tion), a wired connection (e.g., digital subscriber line (DSL),
cable modem, etc.), or a combination of both that 1s suitable
for accessing encoded data stored on file server 114. File
server 114 and iput interface 122 may be configured to
operate according to a streaming transmission protocol, a
download transmission protocol, or a combination thereof.

[0034] Output interface 108 and input interface 122 may
represent wireless transmitters/recervers, modems, wired
networking components (e.g., Ethernet cards), wireless
communication components that operate according to any of
a variety of IEEE 802.11 standards, or other physical com-
ponents. In examples where output interface 108 and input
interface 122 comprise wireless components, output inter-
face 108 and mput interface 122 may be configured to
transier data, such as encoded data, according to a cellular
communication standard, such as 4G, 4G-LTE (Long-Term
Evolution), LTE Advanced, 3G, or the like. In some
examples where output interface 108 comprises a wireless
transmitter, output interface 108 and input interface 122 may
be configured to transfer data, such as encoded data, accord-
ing to other wireless standards, such as an IEEE 802.11
specification, an IEEE 802.15 SpE:Clﬁcatlon (e.g., Z1gBee™),
a Bluetooth™ standard, or the like. In some examples,
source device 102 and/or destination device 116 may include
respective system-on-a-chip (SoC) devices. For example,
source device 102 may include an SoC device to perform the
functionality attributed to V-DMC encoder 200 and/or out-
put interface 108, and destination device 116 may include an
SoC device to perform the functionality attributed to

V-DMC decoder 300 and/or input interface 122.

[0035] The techniques of this disclosure may be applied to
encoding and decoding in support of any of a variety of
applications, such as communication between autonomous
vehicles, communication between scanners, cameras, sen-

sors and processing devices such as local or remote servers,
geographic mapping, or other applications.

[0036] Input interface 122 of destination device 116
receives an encoded bitstream from computer-readable

medium 110 (e.g., a communication medium, storage device
112, file server 114, or the like). The encoded bitstream may
include signaling information defined by V-DMC encoder
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200, which 1s also used by V-DMC decoder 300, such as
syntax elements having values that describe characteristics
and/or processing of coded units (e.g., slices, pictures,
groups ol pictures, sequences, or the like). Data consumer
118 uses the decoded data. For example, data consumer 118
may use the decoded data to determine the locations of
physical objects. In some examples, data consumer 118 may
comprise a display to present imagery based on meshes.

[0037] V-DMC encoder 200 and V-DMC decoder 300
cach may be implemented as any of a variety of suitable
encoder and/or decoder circuitry, such as one or more
microprocessors, digital signal processors (DSPs), applica-
tion specific integrated circuits (ASICs), field programmable
gate arrays (FPGAs), discrete logic, soiftware, hardware,
firmware or any combinations thereol. When the techniques
are 1mplemented partially in software, a device may store
instructions for the software in a suitable, non-transitory
computer-readable medium and execute the instructions 1n
hardware using one or more processors to perform the
techniques of this disclosure. Each of V-DMC encoder 200
and V-DMC decoder 300 may be included in one or more
encoders or decoders, either of which may be integrated as
part ol a combined encoder/decoder (CODEC) 1n a respec-
tive device. A device including V-DMC encoder 200 and/or
V-DMC decoder 300 may comprise one or more integrated
circuits, microprocessors, and/or other types of devices.

[0038] V-DMC encoder 200 and V-DMC decoder 300
may operate according to a coding standard. This disclosure
may generally refer to coding (e.g., encoding and decoding)
of pictures to include the process of encoding or decoding
data. An encoded bitstream generally includes a series of
values for syntax elements representative of coding deci-
sions (e.g., coding modes).

[0039] This disclosure may generally refer to “signaling™
certain information, such as syntax elements. The term
“signaling” may generally refer to the communication of
values for syntax elements and/or other data used to decode
encoded data. That 1s, V-DMC encoder 200 may signal
values for syntax elements in the bitstream. In general,
signaling refers to generating a value in the bitstream. As
noted above, source device 102 may transport the bitstream
to destination device 116 substantially 1n real time, or not in
real time, such as might occur when storing syntax elements

to storage device 112 for later retrieval by destination device
116.

[0040] This disclosure addresses various improvements of

the displacement vector quantization process in the video-
based coding of dynamic meshes (V-DMC) technology that
1s being standardized in MPEG WG7 (3DGH).

[0041] The MPEG working group 7 (W(G7), also known
as the 3D graphics and haptics coding group (3DGH), 1s
currently standardizing the video-based coding of dynamic
mesh representations (V-DMC) targeting XR use cases. The
current test model 1s based on the call for proposals result,

Khaled Mammou, Jungsun Kim, Alexandros Tourapis,
Dimitr1 Podborski, Krasimir Kolarov, [V-CG] Apple’s

Dynamic Mesh Coding CiP Response, ISO/IEC JTCI1/
SC29/WG7, m39281, Apnl 2022, and encompasses the
pre-processing of the input meshes into approximated
meshes with typically fewer vertices named the base
meshes, which are coded with a static mesh coder (cir.
Draco, etc.). In addition, the encoder may estimate the
motion of the base mesh vertices and code the motion
vectors nto the bitstream. The reconstructed base meshes
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may be subdivided into finer meshes with additional vertices
and, hence, additional triangles. The encoder may refine the
positions of the subdivided mesh vertices to approximate the
original mesh. The refinements or vertex displacement vec-
tors may be coded into the bitstream. In the current test
model, the displacement vectors are wavelet transformed,
quantized, and the coeflicients are packed into a 2D frame.
The sequence of frames 1s coded with a typical video coder,
for example, HEVC or VVC, nto the bitstream. In addition,
the sequence of texture frames 1s coded with a video coder.

[0042] FIG. 2 shows an example implementation V-DMC
decoder 300, which may be configured to perform the
decoding process as set forth in WD 2.0 of V-DMC, ISO/
IEC JTC1/SC29/W(G7, N0O0346, January 2023. The pro-
cesses described with respect to FIG. 2 may also be per-

formed, in full or in part, by V-DMC encoder 200.

[0043] V-DMC decoder 300 includes demultiplexer
(DMUX) 302, which receives compressed bitstream b (1)
and separates the compressed bitstream into a base mesh
bitstream (BMB), a displacement bitstream (DB), and an
attribute bitstream (AB). Mode select unit 304 determines 1f
the base mesh data 1s encoded 1n an intra mode or an inter
mode. If the base mesh 1s encoded 1n an intra mode, then
static mesh decoder 306 decodes the mesh data without
reliance on any previously decoded meshes. If the base mesh
1S encoded 1in an inter mode, then motion decoder 308
decodes motion, and base mesh reconstruction unit 310
applies the motion to an already decoded mesh (m"(3))
stored 1n mesh bufler 312 to determine a reconstructed
quantized base mesh (m'(1))). Inverse quantization unit 314
applies an 1nverse quantization to the reconstructed quan-
tized base mesh to determine a reconstructed base mesh

(m"(1)).

[0044] Video decoder 316 decodes the displacement bait-
stream to determine a set or frame of quantized transform
coellicients. Image unpacking unit 318 unpacks the quan-
tized transform coeflicients. For example, video decoder 316
may decode the quantized transiorm coellicients into a
frame, where the quantized transform coeflicients are orga-
nized into blocks with particular scanning orders. Image
unpacking unit 318 converts the quantized transform coet-
ficients from being organized in the frame into an ordered
series. In some implementations, the quantized transiform
coellicients may be directly coded, using a context-based
arithmetic coder for example, and unpacking may be unnec-

essary.

[0045] Regardless of whether the quantized transform
coellicients are decoded directly or in a frame, inverse
quantization unit 320 mverse quantizes, €.g., inverse scales,
quantized transform coethlicients to determine de-quantized
transform coeflicients. Inverse wavelet transform unit 322
applies an 1mnverse transform to the de-quantized transform
coellicients to determine a set of displacement vectors.
Deformed mesh reconstruction unit 324 deforms the recon-

structed base mesh using the decoded displacement vectors
to determine a decoded mesh (M"(1)).

[0046] Video decoder 326 decodes the attribute bitstream
to determine decoded attribute values (A'(1)), and color
space conversion unit 328 converts the decoded attribute
values 1nto a desired color space to determine final attribute
values (A"(1)). The final attribute values correspond to
attributes, such as color or texture, for the vertices of the
decoded mesh.
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[0047] A detailed description of the proposal that was
selected as the starting point for the V-DMC standardization
can be found in m59281. The following description will
detail the displacement vector coding 1n the current V-DMC

test model and WD 2.0.

[0048] V-DMC encoder 200 and V-DMC decoder 300
may be configured to perform preprocessing. FIG. 3 illus-
trates the basic i1dea behind the proposed pre-processing
scheme by using a 2D curve. The same concepts are applied
to the input 3D mesh M(1) to produce a base mesh m(1) and
a displacement field d(1).

[0049] In FIG. 3, the mnput 2D curve (represented by a 2D
polyline), referred to as the “original” curve, 1s first down-
sampled to generate a base curve/polyline, referred to as the
“decimated” curve. A subdivision scheme, such as that
described in Garland et al, Surface Simplification Using
Quadric Error Metrics (https://www.cs.cmu.edu/~garland/
Papers/quadrics.pdf), 1s then applied to the decimated
polyline to generate a “subdivided” curve. For instance, in
FIG. 3, a subdivision scheme using an 1terative interpolation
scheme 1s applied. It consists of inserting at each 1teration a
new point 1n the middle of each edge of the polyline. In the
example illustrated, two subdivision iterations were applied.
[0050] The proposed scheme 1s independent of the chosen
subdivision scheme and may be combined with other sub-
division schemes. The subdivided polyline 1s then deformed
to get a better approximation of the original curve. More
precisely, a displacement vector 1s computed for each vertex
of the subdivided mesh (arrows 402 in FIG. 3) such that the
shape of the displaced curve 1s as close as possible to the
shape of the original curve (see FIG. 4). As illustrated by
portion 404 of the displaced curve and portion 406 of the
original curve, for example, the displaced curve may not
perfectly match the original curve.

[0051] An advantage of the subdivided curve 1s that 1t has
a subdivision structure that allows eflicient compression,
while it offers a faithiful approximation of the original curve.
The compression efliciency 1s obtained thanks to the fol-
lowing properties:

[0052] The decimated/base curve has a low number of
vertices and requires a limited number of bits to be
encoded/transmitted.

[0053] The subdivided curve 1s automatically generated
by the decoder once the base/decimated curve 1s
decoded (i.e., no need for any information other than
the subdivision scheme type and subdivision iteration
count).

[0054] The displaced curve 1s generated by decoding
the displacement vectors associated with the subdi-
vided curve vertices. Besides allowing for spatial/
quality scalability, the subdivision structure enables

cilicient transforms such as wavelet decomposition,

which can offer high compression performance.

[0055] FIG. 5 shows a block diagram of pre-processing
system 500 which may be included in V-DMC encoder 200
or may be separate from V-DMC encoder 200. In the
example of FIG. 5, pre-processing system 500 includes
mesh decimation unit 510, atlas parameterization unit 520,
and subdivision surface fitting unit 530.

[0056] Mesh decimation unit 510 uses a simplification
technique to decimate the mput mesh M(1) and produce the
decimated mesh dm(i). The decimated mesh dm(i) 1s then
re-parameterized by atlas parameterization unit 520, which
may for example use the UVAtlas tool. The generated mesh

Oct. 17, 2024

1s denoted as pm(1). The UVAtlas tool considers only the
geometry information of the decimated mesh dm(1) when
computing the atlas parameterization, which 1s likely sub-
optimal for compression purposes. Better parameterization
schemes or tools may also be considered with the proposed
framework.

[0057] Applying re-parameterization to the input mesh
makes it possible to generate a lower number of patches.
This reduces parameterization discontinuities and may lead
to better RD performance. Subdivision surface fitting unit
530 takes as input the re-parameterized mesh pm(1) and the
input mesh M(1) and produces the base mesh m(1) together
with a set of displacements d(1). First, pm(1) 1s subdivided by
applying the subdivision scheme. The displacement field
d(1) 1s computed by determining for each vertex of the
subdivided mesh the nearest point on the surface of the
original mesh M(1).

[0058] For the Random Access (RA) condition, a tempo-
rally consistent re-meshing may be computed by considering
the base mesh m(j) of a reference frame with index j as the
input for subdivision surface fitting unit 530. This makes 1t
possible to produce the same subdivision structure for the
current mesh M'(1) as the one computed for the reference
mesh M'(3). Such a re-meshing process makes 1t possible to
skip the encoding of the base mesh m(1) and re-use the base
mesh m(y) associated with the reference frame M(j). This
may also enable better temporal prediction for both the
attribute and geometry information. More precisely, a
motion field 1(1) describing how to move the vertices of m(j)
to match the positions of m(i1) 1s computed and encoded.
Note that such time-consistent re-meshing 1s not always
possible. The proposed system compares the distortion
obtained with and without the temporal consistency con-
straint and chooses the mode that offers the best RID com-
promise.

[0059] Note that the pre-processing system 1s not norma-
tive and may be replaced by any other system that produces
displaced subdivision surfaces. A possible eflicient 1mple-
mentation would constrain the 3D reconstruction unit to
directly generate displaced subdivision surface and avoids
the need for such pre-processing.

[0060] V-DMC encoder 200 and V-DMC decoder 300
may be configured to perform displacements coding.
Depending on the application and the targeted bitrate/visual
quality, the encoder may optionally encode a set of displace-
ment vectors associated with the subdivided mesh vertices,
referred to as the displacement field d(1), as described in this

section. The intra encoding process, which may be per-
formed by V-DMC encoder 200, 1s illustrated in FIG. 6.

[0061] FIG. 6 includes the following abbreviations:
[0062] m(1)—Base mesh
[0063] d(1)—Displacements
[0064d] m"(1)—Reconstructed Base Mesh
[0065] d"(1)—Reconstructed Displacements
[0066] A (1)—Attribute Map
[0067] A'(1)—Updated Attribute Map
[0068] M(1)—Static/Dynamic Mesh
[0069] DM()—Reconstructed Deformed Mesh
[0070] m'(1)—Reconstructed Quantized Base Mesh
[0071] d'(G)—Updated Displacements
[0072] e (1)—Wavelet Coellicients
[0073] ¢'(1)—Quantized Wavelet Coetlicients
[0074] pe'(1)—Packed Quantized Wavelet Coellicients




US 2024/0348825 Al

[0075] rpe'(1)}—Reconstructed Packed Quantized Wave-
let Coethicients

[0076] AB—Compressed attribute bitstream

[0077] DB—Compressed displacement bitstream

[0078] BMB—Compressed base mesh bitstream

[0079] V-DMC encoder 200 receives base mesh m(1) and
displacements d(1), for example from pre-processing system
500 of FIG. 5. V-DMC encoder 200 also retrieves mesh M(1)
and attribute map A (1).

[0080] Quantization unit 602 quantizes the base mesh, and
static mesh encoder 604 encodes the quantized based mesh
to generate a compressed base mesh bitstream.

[0081] Daisplacement update unit 608 uses the recon-
structed quantized base mesh m'(1) to update the displace-
ment field d(1) to generate an updated displacement field
d'(1). This process considers the differences between the
reconstructed base mesh m'(1) and the original base mesh
m(1). By exploiting the subdivision surface mesh structure,
wavelet transform unit 610 applies a wavelet transform to
d'(1) to generate a set of wavelet coefficients. The scheme 1s
agnostic of the transform applied and may leverage any
other transform, including the i1dentity transform. Quantiza-
tion unit 612 quantizes wavelet coefficients, and 1mage
packing unit 614 packs the quantized wavelet coefficients
into a 2D 1mage/video that can be compressed using a
traditional 1mage/video encoder in the same spirit as V-PCC
to generate a displacement bitstream.

[0082] Attribute transfer unit 630 converts the original
attribute map A (1) to an updated attribute map that corre-
sponds to the reconstructed deformed mesh DM(1). Padding
unit 632 pads the updated attributed map by, for example,
filling patches of the frame that have empty samples with
interpolated samples that may improve coding efficiency and
reduce artifacts. Color space conversion unit 634 converts
the attribute map into a different color space, and video
encoding unit 636 encodes the updated attribute map in the
new color space, using for example a video codec, to
generate an attribute bitstream.

[0083] Multiplexer 638 combines the compressed attribute
bitstream, compressed displacement bitstream, and com-
pressed base mesh bitstream 1nto a single compressed bit-
stream.

[0084] Image unpacking unit 618 and inverse quantization
unit 620 apply 1mage unpacking and inverse quantization to
the reconstructed packed quantized wavelet coefficients gen-
erated by video encoding unit 616 to obtain the recon-
structed version of the wavelet coefficients. Inverse wavelet
transform unit 622 applies and inverse wavelet transform to
the reconstructed wavelet coefficient to determine recon-
structed displacements d"(1).

[0085] Inverse quantization unit 624 applies an inverse
quantization to the reconstructed quantized base mesh m'(1)
to obtain a reconstructed base mesh m"(1). Deformed mesh
reconstruction unit 628 subdivides m"(1) and applies the
reconstructed displacements d"(1) to its vertices to obtain the
reconstructed deformed mesh DM(1).

[0086] Image unpacking unit 618, inverse quantization
unit 620, inverse wavelet transform unit 622, and deformed
mesh reconstruction unit 628 represent a displacement
decoding loop. Inverse quantization unit 624 and deformed
mesh reconstruction unit 628 represent a base mesh decod-
ing loop. Mesh encoder 600 includes the displacement
decoding loop and the base mesh decoding loop so that mesh
encoder 600 can make encoding decisions, such as deter-
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mining an acceptable rate-distortion tradeoff, based on the
same decoded mesh that a mesh decoder will generate,
which may include distortion due to the quantization and
transforms. Mesh encoder 600 may also use decoded ver-
sions of the base mesh, reconstructed mesh, and displace-
ments for encoding subsequent base meshes and displace-
ments.

[0087] Control unit 650 generally represents the decision
making functionality of V-DMC encoder 200. During an
encoding process, control unit 650 may, for example, make
determinations with respect to mode selection, rate alloca-
tion, quality control, and other such decisions.

[0088] FIG. 7 shows a block diagram of an intra decoder
which may, for example, be part of V-DMC decoder 300.
De-multiplexer (DMUX) 702 separates compressed bit-
stream (b1) 1nto a mesh sub-stream, a displacement sub-
stream for positions and potentially for each vertex attribute,
zero or more attribute map sub-streams, and an atlas sub-
stream containing patch information in the same manner as

in V3C/V-PCC.

[0089] De-multiplexer 702 feeds the mesh sub-stream to
static mesh decoder 706 to generate the reconstructed quan-
tized base mesh m'(1). Inverse quantization unit 714 inverse
quantizes the base mesh to determine the decoded base mesh
m"(1). Video/image decoding unit 716 decodes the displace-
ment sub-stream, and 1mage unpacking unit 718 unpacks the
image/video to determine quantized transform coefficients,
e.g., wavelet coefficients. Inverse quantization unit 720
inverse quantizes the quantized transform coefficients to
determine dequantized transform coefficients. Inverse trans-
form unit 722 generates the decoded displacement field d" (1)
by applying the inverse transform to the unquantized coef-
ficients. Deformed mesh reconstruction unit 724 generates
the final decoded mesh (M"(1)) by applying the reconstruc-
tion process to the decoded base mesh m"(1) and by adding
the decoded displacement field d"(1). The attribute sub-
stream 1s directly decoded by video/image decoding unit 728
to generate an attribute map A"(1). Color format/space
conversion unit may convert the attribute map into a differ-
ent format or color space.

[0090] V-DMC encoder 200 and V-DMC decoder 300
may be configured to implement a subdivision scheme.
Various subdivision schemes may be used. A possible solu-
tion 1s the mid-point subdivision scheme, which at each
subdivision 1iteration subdivides each triangle into 4 sub-
triangles as described 1in FIG. 8. New vertices are introduced
in the middle of each edge. The subdivision process is
applied independently to the geometry and to the texture
coordinates since the connectivity for the geometry and for
the texture coordinates 1s usually different. The sub-division
scheme computes the position Pos(v,,) of a newly intro-
duced vertex v,, at the center of an edge (v,, v,), as follows:

Pos(v) = % (Pos(vy) + Pos(v,)),

[0091] where Pos(v,) and Pos(v,) are the positions of the
vertices v, and v,.

[0092] The same process 1s used to compute the texture
coordinates of the newly created vertex. For normal vectors,
an extra normalization step 1s applied as follows:
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[0093] here:
[0094] N(v;,), N(v,), and N(v,) are the normal vectors
associated with the vertices v,, v, and v,, respectively.
[0095] |x|| 1s the norm?2 of the vector X.
[0096] V-DMC encoder 200 and V-DMC decoder 300
may be configured to apply wavelet transforms. Various
wavelet transforms may be applied. The results reported for
C1P are based on a linear wavelet transform.
[0097] The prediction process 1s defined as follows:

1
Signal(v) « Signal(v) — E(Signal(vl) + Signal(v,))

[0098] where
[0099] v 1s the vertex introduced 1n the middle of the
edge (v,, v,), and
[0100] Signal(v), Signal(v,), and Signal(v,) are the val-
nes of the geometry/vertex attribute signals at the
vertices v, v, and v,, respectively.
[0101] The update process 1s defined as follows:

1
Signal(v) « Signal() + 2 Z Signal(w)

%
WeY
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[0106] V-DMC encoder 200 and V-DMC decoder 300
may be configured to implement packing of wavelet coel-
ficients. The following scheme 1s used to pack the wavelet
coefficients 1nto a 2D 1mage:

[0107] Traverse the coefficients from low to high fre-
quency.

[0108] For each coefficient, determine the index of the
NXxM pixel block (e.g., N=M=16) in which it should be
stored following a raster order for blocks.

[0109] The position within the NxM pixel block 1s
computed by using a Morton order to maximize local-

1ty.
[0110] Other packing schemes may be used (e.g., zigzag
order, raster order). The encoder may explicitly signal in the
bitstream the used packing scheme (e.g., atlas sequence

parameters). This may be done at patch, patch group, tile, or
sequence level.

[0111] V-DMC encoder 200 may be configured to dis-
placement video encoding. The proposed scheme 1s agnostic
of which video coding technology 1s used. When coding the
displacement wavelet coefficients, a lossless approach may
be used since the quantization i1s applied in a separate
module. Another approach 1s to rely on the video encoder to
compress the coefficients 1n a lossy manner and apply a
quantization either 1n the original or transform domain.

[0112] V-DMC encoder 200 and V-DMC decoder 300 may
be configured to process a lifting transform parameter set
and associated semantics, an example of which 1s shown 1n

the table below.

Descriptor
vinc__lifting__transform__parameters( index, ltpIndex ){
vinc__transform__lifting skip_ update_ flag[index][ ltpIndex ] u(l)
vinc__transform__lifting quantization__parameters_ x[index][ ltpIndex u(6)
vinc__transform__lifting quantization__parameters__y[index][ ltpIndex u{6)
vinc__transform__lifting quantization__parameters_ z[index][ ltpIndex u(6)
vinc__transform__log2 lifting_ lod_inverse_ scale_ x[index][ ltpIndex |  ue(v)
vinc__transtform__log2_ lifting  lod_ inverse_ scale_ y[index][ ltpIndex |  ue(v)
vinc__transform__log2_ lifting_ lod__inverse__scale_ z[index][ ltpIndex |  ue(v)
vinc__transform__log2 lifting update  weight[index][ ltpIndex ] ue(v)
vinc__transform__log2_ lifting_ prediction__weight[index][ ltpIndex ] ue(v)

[0102] where v* 1s the set of neighboring vertices of the
vertex v.

[0103] Note that the scheme allows to skip the update
process. The wavelet coefficients may be quantized e.g., by
using a uniform quantizer with a dead zone.
[0104] Local vs. Canonical Coordinate System for Dis-
placements will now be discussed. The displacement field
d(1) 1s defined 1n the same cartesian coordinate system as the
input mesh. A possible optimization 1s to transform d(1) from
this canonical coordinate system to a local coordinate sys-
tem, which 1s defined by the normal to the subdivided mesh
at each vertex.
[0105] A potential advantage of considering a local coor-
dinate system for the displacements 1s the possibility to
quantize more heavily the tangential components of the
displacements compared to the normal component. In fact,
the normal component of the displacement has more sig-
nificant 1impact on the reconstructed mesh quality than the
two tangential components.

[0113] syntax_element[1][ltpIndex] with 1 equal to 0 may
be applied to the displacement. syntax_element[1][ltpIndex]
with 1 equal to non-zero may be applied to the (1—1)-th
attribute, where ltpIndex 1s the index of the lifting transform
parameter set list.

[0114] vmc_transform_lifting_skip_update_flag[i][1tpIn-

dex] equal to 1 indicates the step of the lifting transform
applied to the displacement 1s skipped 1n the vmc_hifting_
transform_parameters(index, Iptlndex) syntax structure,
where ltpIndex 1s the index of the lifting transform param-
eter set list. vmc_transform_lifting_skip_update_flag[1][1t-
pIndex ] with 1 equal to O may be applied to the displacement.
vmc_transform_lifting_skip_update_flag[i][ltpIndex] with 1
equal to non-zero may be applied to the (1—1)-th attribute.

[0115] vmc_transform_lifting quantization_parameters_x
[1][1tpIndex] indicates the quantization parameter to be used
for the inverse quantization of the Xx-component of the
displacements wavelets coefficients. The value of vmc_
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transform_lifting quantization_parameters_x[index|[ltpln-
dex] shall be in the range of 0 to 51, inclusive.

[0116] wvmc_transform_lifting_quantization_parameters_y
[1][I1tpIndex] indicates the quantization parameter to be used
for the nverse quantization of the y-component of the
displacements wavelets coeflicients. The value of vmc_
transform_lifting quantization_parameters_x[index|[ltpln-
dex] shall be 1n the range of 0 to 51, inclusive.

[0117] wvmc_transform_lifting_quantization_parameters_z
[1][ItpIndex] indicates the quantization parameter to be used
for the mverse quantization ol the z-component of the
displacements wavelets coellicients. The value of vmc_
transform_lifting quantization_parameters_x[index|[ltpln-
dex] shall be i the range of 0 to 51, inclusive.

[0118] wvmc_transtorm_log2 lifting lod_inverse_scale_x
[1][ItpIndex] indicates the scaling factor applied to the
x-component of the displacements wavelets coellicients for
cach level of detail.

[0119] wvmc_transtorm_log2 lifting lod inverse_scale_y
[1][ltpIndex] indicates the scaling factor applied to the
y-component of the displacements wavelets coetlicients for
cach level of detail.

[0120] wvmc_transform_log2 lifting lod inverse_scale z
[1][ItpIndex] indicates the scaling factor applied to the
z-component of the displacements wavelets coeflicients for
cach level of detail.
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[0130] The output of this process 1s dispQuantCoeilArray,
which 1s a 2D array of size positionCountx3 indicating the
quantized displacement wavelet coetlicients.

[0131] Let the function extracOddBits(x) be defined as
follows:

X = extracOddBits( x ) {
X =X & 0X3535555555
x = (x | (x >> 1)) & 033333333
x = (x | (x >> 2)) & OXxOFOFOFOF
x = (x | (x >> 4)) & OxO0FFOOFF
x = (x | (x >> 8)) & Ox0000FFFF

[0132] Let the function computeMorton2D(1) be defined
as follows:

(X, y) = computeMorton2D( i ) {
X = extracOddBits( 1 >> 1)
y = extracOddBits( 1 )

)

[0133] The wavelet coeflicients inverse packing process
proceeds as follows:

pixelsPerBlock = blockSize * blockSize

widthInBlocks = width / blockSize

shift = (1 << bitDepth) >> 1

for( v = 0; v < positionCount; v++ ) {
blockIndex = v / pixelsPerBlock
indexWithinBlock = v % pixelsPerBlock
x0 = (blocklndex % widthInBlocks) * blockSize
y0 = (blockIlndex / widthInBlocks) * blockSize
( X, v ) = computeMorton2D(indexWithinBlock)

X =X0 + X
y=y0+y

for(d=0;d<3;d++ )4
dispQuantCoeffArray[ v |[ d | = dispQuantCoeffFrame[ x [ v ][ d | — shuift

h
h

[0121] vmc_transform_log2 lifting update_weight|1][1t-
plndex] indicates the weighting coetlicients used for the
update filter of the wavelet transform.

[0122] wvmc_transform_log2 lifting prediction_weight[i]
[ItpIndex] the weighting coeflicients used for the prediction
filter of the wavelet transform.

[0123] V-DMC decoder 300 may be configured to perform
inverse 1mage packing of wavelet coethicients. Inputs to this
process are:

[0124] width, which 1s a variable indicating the width of
the displacements video frame,

[0125] height, which 1s a vaniable indicating the height
of the displacements video frame,

[0126] bitDepth, which 1s a vanable indicating the bit
depth of the displacements video frame,

[0127] dispQuantCoeflFrame, which 1s a 3D array of
s1ize widthxheightx3 indicating the packed quantized
displacement wavelet coellicients.

[0128] blockSize, which 1s a variable indicating the size
of the displacements coellicients blocks,

[0129] positionCount, which 1s a variable indicating the
number of positions in the subdivided submesh.

[0134] V-DMC decoder 300 may be configured to perform
inverse quantization ol wavelet coeflicients. Inputs to this

Proccss arc.

[0135] positionCount, which 1s a variable indicating the
number of positions in the subdivided submesh.

[0136] dispQuantCoellArray, which 1s a 2D array of
s1ze positionCountx3 mdicating the quantized displace-
ment wavelet coetlicients.

[0137] subdivisionlterationCount, which 1s a variable
indicating the number of subdivision 1terations.

[0138] liftingQP, which 1s a 1D array of size 3 indicat-
ing the quantization parameter associated with the three
displacement dimensions.

[0139] liftingl.evelOfDetaillnverseScale, which 1is a 1D
array of size 3 indicating the inverse scale factor
associated with the three displacement dimensions

[0140] levelOfDetail AttributeCounts, a 1D array of size
(subdivisionlterationCount+1) indicating the number
of attributes associated with each subdivision 1teration.

[0141] bitDepthPosition, which 1s a variable indicating
the bit depth of the mesh positions, e.g., the bit depth
of coordinates of the vertices.
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[0142] The output of this process 1s dispCoell Array, which
1s a 2D array of size positionCountx3 indicating the dequan-
tized displacement wavelet coetlicients.

[0143] The wavelet coellicients inverse quantization pro-
cess proceeds as follows:

for (d =0; d < 3; ++d) {
qp = liftingQP[ d ]
iscale[ d | = qp >= 0 ? pow( 0.5, 16 — bitDepthPosition + (4 - qp ) / 6)
ilodScale[ d | = liftingl.evel OfDetaillnverseScale[ d |
h
veountl = 0
for( i = 0; i < subdivisionlterationCount; i++ ) {
veountl = levelOfDetail AttributeCounts| 1 |
for( v = veountQ; v < vcountl; v++ ) {

for(d=0;d <3; d++ )+

)
h

veount = vecountl
for(d=0;d<3;d++ ) {
iscale[d] *= 1lodScale[ d ]
h
h

dispCoeffArray[ v |[ d | = dispQuantCoeffArray[ v |[ d | * 1scale[ k ]

[0144] V-DMC decoder 300 may be configured to apply
an 1nverse linear wavelet transform. Inputs to this process
are:

[0145] positionCount, which 1s a vaniable indicating the
number of positions in the subdivided submesh.

[0146] dispCoellArray, which 1s a 2D array of size
positionCountx3 indicating the displacement wavelet
coellicients.

[0147] levelOfDetail AttributeCounts, a 1D array of size
(subdivisionlterationCount+1) indicating the number
of attributes associated with each subdivision 1teration.

[0148] edges, which 1s a 2D array of size position-
Countx2 which indicates for each vertex v produced by
the subdivision process described above, the two 1ndi-
ces (a, b) of the two vertices used to generated 1t (1.e.,
v generated as the middle of the edge (a, b)).

[0149] updateWeight, which 1s a variable indicating the
lifting update weight.

[0150] predWeight, which 1s a variable indicating the
lifting prediction weight.

[0151] skipUpdate, which 1s a wvariable indicating
whether the update operation should be skipped (when
1) or not (when 0).

[0152] The output of this process 1s dispArray, which 1s a

2D array of size positionCountx3 indicating the displace-
ments to be applied to the mesh positions.

[0153] The inverse wavelet transtorm process proceeds as
follows:

for( i = 0; i < subdivisionlterationCount; i++ ) {
veountO = levelOfDetail AttributeCounts|i1]
veountl = levelOfDetail AttributeCounts[1 + 1]
for ( v = veount0; skipUpdate == 0 && v < veountl; ++v ) {
a = edges[v][0]
b = edges[v][1]
for(d=0;d <3; d++ ) {
disp = updateWeight * dispCoeflArray[v][d]
signal[a][d] —= disp
signal[b][d] —= disp
h
h

: 0.0
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-continued

for ( v = vcountO; skipUpdate == 0 && v < veountl; ++v ) {
a = edges[v][0]

-continued

b = edges[v][1]
for(d=0;d<3; d++ ) {
dispCoeffArray[v][d] +=
predWeight * (dispCoeffArray[a][d] +
dispCoefl Array[b][d])

h
h
)

for ( v = 0; v < positionCount; ++v ) {
for(d=0;d<3;d++ )+
dispArray[v][d] = dispCoeffArray[v][d]
h
h

[0154] V-DMC decoder 300 may be configured to perform
positions displacement. The mputs of this process are:

[0155] positionCount, which 1s a variable indicating the
number of positions in the subdivided submesh.

[0156] positionsSubdiv, which 1s a 2D array of size
positionCountx3 indicating the positions of the subdi-
vided submesh.

[0157] dispArray, which 1s a 2D array of size position-
Countx3 indicating the displacements to be applied to
the mesh positions.

[0158] normals, which 1s a 2D array of size position-
Countx3 1ndicating the normals to be used when apply-
ing the displacements to the submesh positions.

[0159] tangents, which 1s a 2D array of size position-
Countx3 indicating the tangents to be used when apply-
ing the displacements to the submesh positions.

[0160] bitangents, which 1s a 2D array of size position-
Countx3 indicating the tangents to be used when apply-
ing the displacements to the submesh positions.

[0161] The output of this process i1s positionsDisplaced,
which 1s a 2D array of size positionCountx3 indicating the
positions of the displaced subdivided submesh.
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[0162]
follows:

for ( v = 0; v < positionCount; ++v ) {
for( d =0; d <3; d++ ) {

The positions displacement process proceeds as

positionsDisplaced[ v ][ d | = positionsSubdiv[ v |[ d | +

dispArray[ v [[ O | * nommals[ v ][ d ]| +
dispArray[ v |[ 1 ] * tangents[ v ][ d | +
dispArray[ v |[ 2 | * bitangents| v |[ d ]
h
h
[0163] As described above with respect to mverse quan-

tization of wavelet coellicients, the 1nverse quantization
scale to be applied to the component “d” wavelet coeflicient
1s obtained based on the quantization parameter (“qp” or
“QP” or “vmc_transform_lifting_quantization_parameters_

x/y/z”) using the following pseudocode formula:

iscale[d]=gp>=07pow(0.5,16-bitDepthPosition+(4-

gp)/6):0.0
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[0164] Where bitDepthPosition 1s the bitdepth of the
position coordinates.
[0165] Conversely, the forward quantization scale to be
applied to the component “d” wavelet coetlicient 1s obtained
based on the quantization parameter using the following
pseudocode formula:

scale[d]|=gp>=07pow(2.0,16-bitDepthPosition+{4-
gp)/6):0.0

[0166] In general, the applied transform 1s not restricted to
the wavelet transform (lifting) but can be any transform
including the identity transform.

[0167] The following Table 1 enumerates scale and
iverse scale (1Scale) values obtained for various position
bitdepths and quantization parameters. For example, 1t can
be observed that the “lossless™ quantization parameter 1s 4,
or scale/1Scale equals 1.0, for the bitdepth 16 while for
bitdepth 8 1t 1s 52. With every decrease of position bitdepth
by 2, the QP value that corresponds to lossless quantization
increases with 12 units. For example, for position bitdepth

equal to 12 the lossless QP value equals 28, while 1t equals
40 for bitdepth 10, 52 for bitdepth 8, 64 for bitdepth 6, and
SO On.

TABLE 1

Scale and inverse scale values for various position bitdepths.

bit DepthPosition

scale bitDepthPosition
QP 8 10
0 406.37467 101.59367
1 362.03867 90.50967
2 32253979 R0.63495
3 287.35028 71.83757
4  256.00000 64.00000
5  228.07007 57.01752
6 203.18733 50.79683
7 181.01934 45.25483
8 161.26989 40.31747
9 143.67514 35.91R879
10 128.00000  32.00000
11 114.03504 28.50876
12 101.59367 25.39842
13 90.50967 22.62742
14 80.63495 20.15874
15 71.83757 17.95939
16 64.00000 16.00000
17 57.01752 14.2543%
18 50.79683 12.69921
19 45.25483  11.31371
20 40.31747 10.07937
21 35.91879 8.97970
22 32.00000 8.00000
23 28.50876 7.12719
24 25.39842 6.34960
25 22.62742 5.65685
26 20.15874 5.03968
27 17.95939 448985
28 16.00000 4.00000
29 14.25438 3.56359
30 12.69921 3.17480
31 11.31371 2.82843
32 10.07937 2.51984
33 8.97970 2.24492
34 8.00000 2.00000
35 7.12719 1.78180
36 6.34960 1.58740
37 5.65685 1.41421
38 5.03968 1.25992
39 4.48985 1.12246
40 4.00000 1.00000
41 3.56359 0.89090
42 3.174R0 0.79370

12 16 15cale 8 10 12 16
25.39842 1.58740 0.0025 0.0098% 0.0394 0.6300
22.62742 1.41421 0.0028 0.0110 0.0442 0.7071
20.15874 1.25992 0.0031 0.0124 0.0496 0.7937
17.95939 1.12246 0.0035 0.0139 0.0557 0.8909
16.00000 1.00000 0.0039 0.0156 0.0625 1.0000
14.2543% 0.89090 0.0044 0.0175 0.0702 1.1225
12.69921 0.79370 0.0049 0.0197 0.0787 1.2599
11.31371 0.70711 0.0055 0.0221 0.0884 1.4142
10.07937 0.62996 0.0062 0.0248 0.0992 1.5874

8.97970 0.56123 0.0070 0.02778 0.1114 1.7818
8.00000 0.50000 0.0078 0.0313 0.1250 2.0000
7.12719 0.44545 0.0088 0.0351 0.1403 2.2449
6.34960 0.39685 0.0098 0.0394 0.1575 2.5198
5.65685 0.35355 0.0110 0.0442 0.1768 2.82%84
5.03968 0.3149% 0.0124 0.0496 0.1984 3.1748
4.48985 0.28062 0.0139 0.0557 0.2227 3.5636
4.00000 0.25000 0.0156 0.0625 0.2500 4.0000
3.56359 0.22272 0.0175 0.0702 0.2806 4.4898%
3.17480 0.19843 0.0197 0.0787 0.3150 5.0397
2.82843 0.17678 0.0221 0.0884 0.3536 5.6569
2.519%4 0.15749 0.0248 0.0992 0.3969 0.3496
2.24492 0.14031 0.027% 0.1114 0.4454 7.1272
2.00000 0.12500 0.0313 0.1250 0.5000 8.0000
1.78180 0.11136 0.0351 0.1403 0.5612 8.9797
1.58740 0.09921 0.0394 0.1575 0.6300 10.0794
1.41421 0.08839 0.0442 0.1768 0.7071 11.3137
1.25992 0.07875 0.0496 0.19%84 0.7937 12.6992
1.12246 0.07015 0.0557 0.2227 0.8909 14.2544
1.00000 0.06250 0.0625 0.2500 1.0000 16.0000
0.89090 0.0556% 0.0702 0.2806 1.1225 17.9594
0.79370 0.04961 0.0787 0.3150 1.2599 20,1587
0.70711 0.04419 0.0884 0.3536 1.4142 22.6274
0.62996 0.03937 0.0992 0.3969 1.5%74 25.3984
0.56123 0.03508% 0.1114 0.4454 1.7818 28.5088%
0.50000 0.03125 0.1250 0.5000 2.0000 32.0000
0.44545 0.02°784 0.1403 0.5612 2.2449 35.9188%
0.39685 0.02480 0.1575 0.6300 2.5198 40.3175
0.35355 0.02210 0.176% 0.7071 2.82%84 45.254%
0.31498 0.01969 0.1984 0.7937 3.174% 50.7968
0.28062 0.01754 0.2227 0.8909 3.5636 57.0175
0.25000 0.01563 0.2500 1.0000 4.0000 64.0000
0.22272 0.01392 0.2806 1.1225 4.4898% 71.8376
0.19843 0.01240 0.3150 1.2599 5.0397 80.6349
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Scale and inverse scale values for various position bitdepths.

TABLE 1-continued
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bit DepthPosition

scale bitDepthPosition
QP 8 10 12 16 15cale 8
43 2.82843 0.70711 0.17678 0.01105 0.3536
44  2.51984 0.62996 0.15749 0.00984 0.3969
43 2.24492 0.56123 0.14031 0.00877 0.4454
46 2.00000 0.50000 0.12500 0.00781 0.5000
47 1.78180 0.44545 0.11136 0.00696 0.5612
4% 1.58740 0.39685 0.09921 0.00620 0.6300
49 1.41421 0.35355 0.08839 0.00552 0.7071
50 1.25992 0.31498 0.07875 0.00492 0.7937
51 1.12246 0.28062 0.07015 0.00438 0.8909
52 1.00000 0.25000 0.06250 0.00391 1.0000
53 0.89090 0.22272 0.05568 0.00348 1.1225
54 079370 0.19843 0.04961 0.00310 1.2599
35 0.70711 0.17678 0.04419 0.00276 1.4142
56 0.62996 0.15749 0.03937 0.00246 1.5874
57 0.56123 0.14031 0.03508 0.00219 1.7818
58 0.50000 0.12500 0.03125 0.00195 2.0000
59 0.44545 0.11136 0.02784 0.00174 2.2449
60  0.39685 0.09921 0.024%80 0.00155 2.5198
61 0.35355 0.08839 0.02210 0.00138 2.8284
02 0.31498 0.07875 0.01969 0.00123 3.1748
63 0.28062 0.07015 0.01754 0.00110 3.5636
64  0.25000 0.06250 0.01563 0.00098 4.0000
63 0.22272 0.05568 0.01392 0.00087 4.489%
66 0.19843 0.04961 0.01240 0.00078 5.0397
67 0.17678 0.04419 0.01105 0.00069 5.6569
O& 0.15749 0.03937 0.00984 0.00062 0.3496
69  0.14031 0.03508 0.00877 0.00055 7.12772
70 0.12500 0.03125 0.007%81 0.00049 8.0000
71 0.11136 0.027%84 0.00696 0.00044 8.9797
72 0.09921 0.02480 0.00620 0.00039 10.0794
73 0.08839 0.02210 0.00552 0.00035 11.3137
74 0.07875 0.01969 0.00492 0.00031 12.6992
75 0.07015 0.01754 0.00438 0.00027 14.2544
76 0.06250 0.01563 0.00391 0.00024 16.0000
77 0.05568 0.01392 0.00348 0.00022 17.9594
78 0.04961 0.01240 0.00310 0.00019 20,1587
79 0.04419 0.01105 0.00276 0.00017 22.6274
80 0.03937 0.00984 0.00246 0.00015 25.3984
81 0.03508 0.00877 0.00219 0.00014 28.508%
82  0.03125 0.00781 0.00195 0.00012 32.0000
83 0.02784 0.00696 0.00174 0.00011 35.918%
84  0.02480 0.00620 0.00155 0.00010 40.3175
83 0.02210 0.00552 0.00138 0.00009 45.2548
86 0.01969 0.00492 0.00123 0.00008 50.7968
87 0.01754 0.00438 0.00110 0.00007 57.0175
8& 0.01563 0.00391 0.00098 0.00006 64.0000
89 0.01392 0.00348 0.00087 0.00005 71.8376
90 0.01240 0.00310 0.00078 0.00005 80.6349
91 0.01105 0.00276 0.00069 0.00004 90.5097
92 0.009%4 0.00246 0.00062 0.00004 101.5937
93 0.00877 0.00219 0.00055 0.00003 114.0350
94  0.007%81 0.00195 0.00049 0.00003 12%.0000
95 0.00696 0.00174 0.00044 0.00003 143.6751
96 0.00620 0.00155 0.00039 0.00002 161.2699
97 0.00552 0.00138 0.00035 0.00002 181.0193
98 0.00492 0.00123 0.00031 0.00002 203.1873
99 0.00438 0.00110 0.00027 0.00002 228.0701
100 0.00391 0.00098 0.00024 0.00002 256.0000

[0168] The quantization process used to quantize (for-

ward/inverse) the coef

icients of the displacement vector

components after transform has following shortcomings:

[0169]

The quantization parameter (QP) 1s 1n the range

of 0 to 51 (as described above with respect to lifting
transform parameter set and semantics ), which restricts
the quantization of large coeflicients depending on
maximum position bitdepth. For example, the maxi-
mum 1Scale value 1s only 14.25 1n case of bitdepth 12.

10 12 16
1.4142 5.6569 90.5097
1.5874 6.3496 101.5937
1.781% 7.1272 114.0350
2.0000 8.0000 12%.0000
2.2449 8.9797 143.6751
2.519% 10.0794 161.2699
2.8284 11.3137 181.0193
3.174% 12.6992 203.1%873
3.5636 14.2544 228.0701
4.0000 16.0000 256.0000
4.4898 17.9594 287.3503
5.0397 20.15%87 322.539%
5.6569 22.6274 362.0387
6.3496 25.39%84 406.3747
7.1272 28.5088 456.1401
8.0000 32.0000 512.0000
R.9797 35.9188 574.7006
10.0794 40.3175 645.0796
11.3137 45.254% 724.0773
12.6992 50.7968 812.7493
14.2544 57.0175 912.2803
16.0000 64.0000  1024.0000
17.9594 71.8376  1149.4011
20,1587 80.6349  1290.1592
22.6274 00.5097  144%.1547
25.3984 101.5937  1625.49%87
28,5088  114.0350  1824.5606
32.0000  128.0000  2048.0000
359188 143.6751  2298.8023
40,3175  161.2699  2580.3183
45,2548 181.0193  2896.3094
50.7968  203.1873 3250.9974
57.0175  228.0701  3649.1211
64.0000  256.0000  4096.0000
71.8376  287.3503  4597.6045
80.6349 3225398  5160.6366
90.5097  362.0387  5792.61%8
101.53937 406.3747  6501.9947
114.0350 456.1401  729%.2423
128.0000 512.0000  8192.0000
143.6751 5747006  9195.2091
161.2699  645.0796 10321.2732
181.0193  724.0773 11585.2375
203.1873 812.7493 13003.9894
228.0701  912.2803 14596.4846
256.0000 1024.0000 16384.0000
287.3503 11494011 18390.4182
322.5398 1290.1592 20642.5465
362.0387 1448.1547 23170.4750
406.3747 1625.4987 26007.978%
456.1401 1824.5606 29192.9692
512.0000 2048.0000 32768.0000
5747006 2298.8023 36780.8364
645.0796 2580.3183 41285.0930
724.0773 2896.3094 46340.9500
812.7493 32509974 52015.9577
012.2803 3649.1211 58385.9384
1024.0000 4096.0000 65536.0000
Conversely, for small position bitdepths such as 8 the
lossless QP or 1Scale value 1.0 i1s unavailable. This
means that for bitdepth 8 only scale values are available
that upscale the coeflicient values or equivalently scale
values that increase the precision of the coellicients 1n
floating point arithmetic.
[0170] Although the quantization formulas do not

restrict the position coordinate bitdepth, 1n practice the
position coordinate bitdepth i1s restricted to maximum



US 2024/0348825 Al

of 16 bits by the quantization process formulas,
because for bitdepths larger than 16 the lossless scaling
value 1.0 1s unavailable. At the same time, the maxi-
mum position bitdepth value that can be signaled
appears to be 32 according to the WD 2.0 V3C param-
eter set vimesh extension syntax:
[0171] “‘vps_ext_mesh_attribute_bitdepth_minus1[j][1]
indicates the bit depth of the 1-th attribute for the atlas with
atlas ID j. vps_ext_mesh_attribute_bitdepth_minus1[j] shall
be 1n the range of 0 to 31, inclusive.”

[0172] In case of large QP values or, equivalently, large
iverse scaling factor, the reconstructed position coor-
dinates may exceed the maximum position bitdepth.
This may occur 1n case of a rogue bitstream that signals
large, quantized wavelet coetlicients.

[0173] In addition, the 1lodScale factor (liftingl.evelOf-
DetaillnverseScale or vmc_transform_log?2 lifting
lod_inverse_scale_x/y/2) may further increase the scal-
ing factor with increasing level of detail (as described
with respect to mverse quantization of wavelet coetli-
cients). There 1s no restriction on its value.

[0174] The quantization scale formulas are designed so
that the mverse scale doubles in value with every
increase of 6 units 1 quantization parameter. For
certain applications, this may be restrictive and addi-
tional units are required or fewer units.

[0175] V-DMC encoder 200 and V-DMC decoder 300

may be configured to utilize an extended QP range. Given
the current quantization scale formulas (floating point pre-
cision) in WD 2.0 per displacement dimension:

iscale[d]=qgp>=07pow(0.5,16-bitDepthPosition+(4-
gp)/6):0.0

scale[d]|=gp>=07pow(2.0,16-bitDepthPosition+(4-
gp)/6):0.0

[0176] The current QP range 0 . . . 51 1s extended to the

range O . . . 100. The value 100 1s determined as follows.
Given a position bitdepth B and given that the position
coordinates are signed integer values, the maximum positive
value 1s equal to (pow(2,B-1)-1) while the smallest nega-
tive value 1s —(pow(2,B-1)), where the function pow(M,E)
represents M to the power E. For example, for bitdepth B
equal to 16, the range of values 1s —=32768 .. . 32767. From
Table 1, 1t can be determined that for a given bitdepth the
scale value corresponding with QP equal to 100 may be such
that when a value 1s quantized with this scale value, 1t may
be rounded to integer 0. For example, 1in case of bitdepth 16
the value range -32768 . . . 32767 may be quantized to the
range 0.5 . . . 0.499 and after rounding to integer with
typical function floor(x+0.5) the value 0 1s obtained. In some
examples, the current QP range can be extended to the range
0...99 or a maximum QP value near 100.

[0177] Similarly, to mitigate the problem that for lower
bitdepths such as 8 the lossless scale factor 1.0 1s unavailable
for the current QP range O . . . 51, the QP range requires
extension. For example, to include the lossless scale for
bitdepth 8, the QP range needs extension to at least 0 . .. 52.
In another example, to include the lossless scale for bitdepth
6, the QP range needs to be extended to at least 0 . . . 64.
However, these ranges are insufliciently large, because all
scale values within these ranges would correspond with
upscaling the coellicients or equivalently increasing the
coellicient values. Therefore, the QP range O . . . 100 would
include scale values that quantize the coetlicient values.
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[0178] V-DMC encoder 200 and V-DMC decoder 300
may be configured for extended position bitdepth support.
(iven the current quantization scale formulas (floating point
precision) i WD2.0 per displacement dimension:

iscale[d]|=qgp>=07pow(0.5,16-bitDepthPosition+(4-
gp)/6):0.0

scale[d]=gp>=07pow(2.0,16-bitDepthPosition+(4-
gp)/6):0.0

[0179] The value 16 1n the formulas 1s a constant that
influences what maximum position bitdepth has useful scale
factors as enumerated 1n Table 1. For example, 1n case the
bitdepth exceeds 16 the lossless scale value 1.0 may be
unavailable as explained above. To support higher position
bitdepths the value 16 would need to be increased. For
example, for bitdepth 20 the value should be adjusted to at
least value 20. This way the lossless scale 1.0 would be
included. The modified value may be signaled in the bait-
stream, for example, 1n a sequence parameter set or equiva-
lent. In some examples, a signed or unsigned integer oflset
value, also referred to herein as a bit depth offset value,
shown between << >> below, may be signaled 1n a sequence
parameter set or equivalent. The bit depth oflset value may
be use 1n conjunction with the default value (in this case 16)
as follows:

iscale[d]|=qp>=07pow(0.5,1 6+<<offset>>-bitDepth-
Position+(4-gp)/6):0.0

scale[d]=gp>=07pow(2.0,1 6+<<oflset>>-bitDepth-
Position+(4-gp)/6):0.0

[0180] In some examples, the “bitDepthPosition” variable
may be modified mto the “bitDepthDisplacement™ vanable,
indicating the maximum bitdepth of the displacement vector
coellicients after transform (incl. identity), as described
above. In this case the bitdepth only corresponds with the
data per displacement dimension that 1s going through the
quantization process, as follows:

iscale[d]=gp>=07pow(0.5,1 6+<<oflset>>-bit-
DepthDisplacement+(4—gp)/6):0.0

scale[d]|=gp>=07pow(2.0,16+<<offset>>-bit-
DepthDisplacement+(4—gp)/6):0.0

Or without the offset variable:

iscale[d]=gp>=07pow(0.5,16-bitDepthDisplacement+
(4—gp)/6):0.0

scale[d]|=qgp>=07pow(2.0,16-bitDepthDisplacement+
(4—gp)/6):0.0

[0181] The displacement vector component bitdepth vari-
able “bitDepthDisplacement” may be signaled in the bait-
stream, for example, in the sequence parameter set.

[0182] V-DMC encoder 200 and V-DMC decoder 300

may be configured to implement a level of detail scaling
factor restriction.

[0183] The 1lodScale factor (liftingl.evelOfDetaillnvers-
eScale or vmc_transform_log2 lifting lod_inverse_scale_
x/y/z) may further modily the inverse scaling factor with
increasing level of detail (as described above with respect to
iverse quantization of wavelet coeflicients). There 1s no
restriction on its value range in WD 2.0 besides that 1t 1s
signaled 1n the bitstream as an unsigned integer, which
means that the inverse scale can remain the same (value O)
or increase (value greater than 0):
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[0184] “lhiftingl.evelOfDetaillnverseScale” 1s a 1D array
of size 3 indicating the inverse scale factor associated with
the three displacement dimensions.

vimc__lifting transform_  parameters( index, ItpIndex ){
vmc_ transform_ lifting skip  update_ flag[index][ ltpIndex |
vmc__ transform_ lifting quantization_ parameters_ x[index]|[ |
vmc__transform_ lifting quantization_ parameters_ y[index][ |
vmc__transform_ lifting quantization_ parameters_ z[index|[ |
vmc__ transform  log2 lifting lod_inverse scale x[index][ |
vmc_ transform_ log2  lifting lod_ inverse scale y[index][ | _
vmc__transform_ log2 lifting lod_ inverse scale z[index][ ltpIndex ]

vmc__transform_ log2  lifting update weight[index][ ItpIndex ]

vmc_ transform_ log2 lifting prediction_ weight[index][ ltpIndex |

[0185] wvmc_transform_log2 lifting lod inverse_scale x
[1][ltpIndex] indicates the scaling factor applied to the

x-component of the displacements wavelets coetlicients for
cach level of detail.

[0186] wvmc_transform_log?2 lifting lod inverse_scale vy

[1][ltpIndex] indicates the scaling factor applied to the
y-component of the displacements wavelets coellicients for
cach level of detail.

[0187] wvmc_transform_log2 lifting lod inverse_scale z

[1][ItpIndex] indicates the scaling factor applied to the
z-component of the displacements wavelets coellicients for
cach level of detal.
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Descriptor

u(l)
u(o6)
u(6)
u(6)
ue(v)
ue(v)
ue(v)
ue(v)
ue(v)

[0188] syntax_element|1][ltpIndex] with 1 equal to O may
be applied to the displacement. syntax_eclement|1][ItpIndex]
with 1 equal to non-zero may be applied to the (1-1)-th
attribute, where ltpIndex 1s the index of the lifting transform
parameter set list.

[0189] A potential benefit of restricting the LoD scaling
factor 1s a reduced number of decoder conformance testing
required, for example, fewer test bitstreams, etc. In this
disclosure, it 1s proposed to have a maximum value for the
LoD inverse scaling factor, for example value 8 (u(2)
indicates unsigned 2-bit integer with max value 3=>2"3):

Descriptor
vme_lifting transform_ parameters( index, ItpIndex ){
vmc__ transform_ lifting  skip_ update_ flag[index][ ltpIndex ] u(l)
vmc__ transform_ lifting quantization_ parameters_ xX[index]|[ ltpIndex u(6)
vmc__ transform_ lifting quantization_ parameters_ y[index]|[ ltpIndex u(6)
vinc__transform_ lifting quantization parameters_ z[index][ ltpIndex u(o)
vmc_ transform_ log?2 lifting lod_inverse scale  x[index][ ltpIndex u(2)
vinc__transform_ log2  lifting  lod inverse_ scale_ y[index][ ltpIndex u(2)
vimc__transform__log2_ lifting  lod__inverse_ scale_ z[index][ ltpIndex u(2)
vinc__transform_ log2 lifting update weight[index][ ItpIndex ] ue(v)
vmc__transform__log2_ lifting  prediction_ weight[index][ ltpIndex | ue(v)

10190]

Potentially, this maximum value may be dependent

on the number of level of details. For example, a LoD
scaling factor value may be signaled separately per LoD. For
example, n WD 2.0:

[0191] “‘subdivisionlterationCount” 1s a variable indicat-
ing the number of subdivision iterations.

[0192] asps_vmc_ext_subdivision_iteration_count 1ndi-
cates the number of iterations used for the subdivision.
When not present the value of asps_vmc_ext_subdivision_
iteration_count 1s inferred to be equal to O.

Descriptor
vme__lifting  transform_ parameters( index, ItpIndex ){
vmc__transform_ lifting skip_ update flag[index][ ltpIndex ] u(l)
vmc__transform_ lifting quantization_ parameters_ x[index][ ltpIndex | u(o)
vmc__transform_ lifting quantization_ parameters_ y[index][ ItpIndex | u(6)
vmc__transform__ lifting quantization__parameters_ z[index][ ltpIndex | u(6)
for(i=0; i< asps_ vimc__ext_ subdivision__iteration__count; i++){
vmc_ transform_ log2 lifting lod_ inverse scale  x[index][ ltpIndex ][ 1] ue(v) or

u(2)
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-continued

vimc__transform_ log2_ lifting lod inverse scale_ y[index][ ltpIndex ][ 1 ]

vmc_ transform_ log2 lifting lod inverse scale z[index][ ltpIndex |[ 1 ]

h

vmc_ transform_ log2  lifting  update  weight[index][ ltpIndex ]
vmc__transform_ log?2 lifting prediction_ weight[index][ ltpIndex |

h

[0193] In some examples, quantization parameters can be
signaled per level of detail, 1n place of the scale values.

vmc_lifting transform  parameters( index, ItpIndex ){
vmc__transform_ lifting  skip_ update_ flag[index][ ltpIndex ]
for(i=0; i< asps__ vmec__ext__subdivision__iteration__count; i++){

vmc_transform_ lifting quantization  parameters_ x[index][ ItpIndex |[
vmc_ transform_ lifting quantization_ parameters_ y[index][ ltpIndex ][ 1
vmc__transform_ lifting quantization parameters_ z[index][ ltpIndex ][ i

)

vimc__transform_ log2 lifting update  weight[index][ ltpIndex ]
vimc__transform__log2_ lifting  prediction_ weight[index][ ltpIndex |

h

[0194] In some examples, quantization parameters may be
signaled separately for LODs 1n addition to the base QP
signaled for lhifting (i.e., vmc_transform_lifting quantiza-
tion_parameters_x/y/z). The syntax table may be as follows:

vime__lifting  transform_ parameters( index, ItpIndex ){

vmc__transform_ lifting  skip_ update_ flag[index][ ltpIndex |

vmc__transform_ lifting quantization_ parameters_ x[index][ ItpIndex |
vmc__transform_ lifting quantization_ parameters_ y[index][ ItpIndex |
vmc__transform_ lifting quantization_ parameters_ z[index][ ItpIndex

for(i=0; i< asps__vmec__ext_ subdivision__iteration__count; i++){

vmc__transform_ lifting lod_ qp_ offset_ x[index][ ltpIndex ][ 1
vmc__transform_ lifting lod_ qp_ offset  y[index][ ItpIndex ][ 1
vmc_ transform_ lifting lod_ qp_ offset  z[index][ ItpIndex |[ 1 ]

h

vmc__transform__log2_ lifting  update  weight[index][ ltpIndex ]
vmc__transform_ log2 lifting prediction_ weight[index][ ltpIndex ]

h

[0195] The QP applied for a particular LOD may be
obtained by combining the base QP parameters and one or
more QP oflset parameters for the respective dimension.

[0196] In one example, the LOD oflsets are signaled
with respect to the base QP. So, for dimension x, QP
applied to LOD level L, QP, may be denived as
vmc_transform_lifting_quantization_parameters_X[1n-
dex|[ltpIndex|+vmc_transform_lifting_lod_qp_ofiset_
x[1index][ItpIndex][1].

[0197] In another example, the LOD oflsets are signaled
with respect to the QP of the previous LOD level. So,
for dimension x, QP, 1s dertved as (L==07 vmc_
transform_lifting quantization_parameters_x[index]
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Descriptor

ue(v) or
u(2)
ue(v) or
u(2)

ue(v)
ue(v)

[ltpIndex]:  QP,_,)+vmc_transform_lifting lod_qgp
offset_x[index]|[ltpIndex][1].

Descriptor

u(l)

u(6)
u(o)
u(6)

ue(v)
ue(v)

[0198] (Examples above also apply similarly to the other
dimensions y and z).

[0199] Note that although examples above show that the
QP parameters are signaled as a 6-bit value, depending on

Descriptor

u(l)
u(6)
u(6)
u(6)

u(6)
u(6)
u(6)

ue(v)

ue(v)

the QP range allowed, the number of bits may be different.
For example, if the QP range 1s 0 to 100, then the QP offsets
may range from [-100, 100] and an 8-bit value may be used
for signaling the QP offsets.

[0200] In some examples, one QP oflset/scale may be
signaled for each LOD level and 1t 1s applied to all the three
dimensions X, v and z.

[0201] In another example, signaling of the QP oflset/scale
values for LODs may be controlled by a flag specifying
whether QP oflsets/scale values are signaled at the granu-
larity of LOD level. An example of such signaling 1s as
follows (shown between ** ** below):
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vinc__lifting transform__parameters{ index, ltpIndex ){
vimc__transform__lifting _skip__update_ flag[index][ ltpIndex ]
vmc__transform__lifting quantization_ parameters_ x[index][ ltpIndex
vinc__transform__lifting quantization__parameters_ y[index][ ltpIndex

vinc__transform__lifting quantization__parameters_ z[index ][ ltpIndex ]
Frymc__transform__lifting  lod_ qp__present__flag[index][ ltpIndex ]**
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Descriptor

u(l)
u(6)
u(6)
u(6)

Pk:ku(])bk:k

*Fif(vime__transform__lifting_ lod__gp__present__flag[index][ ltpIndex ] )**

for(1=0; 1< asps__vmc__ext_ subdivision__iteration__count; 1++){
vimc__transform__lifting_ lod_ qp__offset_ x[index][ ltpIndex ][ 1 |
vimc__transform__lifting_ lod_ qp_ offset_ y[index][ ltpIndex ][ 1 ]
vimc__transform__lifting_ lod_ qp__offset_ z[index][ ltpIndex ][ 1 |
}
vinc__transform__log2_lifting_ update_ weight[index ][ ltpIndex ]
vimc__transform__log2 lifting  prediction_ weight[index][ ItpIndex ]

¥

[0202] V-DMC encoder 200 and V-DMC decoder 300

may be configured to implement a reconstructed vertex
position restriction.

[0203] As described above with respect to positions dis-
placement, the vertex positions are reconstructed using
displacement vectors as follows:

for ( v =0; v < positionCount; ++v ) {
for( d=0;d < 3; d+ ) {
positionsDisplaced[ v ][ d ] = positionsSubdiv[ v ][ d ]| +
dispArray[ v ][ O] * normals[ v ][ d | +
dispArray[ v ][ 1 ] * tangents[ v |[ d | +
dispArray[ v ][ 2 ] * bitangents[ v ][ d ]

[0204] It can be observed that the *“positionsDisplaced”
array 1s obtained by summation of the subdivided mesh
vertex coordinates and the corresponding displacement vec-
tor components projected on the coordinate system, for
example, the local system (normal, tangential, bitangential).
However, given that the inverse quantization/scaling opera-
fion 1s unbounded, the reconstructed displaced positions
may exceed the maximum position bitdepth. This disclosure
sets forth potential solutions to this 1ssue.

[0205] After addition of the displacement vector com-
ponents, the “positionsDisplaced” or reconstructed
position values are clipped depending on the minimum
and maximum position values, for example:

[0206] Clip3 (min position, max position, position-
sDisplaced), or Clip3(0, max position, positionsDis-
placed) with max position determined by ((1<<bit-
DepthPosition)—1) and Clip3( ) a function defined as:

. Z<X

X
Clip3(x, y, 2) ={y ,  Z> Y
z ; otherwise

[0207] In some examples, a normative constraint 1s
imposed that a compliant bitstream may not result 1n
reconstructed vertex positions that exceed the mini-
mum and maximum position values as, for example,
determined based on the position bitdepth value: O . . .
((1<<bitDepthPosition)—1)

[0208] V-DMC encoder 200 and V-DMC decoder 300
may be configured to perform quantization parameter granu-

u(6)
u(6)
u(6)

ue(v)
ue(v)

larity adjustment. Given the current quantization scale for-
mulas (floating point precision) in WD 2.0 per displacement
dimension:

1scale[d]=gp>=07pow(0.5,16-bitDepthPosition+{4—
gp)/6):0.0

scale[d]=gp>=07pow(2.0,16—bitDepthPosition+{4—
gp)/6):0.0

[0209] Additional quantization scale granularity 1s
achieved by increasing the value 6, for example to value 8§,
while granulanity 1s reduced by decreasing the value 6, for
example to value 4 or 2.

[0210] FIG. 9 1s a flowchart illustrating an example pro-
cess for decoding a compressed bitstream of mesh data.
Although described with respect to V-DMC decoder 300
(FIGS. 1 and 2), it should be understood that other devices
may be configured to perform a process similar to that of

FIG. 9.

[0211] In the example of FIG. 9, V-DMC decoder 300
determines, based on the encoded mesh data, a base mesh
(902). V-DMC decoder 300 determines, based on the
encoded mesh data, a set of coefficients (904). V-DMC
decoder 300 receives 1n the encoded mesh data a quantiza-
tion parameter value (906). As explained above, the quan-
fization parameter value may have a mimimum value of 0
and a maximum value of 100.

[0212] V-DMC decoder 300 receives in the encoded mesh
data a bit depth offset value (908). The bit depth offset value
may, for example, be an integer value. In some examples,
V-DMC decoder 300 may receive three syntaxes, with each
syntax element indicating a bit depth offset value for a
dimension of a displacement vector. Each of the three syntax
elements may, for example, be a 2-bit syntax element.

[0213] V-DMC decoder 300 determines an inverse scaling
factor based on the quantization parameter value and the bit
depth offset value (910). V-DMC decoder 300 performs an
inverse scaling on the set of coefficients based on the inverse
scaling factor to determine a set of de-quantized coeflicients
(912). To determine the inverse scaling factor based on the
quantization parameter value and the bit dpeth offset value,
V-DMC decoder 300 may be configured to determine the
inverse scaling factor according to the equation:

iscale[d]=gp>=07pow(0.5,16+oftset—bitDepthPosi-
tion+H4—gp)/6):0.0,

with iscale representing the inverse scaling factor, qp rep-
resenting a value determined based on the quantization
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.

parameter value, offset representing the bit depth oflset
value, bitDepthPosition representing a bit depth of position
coordinates in the base mesh, and pow(M.,E) representing a
function of M to the power E.

[0214] V-DMC decoder 300 determines a displacement
vector based on the set of de-quantized coellicients (914). To
determine the dlsplacement vector based on the set of
de-quantized coethicients, V-DMC decoder 300 may be
turther configured to apply an mverse transform to the set of
de-quantized coeflicients.

[0215] V-DMC decoder 300 deforms the base mesh based
on the displacement vector to determine a decoded mesh
(916). V-DMC decoder 300 outputs the decoded mesh (918).
V-DMC decoder 300 may, for example, output the decoded
mesh for display, storage, or transmission.

[0216] Examples in the various aspects of this disclosure
may be used individually or in any combination.

[0217] The following numbered clauses illustrate one or
more aspects of the devices and techniques described in this
disclosure.

[0218] Clause 1A: A method of processing mesh data, the

method comprising: any technique or combination of tech-
niques described in this disclosure.

[0219] Clause 2A: The method of any of clause 1, further
comprising generating the mesh data.

[0220] Clause 3A: A device for processing mesh data, the
device comprising: a memory configured to store the mesh
data; and one or more processors coupled to the memory,
implemented in circuitry, and configured to perform any
technique or combination of techniques described in this
disclosure.

[0221] Clause 4A: The device clause 3A, wherein the
device comprises a decoder.

[0222] Clause 5A: The device of clause 3A, wherein the
device comprises an encoder.

[0223] Clause 6A: The device of any of clauses 3A-4A,
turther comprising a device to generate the mesh data.

[0224] Clause 7A: The device of any of clauses 3A-6A,

turther comprising a display to present imagery based on
data.

[0225] Clause 8A: A computer-readable storage medium
having stored thereon instructions that, when executed,
cause one or more processors to perform any technique or
combination of techniques described 1n this disclosure.

[0226] Clause 1B: A device for decoding encoded mesh
data, the device comprising: one or more memory units; one
Oor more processing units implemented 1n circuitry, coupled
to the one or more memory units, and configured to:
determine, based on the encoded mesh data, a base mesh:;:
determine, based on the encoded mesh data, a set of coel-
ficients; receive in the encoded mesh data a quantization
parameter value; receive 1n the encoded mesh data a bit
depth offset value; determine an inverse scaling factor based
on the quantization parameter value and the bit depth offset
value; perform an inverse scaling on the set of coeflicients
based on the mnverse scaling factor to determine a set of
de-quantized coeflicients; determine a displacement vector
based on the set of de-quantized coellicients; deform the
base mesh based on the displacement vector to determine a

decoded mesh; and output the decoded mesh.

[0227] Clause 2B: The device of clause 1B, wherein to
determine the displacement vector based on the set of
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de-quantized coeflicients, the one or more processing units
are configured to apply an 1verse transform to the set of
de-quantized coetlicients.

[0228] Clause 3B: The device of clause 1B or 2B, wherein
to recetve 1in the encoded mesh data the bit depth oflset
value, the one or more processing units are configured to
receive a 2B-bit syntax element, wherein the bit depth oflset
value comprises an integer value.

[0229] Clause 4B: The device of any of clauses 1B-3B,
turther the one or more processing units are further config-
ured to: determine the mverse scaling factor based on a bit
depth of position coordinates 1n the mesh.

[0230] Clause 3B: The device of any of clauses 1B-4B,
wherein the quantization parameter value has a minimum
value of 0 and a maximum value of 100.

[0231] Clause 6B: The device of any of clauses 1B-3B,
wherein the displacement vector comprises values for each
of three different dimensions and the bit depth offset value
comprises a bit depth offset value for one of the three
different dimensions.

[0232] Clause 7B: The device of any of clauses 1B-6B,
turther comprising: receiving a first syntax element indicat-
ing a first bit depth ofiset value for a first dimension;
receiving a second syntax element indicating a second bit
depth offset value for a second dimension; and receiving a
third syntax element indicating a third bit depth offset value
for a third dimension, wherein the bit depth oflset value
corresponds to one of the first bit depth offset value, the
second bit depth offset value, or the third bit depth oflset
value.

[0233] Clause 8B: The device of any of clauses 1B-7B,
wherein to determine the inverse scaling factor based on the
quantization parameter value and the bit depth oflset value,

the one or more processing units are configured to determine
the iverse scaling factor according to the equation:

iscale[d]=gp>=07pow(0.5,16+oiiset—bitDepthPosi-
tion+{4-gp)/6):0.0,

wherein 1scale represents the inverse scaling factor, qp
represents a value determined based on the quantization
parameter value, oflset represents the bit depth oflset value,
bitDepthPosition represents a bit depth of position coordi-
nates i1n the decoded mesh, and pow(M,E) represents a
function of M to the power E.

[0234] Clause 9B: The device of any of clauses 1B-8B,
further comprising: a display configured to display the
decoded mesh.

[0235] Clause 10B: A method of decoding encoded mesh
data, the method comprising: determining, based on the
encoded mesh data, a base mesh; determining, based on the
encoded mesh data, a set of coeflicients; receiving in the
encoded mesh data a quantization parameter value; receiv-
ing i1n the encoded mesh data a bit depth offset value;

determining an inverse scaling factor based on the quanti-
zation parameter value and the bit depth ofiset value; per-
forming an inverse scaling on the set of coeflicients based on
the inverse scaling factor to determine a set of de-quantized
coellicients; determining a displacement vector based on the
set ol de-quantized coeflicients; deforming the base mesh
based on the displacement vector to determine a decoded
mesh; and outputting the decoded mesh.

[0236] Clause 11B: The method of clause 10B, wherein
determining the displacement vector based on the set of
de-quantized coetlicients comprises applying an inverse
transform to the set of de-quantized coeflicients.




US 2024/0348825 Al

[0237] Clause 12B: The method of clause 10B or 11B,
wherein receiving in the encoded mesh data the bit depth
oflset value comprises receiving a 2B-bit syntax element,
wherein the bit depth oflset value comprises an integer
value.

[0238] Clause 13B: The method of any of clauses 10B-
12B, further comprising: determining the inverse scaling
factor based on a bit depth of position coordinates 1n the base
mesh.

[0239] Clause 14B: The method of any of clauses 10B-

13B, wherein the quantization parameter value has a mini-
mum value of 0 and a maximum value of 100.

[0240] Clause 15B: The method of any of clauses 10B-
14B, wherein the displacement vector comprises values for
cach of three diflerent dimensions and the bit depth offset
value comprises a bit depth offset value for one of the three
different dimensions.

[0241] Clause 16B: The method of any of clauses 10B-
158, further comprising: receiving a first syntax element
indicating a first bit depth offset value for a first dimension;
receiving a second syntax element indicating a second bit
depth offset value for a second dimension; and receiving a
third syntax element indicating a third bit depth offset value
for a third dimension, wherein the oflset value corresponds
to one of the first bit depth offset value, the second bit depth
oflset value, or the third bit depth offset value.

[0242] Clause 17B: The method of any of clauses 10B-
16B, wherein determining the inverse scaling factor based
on the quantlzatlon parameter value and the bit depth oflset
value comprises determining the inverse scaling factor
according to the equation:

iscale[d|=qgp>=07pow(0.5,1 6+oilset—bitDepthPosi-
tion+{4-gp)/6):0.0,

wherein 1scale represents the inverse scaling factor, qp
represents a value determined based on the quantization
parameter value, oilset represents the bit depth oflset value,
bitDepthPosition represents a bit depth of position coordi-
nates 1n the decoded mesh, and pow(M,E) represents a
function of M to the power E.

[0243] Clause 18B: A computer-readable storage medium
storing 1nstructions that when executed by one or more
processors cause the one or more processors to: determine,
based on encoded mesh data, a base mesh; determine, based
on the encoded mesh data, a set of coeflicients; receive 1n the
encoded mesh data a quantization parameter value; receive
in the encoded mesh data a bit depth offset value; determine
an inverse scaling factor based on the quantization param-
cter value and the bit depth oflset value; perform an 1nverse
scaling on the set of coellicients based on the inverse scaling
factor to determine a set of de-quantized coeflicients; deter-
mine a displacement vector based on the set of de-quantized
coellicients; deform the base mesh based on the displace-
ment vector to determine a decoded mesh; and output the
decoded mesh.

[0244] Clause 19B: The computer-readable storage
medium of clause 18B, wherein to determine the displace-
ment vector based on the set of de-quantized coeflicients, the
istructions cause the one or more processors to apply an
inverse transform to the set of de-quantized coeflicients.

[0245] Clause 20B: The computer-readable storage
medium of clause 18B or 19B, wherein to receive in the
encoded mesh data the bit depth ofiset value, the istructions
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cause the one or more processors to receive a 2B-bit syntax
clement, wherein the bit depth oflset value comprises an
integer value.

[0246] Clause 21B: The computer-readable storage
medium of any of clauses 18B-20B, storing instructions that
cause the one or more processors to: determine the imverse
scaling factor based on a bit depth of position coordinates 1n
the base mesh.

[0247] Clause 22B: The computer-readable storage
medium of any of clauses 18B-21B, wherein the quantiza-
tion parameter value has a mimmum value of 0 and a
maximum value of 100.

[0248] Clause 23B: The computer-readable storage
medium of any of clauses 18B-22B, wherein the displace-
ment vector comprises values for each of three different
dimensions and the bit depth offset value comprises a bit
depth oflset value for one of the three diflerent dimensions.

[0249] Clause 24B: The computer-readable storage
medium of any of clauses 18B-23B, storing instructions that
cause the one or more processors to: receive a first syntax
clement 1indicating a first bit depth offset value for a first
dimension; receive a second syntax element indicating a
second bit depth offset value for a second dimension; and
receive a third syntax element indicating a third bit depth
oflset value for a third dimension, wherein the bit depth
oflset value corresponds to one of the first bit depth offset
value, the second bit depth oflset value, or the third bit depth
oflset value.

[0250] Clause 25B: The computer-readable storage
medium of any of clauses 18B-24B, wherein to determine
the 1nverse scaling factor based on the quantization param-
cter value and the bit depth oflset value, the instructions
cause the one or more processors to determine the mverse
scaling factor according to the equation:

iscale[d]|=qgp>=07pow(0.5,1 6+oflset—bitDepthPosi-
tion+(4-gp)/6):0.0,

wherein 1scale represents the inverse scaling factor, qp
represents a value determined based on the quantization
parameter value, ofl;

set represents the bit depth oflset value,
bitDepthPosition represents a bit depth of position coordi-
nates in the decoded mesh, and pow(M,E) represents a
function of M to the power E.

[0251] Clause 26B: A device for encoding encoded mesh
data, the device comprising: one or more memory units; one
or more processing units implemented in circuitry, coupled
to the one or more memory units, and configured to:
determine, from on an unencoded mesh, a base mesh;
determine a set of displacement vectors for deforming the
base mesh; transform the set of displacement vectors to
determine a set of coeflicients; perform a scaling on the set
ol coetlicients based on a scaling factor to determine a set of
scaled coe

Ticients, wherein the scaling factor 1s a function of
a quantization parameter value and a bit depth oflset value;
and generate an encoded bitstream that includes the quan-
tization parameter value and the bit depth offset value.

[0252] Clause 27B: The device of clause 26B, wherein the
bit depth offset value comprises an integer value.

[0253] Clause 28B: The device of clause 26B or 27B,
wherein the scaling factor 1s also a function of a bit depth of
position coordinates in the base mesh.

[0254] Clause 29B: The device of any of clauses 26B-28B,
wherein the quantization parameter value has a minimum
value of 0 and a maximum value of 100.
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[0255] Clause 30B: The device of any of clauses 26B-29B,
wherein to determine the scaling factor based on the quan-
tization parameter value and the bit depth ofiset value, the
one or more processing units are configured to determine the
scaling factor according to the equation:

scale[d]|=gp>=07pow(2.0,1 6+oflset—bitDepthPosi-
tion+{(4-gp)/6):0.0

wherein scale represents the scaling factor, qp represents a
value determined based on the quantization parameter value,
oflset represents the bit depth offset value, bitDepthPosition
represents a bit depth of position coordinates 1n the decoded
mesh, and pow(M,E) represents a function of M to the power
E.

[0256] It 1s to be recognized that depending on the
example, certain acts or events ol any of the techniques
described herein can be performed 1n a different sequence,
may be added, merged, or left out altogether (e.g., not all
described acts or events are necessary for the practice of the
techniques). Moreover, 1n certain examples, acts or events
may be performed concurrently, e.g., through multi-threaded
processing, interrupt processing, or multiple processors,
rather than sequentially.

[0257] In one or more examples, the functions described
may be implemented in hardware, software, firmware, or
any combination thereof. If implemented in soitware, the
functions may be stored on or transmitted over as one or
more istructions or code on a computer-readable medium
and executed by a hardware-based processing unit. Com-
puter-readable media may include computer-readable stor-
age media, which corresponds to a tangible medium such as
data storage media, or communication media including any
medium that facilitates transfer of a computer program from
one place to another, e.g., according to a communication
protocol. In this manner, computer-readable media generally
may correspond to (1) tangible computer-readable storage
media which 1s non-transitory or (2) a communication
medium such as a signal or carrier wave. Data storage media
may be any available media that can be accessed by one or
more computers or one Oor more processors to retrieve
instructions, code and/or data structures for implementation
of the technmiques described in this disclosure. A computer
program product may include a computer-readable medium.
[0258] By way of example, and not limitation, such com-
puter-readable storage media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash
memory, or any other medium that can be used to store
desired program code in the form of instructions or data
structures and that can be accessed by a computer. Also, any
connection 1s properly termed a computer-readable medium.
For example, 1f instructions are transmitted from a website,
server, or other remote source using a coaxial cable, fiber
optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and micro-
wave, then the coaxial cable, fiber optic cable, twisted pair,
DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of medium. It
should be understood, however, that computer-readable stor-
age media and data storage media do not include connec-
tions, carrier waves, signals, or other transitory media, but
are 1nstead directed to non-transitory, tangible storage
media. Disk and disc, as used herein, includes compact disc
(CD), laser disc, optical disc, digital versatile disc (DVD),
floppy disk and Blu-ray disc, where disks usually reproduce
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data magnetically, while discs reproduce data optically with
lasers. Combinations of the above should also be included
within the scope of computer-readable media.

[0259] Instructions may be executed by one or more
processors, such as one or more digital signal processors
(DSPs), general purpose microprocessors, application spe-
cific integrated circuits (ASICs), field programmable gate
arrays (FPGAs), or other equivalent integrated or discrete
logic circuitry. Accordingly, the terms “processor” and “pro-
cessing circuitry,” as used herein may refer to any of the
foregoing structures or any other structure sutable for
implementation of the techniques described herein. In addi-
tion, 1n some aspects, the functionality described herein may
be provided within dedicated hardware and/or software
modules configured for encoding and decoding, or incorpo-
rated 1n a combined codec. Also, the techniques may be fully
implemented 1n one or more circuits or logic elements.
[0260] The techniques of this disclosure may be imple-
mented 1n a wide variety of devices or apparatuses, includ-
ing a wireless handset, an integrated circuit (IC) or a set of
ICs (e.g., a chip set). Various components, modules, or units
are described in this disclosure to emphasize functional
aspects of devices configured to perform the disclosed
techniques, but do not necessarily require realization by
different hardware units. Rather, as described above, various
units may be combined in a codec hardware unit or provided
by a collection of interoperative hardware units, including
one or more processors as described above, 1 conjunction
with suitable software and/or firmware.

[0261] Various examples have been described. These and
other examples are within the scope of the following claims.

What 1s claimed 1s:

1. A device for decoding encoded mesh data, the device
comprising;

one or more memory units;

one or more processing units implemented 1n circuitry,

coupled to the one or more memory units, and config-

ured to:

determine, based on the encoded mesh data, a base
mesh;

determine, based on the encoded mesh data, a set of
coeflicients:

receive 1n the encoded mesh data a quantization param-
eter value;

receive 1n the encoded mesh data a bit depth offset
value;

determine an 1nverse scaling factor based on the quan-
tization parameter value and the bit depth offset
value;

perform an inverse scaling on the set of coellicients
based on the mverse scaling factor to determine a set
of de-quantized coeflicients;

determine a displacement vector based on the set of
de-quantized coetlicients;

deform the base mesh based on the displacement vector
to determine a decoded mesh; and

output the decoded mesh.

2. The device of claim 1, wherein to determine the
displacement vector based on the set of de-quantized coet-
ficients, the one or more processing units are configured to
apply an imverse transform to the set of de-quantized coet-
ficients.

3. The device of claim 1, wherein to receive 1n the
encoded mesh data the bit depth offset value, the one or more
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processing units are configured to receive a 2-bit syntax
clement, wherein the bit depth oflset value comprises an
integer value.

4. The device of claim 1, further the one or more pro-
cessing units are further configured to:

determine the mnverse scaling factor based on a bit depth
ol position coordinates 1n the mesh.

5. The device of claim 1, wherein the quantization param-

eter value has a minimum value of 0 and a maximum value
ot 100.

6. The device of claim 1, wherein the displacement vector
comprises values for each of three different dimensions and
the bit depth ofiset value comprises a bit depth ofiset value

for one of the three diflerent dimensions.
7. The device of claim 1, further comprising:

receiving a first syntax element indicating a first bit depth
offset value for a first dimension;

receiving a second syntax element indicating a second bit
depth oflset value for a second dimension; and

receiving a third syntax element indicating a third bat
depth offset value for a third dimension,

wherein the bit depth oflset value corresponds to one of
the first bit depth oflset value, the second bit depth
offset value, or the third bit depth oflset value.

8. The device of claim 1, wherein to determine the inverse
scaling factor based on the quantization parameter value and
the bit depth oflset value, the one or more processing units
are configured to determine the inverse scaling factor
according to the equation:

iscale[d|=qgp>=07pow(0.5,1 6+oilset—bitDepthPosi-
tion+(4-gp)/6):0.0,
wherein

1scale represents the mverse scaling factor,

qp represents a value determined based on the quanti-
zation parameter value,

oflset represents the bit depth oflset value,

bitDepthPosition represents a bit depth of position
coordinates 1n the decoded mesh, and

pow(M.,E) represents a function of M to the power E.
9. The device of claim 1, further comprising:
a display configured to display the decoded mesh.
10. A method of decoding encoded mesh data, the method
comprising:
determining, based on the encoded mesh data, a base
mesh;

determining, based on the encoded mesh data, a set of
coellicients;

receiving 1n the encoded mesh data a quantization param-
eter value;

receiving 1n the encoded mesh data a bit depth offset
value;

determining an inverse scaling factor based on the quan-
tization parameter value and the bit depth oflset value;

performing an inverse scaling on the set of coeflicients
based on the inverse scaling factor to determine a set of
de-quantized coetlicients;

determining a displacement vector based on the set of
de-quantized coetlicients;

deforming the base mesh based on the displacement
vector to determine a decoded mesh; and

outputting the decoded mesh.
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11. The method of claim 10, wherein determiming the
displacement vector based on the set of de-quantized coet-
ficients comprises applying an inverse transform to the set of
de-quantized coetlicients.

12. The method of claim 10, wherein receiving in the
encoded mesh data the bit depth oflset value comprises
receiving a 2-bit syntax element, wherein the bit depth oflset
value comprises an integer value.

13. The method of claim 10, further comprising:

determiming the inverse scaling factor based on a bit depth

of position coordinates 1n the base mesh.

14. The method of claim 10, wherein the quantization
parameter value has a minimum value of 0 and a maximum
value of 100.

15. The method of claim 10, wherein the displacement
vector comprises values for each of three different dimen-
sions and the bit depth ofiset value comprises a bit depth
oflset value for one of the three diflerent dimensions.

16. The method of claim 10, wherein determining the
inverse scaling factor based on the quantization parameter
value and the bit depth oflset value comprises determining
the mverse scaling factor according to the equation:

iscale[d]=gp>=07pow(0.5,16+oiiset—bitDepthPosi-
tion+{4-gp)/6):0.0,

wherein
iscale represents the mnverse scaling factor,
gp represents a value determined based on the quanti-
zation parameter value,
offset represents the bit depth oflset value,
bitDepthPosition represents a bit depth of position
coordinates 1n the decoded mesh, and
pow(M,E) represents a function of M to the power E.

17. A computer-readable storage medium storing nstruc-
tions that when executed by one or more processors cause
the one or more processors 1o:

determine, based on encoded mesh data, a base mesh:;

determine, based on the encoded mesh data, a set of

coeflicients;

recerve 1n the encoded mesh data a quantization parameter

value;
recerve 1 the encoded mesh data a bit depth oflset value;
determine an 1nverse scaling factor based on the quanti-
zation parameter value and the bit depth offset value;

perform an 1inverse scaling on the set of coellicients based
on the mnverse scaling factor to determine a set of
de-quantized coellicients;

determine a displacement vector based on the set of

de-quantized coeflicients;

deform the base mesh based on the displacement vector to

determine a decoded mesh; and

output the decoded mesh.

18. The computer-readable storage medium of claim 17,
wherein to determine the displacement vector based on the
set of de-quantized coellicients, the instructions cause the
one or more processors to apply an mverse transform to the
set of de-quantized coethicients.

19. The computer-readable storage medium of claim 17,
storing instructions that cause the one or more processors to:

determine the inverse scaling factor based on a bit depth

of position coordinates in the base mesh.

20. The computer-readable storage medium of claim 17,
wherein the quantization parameter value has a minimum
value of 0 and a maximum value of 100.
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21. The computer-readable storage medium of claim 17,
wherein the displacement vector comprises values for each
of three different dimensions and the bit depth offset value
comprises a bit depth offset value for one of the three
different dimensions.

22. The computer-readable storage medium of claim 17,
storing instructions that cause the one or more processors to:

receive a first syntax element indicating a first bit depth

oflset value for a first dimension;

receive a second syntax element indicating a second bait

depth offset value for a second dimension; and
receive a third syntax element indicating a third bit depth
offset value for a third dimension,

wherein the bit depth oflset value corresponds to one of

the first bit depth oflset value, the second bit depth
oflset value, or the third bit depth offset value.

23. The computer-readable storage medium of claim 17,
wherein to determine the inverse scaling factor based on the
quantization parameter value and the bit depth oflset value,
the 1nstructions cause the one or more processors to deter-
mine the mverse scaling factor according to the equation:

iscale[d]=gp>=07pow(0.5,16+oiiset—bitDepthPosi-
tion+{(4-gp)/6):0.0,

wherein
iscale represents the mverse scaling factor,

qp represents a value determined based on the quanti-
zation parameter value,
oflset represents the bit depth oflset value,

bitDepthPosition represents a bit depth of position
coordinates 1n the decoded mesh, and

pow(M.,E) represents a function of M to the power E.
24. A device for encoding unencoded mesh data, the
device comprising:
one or more memory units;

one or more processing units implemented 1n circuitry,
coupled to the one or more memory units, and config-
ured to:

determine, from on an unencoded mesh, a base mesh;

determine a set of displacement vectors for deforming
the base mesh:;
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transiorm the set of displacement vectors to determine
a set of coeflicients;

perform a scaling on the set of coeflicients based on a
scaling factor to determine a set of scaled coefli-
cients, wherein the scaling factor 1s a function of a
quantization parameter value and a bit depth offset
value; and

generate an encoded bitstream that includes the quan-
tization parameter value and the bit depth offset
value.

25. The device of claim 24, wherein the bit depth offset
value comprises an integer value.

26. The device of claim 24, wherein the scaling factor 1s
also a function of a bit depth of position coordinates in the
base mesh.

27. The device of claiam 24, wherein the quantization

parameter value has a minimum value of 0 and a maximum
value of 100.

28. The device of claim 24, wherein to determine the
scaling factor based on the quantization parameter value and

the bit depth oflset value, the one or more processing units
are configured to determine the scaling factor according to
the equation:

scale[d]=gp>=07pow(2.0,16+oflset—bitDepthPosi-
tion+{4-gp)/6):0.0

wherein
scale represents the scaling factor,
qp represents a value determined based on the quanti-
zation parameter value,
offset represents the bit depth oflset value,
bitDepthPosition represents a bit depth of position
coordinates 1n the unencoded mesh, and
pow(M,E) represents a function of M to the power E.
29. The device of claim 24, wherein the one or more
processing umts further comprise a graphics engine config-
ured to generate the unencoded mesh data.
30. The device of claim 29, further comprising;:
one or more sensors configured to obtain sensor data,
wherein the graphics engine 1s configured to generate
the unencoded mesh data based on the sensor data.
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