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(57) ABSTRACT

A harassment detection apparatus includes: an executing
unit configured to execute a session ol a shared environ-
ment; an mput unit configured to receive biometric data, the
biometric data being associated with a plurality of users
participating in the executed session of the shared environ-
ment; a generating umt configured to generate, based on at
least a part of the biometric data, emotion data associated
with the plurality of users, the emotion data comprising a
valence value and/or an arousal value associated with each
of the plurality of users; a detection unit configured to detect,
responsive to at least a first part of the emotion data
satisiying one or more of a first set of criteria, one or more
first users associated with the at least first part of the emotion
data; and a moditying unit configured to modily, responsive
to the detection of the one or more first users, one or more
aspects of the shared environment.
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HARASSMENT DETECTION APPARATUS
AND METHOD

BACKGROUND OF THE INVENTION

Field of Invention

[0001] The present invention relates to a harassment
detection apparatus and method.

Description of the Prior Art

[0002] The rapid development 1 telecommunications
technologies in recent years has enabled people to commu-
nicate with each other in a mynad of different ways, be 1t via
a multi-player video game or virtual reality experience such
as the metaverse (using Voice over Internet Protocol, for
example), videoconierencing, chat rooms, instant messaging
services, social media, telephony, or the like. These com-
munication methods typically allow users to interact with
cach other through use of a shared environment (a virtual
environment of a video game, a group chat in a social media
application, a meeting 1n a videoconferencing application, or
the like).

[0003] While such communication methods can be ben-
eficial for user’s wellbeing (by communicating with friends
and family, for example), they are susceptible to being
exploited by who use them for malicious purposes (such as
harassment, defrauding others, or the like).

[0004] The present invention seeks to alleviate or mitigate
this 1ssue.

SUMMARY OF THE INVENTION
[0005] In a first aspect, a harassment detection apparatus

1s provided 1n claim 1.

[0006] Inanother aspect, a harassment detection method 1s
provided 1n claim 14.

[0007] Further respective aspects and features of the
invention are defined 1n the appended claims.

[0008] A more complete appreciation of the disclosure and
many ol the attendant advantages thereof will be readily
obtained as the same becomes better understood by refer-
ence to the following detailed description when considered
in connection with the accompanying drawings, wherein:
[0009] FIG. 1 schematically illustrates an entertainment
system operable as a harassment detection apparatus accord-
ing to embodiments of the present description;

[0010] FIG. 2 1s a schematically illustrates a harassment
detection apparatus according to embodiments of the present
description;

[0011] FIG. 3 schematically 1llustrates a network environ-
ment,

[0012] FIG. 4 schematically illustrates a valence and

arousal chart; and

[0013] FIG. S schematically illustrates a harassment detec-
tion method according to embodiments of the present
description.

DESCRIPTION OF TH.

L1l

EMBODIMENTS

[0014] A harassment detection apparatus and method are
disclosed. In the following description, a number of specific
details are presented in order to provide a thorough under-
standing of the embodiments of the present invention. It will
be apparent, however, to a person skilled 1n the art that these
specific details need not be employed to practice the present
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invention. Conversely, specific details known to the person
skilled 1n the art are omaitted for the purposes of clarity where
appropriate.

[0015] In an example embodiment of the present inven-

tion, an entertainment system 1s a non-limiting example of
such a harassment detection apparatus.

[0016] Referring now to the drawings, wherein like ret-
cerence numerals designate identical or corresponding parts
throughout the several views, 1n FIG. 1 an example of an
entertainment system 10 1s a computer or console such as the

Sony® PlayStation 5 ® (PS)J).

[0017] The entertainment system 10 comprises a central
processor 20. This may be a single or multi core processor,
for example comprising eight cores as in the PS5. The
entertainment system also comprises a graphical processing
unit or GPU 30. The GPU can be physically separate to the
CPU, or integrated with the CPU as a system on a chip (SoC)
as 1n the PS5.

[0018] The entertainment device also comprises RAM 40,
and may either have separate RAM {for each of the CPU and
GPU, or shared RAM as 1n the PS5. The or each RAM can
be physically separate, or integrated as part of an SoC as in
the PS5. Further storage 1s provided by a disk 50, either as
an external or internal hard drive, or as an external solid state
drive, or an internal solid state drive as in the PSS3S.

[0019] The entertainment device may transmit or receive
data via one or more data ports 60, such as a USB port,
Ethernet® port, WiFi® port, Bluetooth® port or similar, as
appropriate. It may also optionally receive data via an
optical drive 70.

[0020] Interaction with the system 1s typically provided
using one or more handheld controllers 80, such as the
DualSense® controller 1in the case of the PS3.

[0021] Audio/visual outputs from the entertainment
device are typically provided through one or more A/V ports
90, or through one or more of the wired or wireless data
ports 60.

[0022] Where components are not integrated, they may be

connected as appropriate either by a dedicated data link or
via a bus 100.

[0023] An example of a device for displaying images

output by the entertamnment system 1s a head mounted
display ‘HMD’ 802, worn by a user 800.

[0024] As previously mentioned, certain users may wish
to exploit shared environments for malicious purposes; to
harass other users, for example. Harassment within shared
environments can take on a myriad of forms. For example,
harassment may occur via speech/audio, images/video or
written text (expletives, rude hand/body gestures, threats,
blackmailing, discrimination, doxing, or the like).

[0025] As will be appreciated by persons skilled 1n the art,
the meaning of the term “shared environment” need not be
limited to video game environments, but may also include
other types of shared environments, such as social media,
videoconferencing, chat rooms, instant messaging services,

virtual reality experiences such as the metaverse, telephony,
VoIP, and the like.

[0026] As will be appreciated by persons skilled 1n the art,
harassment negatively impacts the wellbeing and safety of
those to whom the harassment 1s directed. Given that people
typically use shared environments as a way to improve their
wellbeing through social interaction, it 1s desirable to detect
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harassment within shared environments, and subsequently
enact measures to eliminate (or at least reduce the impact of)
the harassment.

[0027] Current methods of harassment detection typically
require the person experiencing harassment (hereimnafter
referred to as a “victim”) to transmit a report to a moderator
(which may be a human or an automatized system). The
report typically details the person whom the victim believes
1s harassing them (hereinafter referred to as a “harasser”),
the type of harassment the victim 1s experiencing, and some
data/metadata regarding the shared environment (time-
stamps of oflending messages, session IDs of the video
game 1n which the victim and harasser were playing, or the
like). After review by the moderator, the harasser may be
banned (either temporally or permanently) from the shared
environment, or may be banned (either temporally or per-
manently) from interacting with the victim within the shared
environment.

[0028] Because of this need for the victim to report the
harassment they are experiencing (or have experienced), a
certain proportion of harassment incidents may never be
reported; the victim may find the processing of detailing the
harassment to be negatively impacting their wellbeing fur-
ther, and so 1nstead chooses not to do so. This may result in
certain harassers being able to carry on harassing other

users, having faced no consequences for their previous
harassment of others.

[0029] Thus, there 1s a need 1n the art for a harassment
detection techniques that do not require the victim to report
the harassment they are experiencing, which should thereby
decrease the proportion of harassment incidents that never
get reported and also improve the well-being and safety of
users participating in shared environments.

Harassment Detection Apparatus

[0030] The aforementioned problem of unreported harass-
ment mcidents can be alleviated or mitigated by implement-
ing means to gather biometric data from users of a shared
environment, and therefrom generate data indicating the
emotions ol the users. Such means would subsequently
detect, using the emotion data, when a given user of the
shared environment 1s experiencing negative emotions (sad-
ness, fear, anxiety, or the like) and modily aspects of the
shared environment (such as removing one or more other
users, as a non-limiting example) 1n response thereto.

[0031] Accordingly, turning now to FIG. 2, in embodi-
ments of the present description, a harassment detection
apparatus comprises executing unit 200 configured to
execute a session ol a shared environment; mput unit 202
configured to recerve biometric data, the biometric data
being associated with a plurality of users participating in the
executed session of the shared environment; generating unit
204 configured to generate, based on at least a part of the
biometric data, emotion data associated with the plurality of
users, the emotion data comprising a valence value and/or an
arousal value associated with each of the plurality of users;
detection unit 206 configured to detect, responsive to at least
a first part of the emotion data satisiying one or more of a
first set of criteria, one or more first users associated with the
at least first part of the emotion data; and modifying unit 208
configured to modily, responsive to the detection of the one
or more first users, one or more aspects of the shared
environment.
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[0032] Shared environments are typically instantiated via
a network such as LAN, WLAN, the Internet, P2P networks,
or the like. FIG. 3 depicts a typical network environment for
a multi-player video game, in which game server 400 1is
connected to a plurality of client devices (entertainment
devices) 10-A to 10-N via network 300. Similar arrange-
ments may be utilised with respect to social media plat-
forms, videoconierencing, instant messaging, chat rooms, or
the like. It should be noted that client devices need not only
take the form of an entertainment device (such as a PS5), but
may also include telephones, computers, televisions, or any
other device capable of connecting to a network.

[0033] Therefore, and as will be appreciated by persons
skilled 1n the art, a myriad of embodiments of the present
description may arise within such a network environment.
As a non-limiting example, a client device (such as enter-
tainment device 10, 10-A, 10-B, and the like) may be made
to operate (under suitable software instruction or even
hardware adaptation) as a harassment detection apparatus
according to embodiments of the present description. In the
case of P2P networks, a client device may be the only
suitable embodiment of the present description. In another
non-limiting example, a server (such as game server 400)
may be made to operate (under suitable software instruction
or even hardware adaptation) as a harassment detection
apparatus according to embodiments of the present descrip-
tion. In the case of multi-player video games, a server may
be a more suitable embodiment of the present description. In
yet another non-limiting example, a combination of client
device and server may be made to operate as a harassment
detection apparatus according to embodiments of the present
description. In the case of multi-player video games, 1t may
be prudent to make use of the advantages of distributed
computing to ensure that the computational expenditure of
harassment detection does not negatively impact gameplay
(by increasing latency at the server, for example).

[0034] In essence, embodiments of the present description
perform the detection of harassment by identifying a victim
of harassment first, as opposed to 1dentifying a harasser first.
That 1s to say, the embodiments detect distress 1n a first user,
rather than the computationally demanding task of detecting
abusive behaviours in, from, or by a second user.

[0035] Harassment detection in this manner (that is, 1den-
tifying a victim of harassment {irst as opposed to identifying
a harasser {irst) 1s advantageous in that the number of false
positive detections of harassment incidents may be reduced.
For example, two people may be using expletives/displaying
aggressive body language when interacting with each other.
Were a “detect harassers first” approach to be used, then one
(or even both) of the people may mistakenly be considered
to be a harasser when 1n actuality they are friends joking
with each other. Secondly, as noted above, detecting harass-
ment may be computationally complex and requires moni-
toring on multiple fronts (e.g. audio, text, image, in-game
behaviours, and the like), and moreover modes of harass-
ment (e.g. abusive terms) difler with language and culture,
and change all the time, requiring continuous updates to be
current and eflective. By contrast, the eflect of harassment
on an unfortunate victim tends to be universal and so
embodiments of the present description advantageously
make use of this simpler indication that effective harassment
1S occurring.

[0036] Accordingly, embodiments of the present descrip-
tion utilise a “detect victim first” approach to harassment
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detection. It should be noted that the terms “first users” and
“victims” should be regarded as synonymous within the
context of the present description by persons skilled 1n the
art

[0037] As anon-limiting example of the harassment detec-
tion apparatus in operation, consider a session of a multi-
player video game 1n which a plurality of users are partici-
pating. During the game session, biometric data (such as
heart rate, breathing rate, galvanic skin response, facial
images, or the like) 1s obtained from the plurality of users.
This 1s may be achieved by using, say, microphones, cam-
eras, fitness tracking devices, mobile telephones, or the like,
that are configured to communicate with entertainment
device (games console) 10 via wired or wireless communi-
cation methods such as Bluetooth®, USB, WiFi®, or the
like. The biometric data 1s received at mput unit 202, and
generating unit 204 subsequently generates emotion data
(valence and/or arousal values) for each user therefrom.
Alternatively or 1n addition, similarly controller 80 or HMD
802 may comprise biometric sensors such as one or more
skin galvanic conduction sensors, or more or more cameras
and/or microphones.

[0038] During gameplay, user A may start to intimidate or
threaten user B. Because of this, user B may start to feel
upset, afraid, worried, for example. As such, user B’s
biometric data may change (heart rate increases, breathing
rate increases, facial images depict a frowning face, for
example), leading to a change 1n user B’s emotion data.
Detection unit 206 may detect that user B 1s a victim of
harassment when their emotion data (or changes in their
emotion data) satisfies a first set of criternia that correspond
to negative emotions (which shall be discussed later herein).

[0039] In response to detecting that user B 1s a victim of
harassment, moditying unit 208 may modilying one or more
aspects of the game session. Example modifications may
include relocating user B’s avatar within the video game
environment, or relocating the other users’ avatars within
the video game environment such that they are at least a
threshold distance away from user B’s avatar, both of which
may be particularly usetul if the video game implements a
so-called “proximity chat” feature where users can only
communicate with each other if their avatars are within a
threshold distance of each other. Other example modifica-
tions may include changing the communication settings of
user B such that only those other users whose gaming
profiles are connected with that of user B’s gaming profile
(alternatively put, those users are indicated as “iriends” with
user B) are permitted to communicate with user B, as
opposed to all other users being permitted to do so. Shared
environment modifications shall be discussed in more detail
later herein.

[0040] The modifications to the shared environment seek
to eliminate (or at least reduce the impact of) the harassment
experienced by user B, thereby improving their safety and
wellbeing while playing the video game.

Shared Environments

[0041] In embodiments of the present description, execut-
ing unit 200 1s configured to execute a session of a shared
environment. In embodiments of the present description,
executing unit 200 may be one or more CPUs (such as CPU
20, for example) and/or one or more GPUs (such as GPU 30,
for example).
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[0042] As previously mentioned, the term *“‘shared envi-
ronment” need not be limited to video game environments,
but may also include other types of shared environments. As
such the shared environment may be one of: 1. a video game
environment; 1. an online chat service (a chat room, for
example); 111. an 1nstant messaging service; 1v. a videocon-
ferencing service; and v. a social media platiorm.

[0043] It should be noted that the preceding examples are
not exhaustive; persons skilled 1n the art will appreciate that
types of shared environment other than those mentioned
previously are considered within the scope of the present
description.

Biometric Data

[0044] In embodiments of the description, 1t 1s desirable to
ascertain whether a given user participating 1n the shared
environment 1s experiencing some form of harassment.
[0045] Therelfore, 1n embodiments of the present descrip-
tion, mput unit 202 1s configured to receive biometric data,
the biometric data being associated with a plurality of users
participating 1n the executed session of the shared environ-
ment. In embodiments of the present description, input unit
202 may be one or more data ports, such as data port 60,
USB ports, Ethernet® ports, WiF1® ports, Bluetooth® ports,
or the like.
[0046] The biometric data obtained from the users during
the executed session may provide an indication ol each
users’ emotional state. This 1s because the human body
typically exhibits a physiological response to emotions. For
example, when experiencing fear, the human body typically
responds by increasing heart rate, increasing breathing rate,
sweating, and the like. Similarly, when a given user partici-
pating in a shared environment 1s experiencing harassment,
theirr body will exhibit a physiological response to such
harassment. The biometric data gathered from the given user
during the executed session may comprise information
regarding at least some aspects of their physiological
response to harassment, which in turn may provide an
indication of the emotional state of the user (subject to
further processing discussed later herein). Hence, more
generally, biometric data may be thought of as data indica-
tive of a given user’s physiological response to interactions
occurring within the executed session of the shared envi-
ronment.
[0047] The biometric data may comprise one or more of:
[0048] 1. a galvanic skin response (changes in sweat
gland activity and/or skin conductance);

[0049] 11. a heart rate;

[0050] 111. a breathing rate;

[0051] 1v. a blink rate;

[0052] v. a metabolic rate;

[0053] wvi. video data (one or more 1mages of a given

user’s face and/or body);
[0054] wv11. audio data (speech or other noises made by
a given user); and
[0055] wv11. one or more mput signals (button presses
from a given user’s game controller).
[0056] It should be noted that the preceding examples are
not exhaustive; persons skilled 1n the art will appreciate that
types of biometric data other than those mentioned previ-
ously are considered within the scope of the present descrip-
tion.

[0057]
more of:

The biometric data may be received from one or
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[0058] 1. a fitness tracking device;

[0059] 1. a user mput device (game controller, mouse,
keyboard, or the like)

[0060] 111. a camera (standalone or comprised within a
computer, head mounted display, TV, user input device,
or the like); and

[0061] 1v. a microphone (standalone or comprised
within a computer, head mounted display, TV, user
input device, or the like).

[0062] It should be noted that the preceding examples are
not exhaustive; persons skilled in the art will appreciate that
types of devices operable to obtain and transmit a given
user’s biometric data other than those mentioned previously
are considered within the scope of the present description.
[0063] Optionally, mput unit 202 may be configured to
receive data comprising input signals from a plurality of
input devices associated with the plurality of users. The
advantages of doing so will be made apparent later herein.
[0064] It should be noted that the use of mnput signals as a
source of biometric data 1s not one that must necessarily be
obtained from all of the plurality of users; some users may
provide such 1nput signals as biometric data (either singly or
in combination with other sources of biometric data),
whereas some users may not. However, the aforementioned
optional receiving of data comprising mput signals at input
unit 202 should be thought of as the receiving of all of the
plurality of users input signals.

Emotion Data

[0065] As previously mentioned, the biometric data gath-
ered from a given user experiencing harassment during the
executed session may comprise information regarding at
least some aspects of their physiological response to harass-
ment, which 1n turn may provide an indication of the
emotional state of the user.

[0066] In order to ascertain the emotional state of the user,
the biometric data may be used to generate a given user’s
valence and/or arousal values, which, 1n essence, respec-
tively indicate the (un)pleasantness and/or the intensity of
the emotion being experienced by the given user.

[0067] Therefore, 1n embodiments of the present descrip-
tion, generating unit 204 1s configured to generate, based on
at least a part of the biometric data, emotion data associated
with the plurality of users, the emotion data comprising a
valence value and/or an arousal value associated with each
of the plurality of users. In embodiments of the present
description, generating unit 204 may be one or more CPUs
(such as CPU 20, for example) and/or one or more GPUs

(such as GPU 30, for example).

[0068] The generated emotion data may provide an indi-
cation of a given user’s emotional state, especially 1n the
case where the emotion data comprises both valence and
arousal values for the given user, as such values may be
treated as a pair of coordinates to be plotted on a graph
similar to that depicted 1n FIG. 4.

[0069] FIG. 4 depicts a valence and arousal chart onto
which valence and arousal values associated with certain
emotions have been plotted. Valence, v, and arousal, a,
values are typically non-dimensional (that 1s, unitless) num-
bers within the range of -1=v, a=l. The values 1 and -1
therefore represent the extremes of (un)pleasantness and
intensity of emotion. Interestingly, the valence and arousal
values of commonly experienced emotions (such as those
plotted with a black dot, £2) typically follow the circumier-
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ence of a circle (see dashed line) that 1s centred at the origin
(which may represent an emotional state of ambivalence or
indiflerence, for example) and has a circumierence of 1. This
1s not necessarily true for all emotional states; certain rare
(or less commonly experienced) emotional states, such as a
very intense elation (plotted with a ring, o) experienced by
some people during a manic episode, for example, may not
fit this trend. However, given that this trend 1s typically
followed by the more commonly experienced emotions, it
may be beneficial to utilise this trend in the generation of
emotion data. It should be noted that not all commonly
experienced emotions are depicted 1n FIG. 4; persons skilled
in the art will appreciate that other common emotions exist

and may be plotted 1n similar manner to those depicted 1n
FIG. 4. Line 1 shall be discussed later herein.

[0070] Generating unit 204 may generate emotion data
from a given user’s biometric data by implementing some
form of predetermined algorithm (an equation, for example)
which may take into account the different types of biometric
data recerved from the given user. Certain types ol biometric
data may be more strongly correlated with valence than
arousal, and vice versa. Therefore, those types of biometric
data that are more correlated with valence (such as, video
data and audio data, for example) may be used to determine
the valence, and likewise those biometric data types that are
more correlated with arousal (such as galvanic skin response
and heart rate, for example) may be used to determine the
arousal. Some types of biometric data may be correlated
with both valence and arousal. For example, breathing rate
may be positively correlated with arousal and negatively
correlated with valence, which would result in the user’s
emotion data indicating calmness when the breathing rate 1s
low, and an upset emotion when the breathing rate 1s high.
The same could be said of a frequency of repeated 1nput
signals; a user may repeatedly press a button of a game
controller while they experience anxiety, but not do so when
they are calm.

[0071] It should be noted that the alorementioned corre-
lations may only hold true in certain situations. People
typically adopt a sitting positon when participating 1n shared
environments. As such, the alorementioned correlations may
hold true 1n these circumstances. However, 1t a certain user
1s, say, exercising while participating 1n a shared environ-
ment (for example, playing a video game based on physical
activity, jogging while participating 1n a conference call, or
the like), the aforementioned correlations may not hold true;
the increased breathing rate of that certain user could not be
relied upon as an indication that the user 1s upset. The same
could be said for the type of video game being played (in the
case where the shared environment 1s a video game envi-
ronment); a horror game may cause certain users to feel
scared/anxious/upset regardless of whether harassment 1s
taking place or not. As such, and as will be appreciated by
persons skilled in the art, other correlations would need to be
devised which take into account the circumstances in which
a given user 1s participating within the shared environment.
Hence more generally the algorithm may optionally be
specific to or calibrated for a particular environment or class
of environment, and/or for particular levels or activities or
classes thereof within the environment (e.g. being difierent
during a death match game and during a matchmaking lobby
where teams for the game are picked).

[0072] For the purposes of illustration only, the atoremen-
tioned correlations will be used 1n a non-limiting example of
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algorithmic emotion data generation. Equations 1 and 2 are
example equations which may be used to calculate (gener-
ate) emotion data (valence and arousal values) from bio-
metric data.

v=0 (c F+c,d+cB+cd-D)) Equation 1

[0073] Q, and Q are scaling factors which ensure that the
respective values of valence, v, and arousal, a lie 1n the range
—1=v, a1 (or at least ensure that the order of magmtude of
vandais 1). ¢, to ¢, are weighting coetlicients for each type
ol biometric data, which may take on a positive or a negative
value depending on the correlation between the respective
type of biometric data and the valence/arousal value. F and
A are quantities determined by respectively performing face
detection on the video data and audio analysis on the audio
data. For example, F may be the degree of curvature of the
user’s lips (indicating smiling or frowning), the degree of
inclination of the eyebrows (indicating anger or surprise), or
the like, and A may be an average pitch of the user’s voice
(higher pitch may indicate sadness), a quantity representing
a timbre (tone colour) of the user’s voice (whimpering has
a timbre similar to that of a falsetto voice, whereas a normal
voice 1s more full and resonant in sound), or the like. B 1s the
breathing rate, I 1s the frequency of repeated mput signals,
S 1s skin conductance and H 1s heart rate. D, and D, are
threshold (datum) values which the quantities ¢ F+c,A+
c;B+c, I and c.S+c H+c B+c.I must respectively surpass so
that v and a may be greater than zero (in the case, that the
given user may be happy or excited, for example).

[0074] It should be noted that equations 1 and 2 (and any
other equation which may be devised 1n order to generate
emotion data from biometric data) may be tailored to each
of the plurality of users. For example, where a given user
does not provide breathing rate data, then equations 1 and 2
may be modified to discount or remove variables B, ¢, and
C,, and adjust (most likely reduce) the values of D, and D.,.
[0075] As previously mentioned, the valence and arousal
values of commonly experienced emotions typically follow
the circumierence of a circle when plotted on a valence and
arousal chart, the circle being centred at the ornigin and
having a circumierence of 1. This circle may therefore be
expressed 1n equation 3 as:

vo+a’=1

[0076] This trend may be used in order to correct any
errors which may arise when generating emotion data. For
example, for a portion of biometric data, equation 1 may
yield a valence value of 0.8, whereas equation 2 may vyield
an arousal value of 2.5 (which 1s erroneous as arousal values
may only be between -1 and 1). This may be corrected by
utilising equation 3 and the valence value of 0.8. Doing so
yields an arousal value of £0.36. Given that the erroneous
arousal value was greater than zero, a corrected arousal
value may be selected as 0.36.

[0077] Alternatively or in addition to using equations/
algorithms, machine learning models may be used 1n order
to generate emotion data from biometric data. This may be
advantageous i1n that qualitative aspects ol biometric data
may be taken into account when generating the (typically
quantitative) emotion data. These qualitative aspects may be
the meaning (semantics) of the words spoken by a user (such
words may be recognised using known speech recognition
techniques), the cadence of a user’s speech (which may not

Equation 2

Equation 3
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necessarily be qualitative, but the complex time-dependent
nature of speech cadence may prove diflicult to accurately
take 1nto account when using the aforementioned equations),
determining the types of sounds uttered by the user (sobbing,
screaming, whimpering, or the like), determining emotions
from facial expressions, or the like. The use of machine
learning models shall be discussed later herein.

[0078] In any case, the generated emotion data may be
used to detect victims of harassment (and optionally harass-
ers) within the shared environment.

Detecting Victims (and Harassers)

[0079] As mentioned previously, it 1s desirable to detect
the victims of harassment {irst in order to avoid (or at least
reduce the occurrence of) false positive harassment detec-
tions.

[0080] In order to detect victims of harassment, the gen-
erated emotion data for each user may be evaluated against
a set of criteria that correspond to negative emotions. Thus,
a given user may be found to be a victim of harassment once
their emotion data satisfies at least one of the criteria.

[0081] Therelfore, 1n embodiments of the present descrip-
tion, detection unit 208 1s configured to detect, responsive to
at least a first part of the emotion data satisfying one or more
of a first set of criteria, one or more first users associated
with the at least first part of the emotion data. In embodi-
ments of the present description, generating unit 204 may be

one or more CPUs (such as CPU 20, for example) and/or one
or more GPUs (such as GPU 30, for example).

[0082] Given that the first set of criteria (first criteria) are
to be used to detect victims of harassment (first users), such
first criteria should correspond to valence and arousal values
typically associated with negative emotions. A graph similar
to that depicted 1n FIG. 4 may be usetul 1n the determination
as to which valence and arousal values typically correspond
to negative emotions. For example, persons skilled 1n the art
would readily perceive that a valence value less than zero
may serve as a suitable first criterion, as negative emotions
typically have a negative valence value. It be should be
noted that first criteria need not only specily valence and
arousal values that satisty some threshold value (valence
being less than zero, for example) or some threshold range
of values (arousal being between 0.2 and 0.5, for example),
but may also specily changes 1n valence and arousal values
(valence decrease of 0.4, for example), or even rates in these
changes (arousal decrease of 0.3 1n under 2 seconds, for
example).

[0083] In any case, and more generally, a given one of the
first set of criteria 1s such that valence and/or arousal values
corresponding to negative emotions and/or negative changes
in emotion would satisiy it.

[0084] As such, detection unit 206 may find that one or
more users participating in the shared in environment are
victims of harassment 1n the event that those one or more
users’ emotion data satisfies at least one of the first criteria.
Consequently, detection unit 206 may detect harassers by
detecting one or more second users that are different from
the one or more first users. This detection of harassers,
however, may be too crude in some 1nstances. For example,
if 50 people are participating within a shared environment,
and one of those 1s found to be a victim of harassment, it
may transpire that detection umt 206 finds the other 49 users
to all be harassers. Thus, a more refined harasser detection
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may be needed 1n some 1nstances. Such detection methods
are discussed 1n the following paragraphs.

[0085] Optionally, detection umit 206 may be used to
detect harassers 1n a similar manner. That 1s to say, the
generated emotion data for each user may be evaluated
against a set of criteria that corresponds to positive emo-
tions, as harassers typically derive pleasure from harassing
others. As such, detection unit 206 may be configured to
detect, responsive to at least a second part of the emotion
data satisfying one or more of a second set of criteria, one
or more second users associated with the at least second part
ol the emotion data. The terms “second users™ and “harass-
ers” should be regarded as synonymous within the context of
the present description by persons skilled 1n the art.

[0086] Given that the second set of criteria (second crite-
ria) are to be used to detect harassers (second users), such
second criteria should correspond to valence and arousal
values typically associated with positive emotions. A graph
similar to that depicted in FIG. 4 may be useful in the
determination as to which valence and arousal values typi-
cally correspond to positive emotions. For example, persons
skilled 1n the art would readily percerve that a valence value
greater than zero may serve as a suitable second criterion, as
positive emotions typically have a positive valence value.
Similarly with first criteria, It be should be noted that second
criteria need not only specily valence and arousal values that
satisty some threshold value or some threshold range of
values but may also specily changes 1n valence and arousal
values or even rates in these changes.

[0087] Turning back to FIG. 4, the line 1 serves as a
potential demarcation between first and second sets of
criteria (were both sets of criteria to be utilised). Given that
harassment icidents typically arise through a user actively
seeking to harass another user, harassers do not typically
possess a low arousal value (which indicates a low 1ntensity
of emotion). Moreover, given that some forms of harassment
can be quite aggressive/abusive, harassers may sometimes
possess a negative valence value. As such, a more reliable
detection of harassers may be carried out by creating second
criteria that correspond to valence and arousal values which
tall within the segment of the circle bounded by the positive
valence axis and the line 1. Moreover, a more reliable
detection of victims may be carried out by first criteria that
correspond to valence and arousal values which fall within
the segment of the circle bounded by the negative arousal
axis and the line 1; victims do not typically possess positive
valence values, and their arousal values typically do not
exceed that associated with anger.

[0088] As a further option, should mput unit 202 be
configured to recerve data comprising input signals from a
plurality of iput devices associated with the plurality of
users, detection unit 206 may be configured to detect one or
more nput signals received from one or more of the second
users within a threshold prior of time prior to and/or sub-
sequent to the detection of the one or more first users. In
doing so, detection unit 206 essentially performs a more
refined detection of harassers. For example, subsequent to a
victim being detected, several potential harassers may be
detected. However, not all of these potential harassers may
be a harasser. For example, some of the potential harassers
may actually be engaged 1n an entertaining conversation
with users other than the victim, but their emotion data has
caused detection unit 206 to (erroneously) determine they
had been harassing the victim (or another user). Thus,
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detection unit 206 may essentially filter out those potential
harassers that in actuality are not harassers by taking into
account the 1input signals recerved from the potential harass-
ers. Should a given potential harasser be found to have
provided an mput signal within a threshold period of time
prior to and/or subsequent to the victim detection, then that
given potential harasser may be detected as the harasser,
whereas those that had not done so (for example, the
alorementioned entertaining conversation started after the
threshold period of time subsequent to victim detection had
clapsed) are not detected as the harasser.

[0089] Altematively, harassers may be detected solely
based on whether their input signals are received within a
threshold period of time prior to and/or subsequent to the
detection of the one or more first users. Accordingly, should
mput unit 202 be configured to recerve data comprising
input signals from a plurality of input devices associated
with the plurality of users, detection unit 206 may be
configured to: detect one or more input signals received
within a threshold period of time prior to and/or subsequent
to the detection of the one or more first users, and detect one
or more second users associated with the detected put
signals.

[0090] The threshold period of time 1 question may be
predetermined, user-defined, dynamically adjustable during
the executed session (in response to changes 1n emotion
data, for example), or the like.

[0091] As will be appreciated by persons skilled 1n the art,
the detection of harassers based on the timing of their input
signals need not be restricted simply to such timings per se,
but may also be based on the type, number, frequency, or any
other aspect of those input signals which are received at
input unit 202 within the threshold period of time prior to
and/or subsequent to the detection of victims. For example,
an mput signal which causes an video game avatar to
perform a taunting gesture may be considered more harass-
ing than that which causes an avatar to perform a greeting
(hand wave) gesture.

[0092] In any case, the victims (and optionally harassers)
are detected by detection unit 206, and the shared environ-
ment may be modified 1n response.

[0093] In a variant embodiment, the detection may be
refined further to reduce false positives as follows.

[0094] Whilst one or more users may be victims of harass-
ment 1n the event that those one or more users’ emotion data
satisfies at least one of the first criteria, there may be other
causes of (typically negative) emotion that satisiy the first
criteria, such as for example losing the game, or getting
killed, or being beaten to a piece of treasure, or the like.
Hence optionally the system discounts emotion data satis-
tying the at least one of the first criteria 1 one or more
relevant triggers of such emotion within the environment or
gameplay have occurred within a threshold preceding period
and/or distance of the user, or are clearly related to the user
(such as their team conceding a goal).

[0095] By contrast harassment tends to be both opportu-
nistic and takes some time to enact, and so will not have a
consistent correlation with such in-game events. Of course,
some potential harassment (such as teasing when the player
loses) may be overlooked by this process, but sustained or
repeated harassment, 1.e. victimisation, can still be detected.
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Moditying Aspects of the Shared Environment

[0096] In embodiments of the present description, it 1s
desirable to modily the shared environment once the victims
(and optionally harassers) have been detected in order to
climinate (or at least reduce the impact of) the harassment
experienced by victims, and thus improve user safety and
wellbeing while participating 1n the shared environment.
[0097] Theretfore, in embodiments of the present descrip-
tion, modifying unit 208 1s configured to modily, responsive
to the detection of the one or more first users, one or more
aspects of the shared environment. In embodiments of the
present description, modifying unit 208 may be one or more
CPUs (such as CPU 20, for example) and/or one or more
GPUs (such as GPU 30, for example).

[0098] As will be appreciated by persons skilled in the art,
aspects of the shared environment that are to be modified by
modifying unit 208 should be those that would reasonably
be expected to affect an improvement 1n user (particularly
victim) safety and wellbeing. As such, the aspects of the
shared environment may be one or more of: 1. a presence of
one or more of the second users within the shared environ-
ment (banning harassers from participating within the shared
environment either temporarilly or permanently, {for
example); 11. an ability of one or more of the second users
to provide one or more types of mput signals to the shared
environment (restricting harassers’ usage of the shared envi-
ronment either temporarily or permanently—allowing
harassers to continue participating within the shared envi-
ronment, but not allowing them to speak or send messages,
for example); 111. a location of a given second user’s avatar
within the shared environment (should the shared environ-
ment be a video game environment, then the harassers’
avatars may be relocated away from the victims’ avatars);
and 1v. a location of a given first user’s avatar within the
shared environment (should the shared environment be a
video game environment, then the victims’ avatars may be
relocated away from the harassers’ avatars).

[0099] Optionally, modifying unit 208 may be configured
to modily, responsive to the detection of the one or more
second users, one or more aspects ol the shared environ-
ment. Thus, moditying unit 208 would only carry out
modifications to the shared environment when at least one
victim and at least one harasser have been detected, tech-
niques for harasser detection being discussed hereinbefore.
This may provide a more targeted/refined modification to the
shared environment, as the modifications carried out may be
restricted to those which would only affect the detected
victims’ and/or harassers’ participation within the shared
environment, as opposed to modifications that affect every
users’ participation within the shared environment, the latter
potentially arising in the case where modifying unit 208
modifies the shared environment only 1n response to the
detection of victims (and every other user potentially being
presumed a harasser).

[0100] As a further option, moditying unit 208 may be
configured to modily one or more aspects of the shared
environment 1 response to the detection of the one or more
second users occurring within a threshold period of time
prior to and/or subsequent to the detection of the one or more
first users. As a non-limiting example, in response to a
victim being detected, detecting unit 206 may detect several
potential harassers by evaluating emotion data against the
second criteria. However, not all of these potential harassers
may be a harasser. As mentioned 1 a previous example,
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some of the potential harassers may actually be engaged 1n
an entertaiming conversation with users other than the vic-
tim, but their emotion data has caused detection unit 206 to
(erroneously) determine that they had been harassing the
victim (or another user), for example. Thus, detection unit
206 may essentially filter out those potential harassers that
in actuality are not harassers by taking into account the
timings of the victim and harasser detections. Similar bases
for filtration may be whether such false harassers move with
the victim, or for example are moving 1n response to each
other and/or facing each other during their conversation. In
other words, alternatively or 1n addition to temporal filters,
and/or spatial filters (e.g. based on distance), directional
and/or motion filters can optionally be used.

[0101] Should a given potential harasser be found to have
been detected within a threshold period of time prior to
and/or subsequent to the victim detection (or within equiva-
lent thresholds for other bases of detection if used), then that
given potential harasser may be detected as the harasser,
whereas those that had not done so (for example, the
aforementioned entertaining conversation started after the
threshold period of time subsequent to victim detection had
clapsed) are not detected as the harasser. Therefore, a more
targeted/refined modification of the shared environment may
be carried out by virtue of the refined harasser detection
carried out by beforehand.

[0102] Where harasser detection 1s based on both emotion
data evaluation and mnput signal timing (as discussed here-
inbefore), modifying unit 208 may be configured to modity,
based on the one or more detected input signals, one or more
aspects of the shared environment, the detected input signals
being those received from one or more of the second users
within a threshold prior of time prior to and/or subsequent to
the detection of the one or more first users. Again, a more
targeted/refined modification of the shared environment may
be carried out by virtue of the refined harasser detection
carried out beforehand.

[0103] Given the possibility of false positives, optionally
the modifications may be implemented in a sequence of
mounting severity for the second user as successive harass-
ment events are detected, either within a single session or
over a plurality of sessions or a predetermined period.
Where such modifications relate to mitigating the effect on
one victim, the successive harassments may be specific to
that victim. Meanwhile there such modifications relate to
punishing or diseniranchising the second user, the succes-
sive harassments may be 1n relation to any victim. Conse-
quently 1in such a scheme different forms of modification
may occur at diflerent rates of response to harassing behav-
10UL.

Avatar Locations

[0104] As noted previously herein, where embodiments of
the present description are to be implemented as part of a
video game (that 1s to say, where the shared environment 1s
a video game environment), 1t may be beneficial to utilise
the locations of users’ avatars 1n order to determine which of
the other users are harassers. This may provide another more
refined harasser detection, as those users that are within a
threshold distance from a victim are typically more likely to
have been the harasser; users having an entertaining con-
versation on a mountain summit (and thus exhibiting posi-
tive emotions similar to those of a harasser) are not likely to
have harassed a victim located on a riverbank.
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[0105] Therefore, embodiments of the present description
may comprise a location determination unit configured to
determine a location of a plurality of avatars within the
shared environment, each avatar being associated with a
respective one of the plurality of users. Accordingly, detec-
tion unit 206 may be configured to: for a given avatar that
1s associated with a given first user, detect one or more
avatars that are not associated with a given other {first user
located within a threshold distance from the given avatar,
detect one or more second users associated with the one or
more detected avatars. Moreover, modilying unit may be
configured to modily, responsive to the detection of the one
or more second users, one or more aspects of the shared
environment.

[0106] The threshold distance 1n question may be prede-
termined, user-defined, dynamically adjustable during the
executed session (1n response to changes in emotion data, for
example), or the like.

[0107] In essence, once a given victim has been detected,
detection umit 208 detect whether a given other user 1s a
harasser based on their avatar’s proximity to the given
victim’s avatar.

Generating Model

[0108] As mentioned previously, machine learning may be
used 1n order to generate emotion data from biometric data.
This may be advantageous in that qualitative aspects of
biometric data may be taken into account when generating
the (typically quantitative) emotion data, examples of such
qualitative aspects being discussed hereinbefore. Therelore,
in embodiments of the present description, generating unit
204 may comprise a generating model trained to generate
the emotion data based on at least part of the biometric data.
[0109] As will be appreciated by persons skilled 1n the art,
the generating model may be any type of machine learning,
model, neural network, or deep learning algorithm. As a
non-limiting example of training, the generating model may
be trained using training data comprising a plurality of types
of biometric data and corresponding emotion (valence and
arousal) data.

[0110] Optionally, the generating model may be trained
using biometric data received during one or more previously
executed sessions ol the shared environment. As a non-
limiting example, during those previously executed ses-
sions, a conventional reporting of harassment may have
been implemented. Subsequently, the generating model may
be trained using the biometric data gathered during those
previously executed sessions (previously received biometric
data) and any data/metadata comprised within any harass-
ment reports (victim user 1D, harasser user ID, nature of
harassment, or the like). The victims and/or harassers from
these previous session may be identified through the harass-
ment report data/metadata, and the biometric data of those
victims and/or harassers may be used as training data
(subject to any prior processing such as labelling). Alterna-
tively or 1n addition to conventional reporting, emotion data
that was generated during the previously executed sessions
using any of the techniques discussed hereinbefore may be
used.

[0111] Alternatively or 1n addition to training based on
previously received biometric data, the generating model
may be trained to generate the emotion data based on video
data and/or audio data output from the shared environment.
In such case, input unit 202 may be configured to receive the
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video data and/or audio data output from the shared envi-
ronment. Such outputted video and/or audio data may com-
prise evidence ol harassment occurring within the shared
environment. As a non-limiting example, 1n a virtual reality
environment (where users can typically mampulate the
limbs of their avatars with a greater degree of freedom than
that of conventional video games), a harasser may be
causing their avatar to perform a rude gesture towards a
victim. The victim’s/harasser’s/other users’ point(s) of view
of the video game environment (provided via their respec-
tive virtual cameras) may capture 1images/video frames of
the harasser’s avatar performing the rude gesture, and these
images/video frames may be mput to the generating model
along with any emotion data that was generated during the
session of the virtual reality environment using any of the
techniques discussed hereinbefore, for example. The same
can be said for any sounds (audio data) output from a virtual
reality environment (or indeed any other type of shared
environment). The generating model may then learn rela-
tionships between the bodily motions of avatars (or even the
bodily motions of humans in the case of, say, a videocon-
ferencing environment) and the emotion data, and/or rela-
tionships the speech/sounds of avatars/humans and the emo-
tion data.

[0112] Optionally, the generating model may be trained
using video data and/or audio data outputted during one or
more previously executed sessions of the shared environ-
ment. This video and/or audio data may be used in similar
manner to that discussed with respect to previously recerved
biometric data, for example.

[0113] It will be appreciated that, as noted previously,
different criteria may apply to different games or activities
within a game, and hence similarly respective generating
models may be trained or cloned and re-trained and used, for
different games and/or different activities within a game.
[0114] In any case, the generating model, once trained,
may provide a more comprehensive victim (and harasser)
detection. This 1s because the generating model may be able
to take into account more subtle and/or more qualitative
aspects of human (or avatar) body language, speech, physi-
ology, and the like into account when determining the
emotions of users participating within a shared environment.

Summary Embodiment(s)

[0115] Hence, 1n a summary embodiment of the present
description a harassment detection apparatus comprises:
executing unit 200 configured to execute a session of a
shared environment; input unit 202 configured to receive
biometric data, the biometric data being associated with a
plurality of users participating 1n the executed session of the
shared environment; generating unit 204 configured to gen-
crate, based on at least a part of the biometric data, emotion
data associated with the plurality of users, the emotion data
comprising a valence value and/or an arousal value associ-
ated with each of the plurality of users; detection unit 206
configured to detect, responsive to at least a first part of the
emotion data satisiying one or more of a {irst set of criteria,
one or more first users associated with the at least first part
of the emotion data; and modifying unit 208 configured to
modily, responsive to the detection of the one or more first
users, one or more aspects of the shared environment, as
described elsewhere herein.

[0116] It will be apparent to persons skilled in the art that
variations 1n the atorementioned apparatus as described and
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claimed herein are considered within the scope of the
present mvention, including but not limited to that:

[0117] In an instance of the summary embodiment,
detection unit 206 1s configured to detect, responsive to
at least a second part of the emotion data satisiying one
or more of a second set of criteria, one or more second
users associated with the at least second part of the
emotion data; and moditying unit 208 1s configured to
modily, responsive to the detection of the one or more
second users, one or more aspects of the shared envi-
ronment, as described elsewhere herein:

[0118] In this instance, optionally modifying unit 208 1s
configured to modily one or more aspects of the shared
environment 1n response to the detection of the one or
more second users occurring within a threshold period
of time prior to and/or subsequent to the detection of
the one or more first users, as described elsewhere
herein;

[0119] Similarly in this instance, optionally input unit
202 1s configured to receive data comprising input
signals from a plurality of input devices associated with
the plurality of users; detection unit 206 1s configured
to detect one or more mmput signals recerved from one
or more of the second users within a threshold prior of
time prior to and/or subsequent to the detection of the
one or more first users; and modifying unmit 208 1s
configured to modily, based on the one or more
detected input signals, one or more aspects of the
shared environment, as described elsewhere herein;

[0120] In an instance of the summary embodiment,
input unit 202 1s configured to receive data comprising
iput signals from a plurality of mput devices associ-
ated with the plurality of users; detection unit 206 1s
configured to: detect one or more 1nput signals received
within a threshold period of time prior to and/or sub-
sequent to the detection of the one or more first users,
and detect one or more second users associated with the
detected mput signals; and modifying unit 208 1s con-
figured to modity, responsive to the detection of the one
or more second users, one or more aspects of the shared
environment, as described elsewhere herein;

[0121] In an mnstance of the summary embodiment, the
harassment detection apparatus comprises location
determination unit 210 configured to determine a loca-
tion of a plurality of avatars within the shared envi-
ronment, each avatar being associated with a respective
one of the plurality of users; wherein detection unit 206
1s configured to: for a given avatar that 1s associated
with a given first user, detect one or more avatars that
are not associated with a given other first user located
within a threshold distance from the given avatar,
detect one or more second users associated with the one
or more detected avatars; and moditying unit 208 1is
configured to modily, responsive to the detection of the
one or more second users, one or more aspects of the
shared environment, as described elsewhere herein;

[0122] In an mstance of the summary embodiment,
generating unit 204 comprises a generating model
trained to generate the emotion data based on at least
part of the biometric data, as described elsewhere
herein;

[0123] In this imnstance, optionally the generating model
1s trained using biometric data received during one or
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more previously executed sessions of the shared envi-
ronment, as described elsewhere herein;

[0124] Smmilarly in this 1nstance, optionally 1nput unit
202 1s configured to receive video data and/or audio
data output from the shared environment; and the
generating model 1s trained to generate the emotion
data based on the video data and/or audio data output

from the shared environment, as described elsewhere

herein;

[0125] In this instance, optionally the generating model
1s trained using video data and/or audio data outputted
during one or more previously executed sessions of the
shared environment, as described elsewhere herein;

[0126] In an instance of the summary embodiment, the
biometric data comprises one or more selected from the
list consisting of:

[0127] 1. a galvanic skin response;

[0128] 11. a heart rate;

[0129] 111. a breathing rate;

[0130] 1v. a blink rate;

[0131] v. a metabolic rate;

[0132] wv1. video data;

[0133] wvi11. audio data; and

[0134] wv11. one or more put signals, as described

elsewhere herein;

[0135] In an instance of the summary embodiment, the
biometric data 1s received from one or more selected
from the list consisting of:

[0136] 1. a fitness tracking device;
[0137] 11. a user iput device;
[0138] 111. a camera; and 1v. a microphone, as described

elsewhere herein; and

[0139] In an instance of the summary embodiment, one
or more of the aspects of the shared environment are
one or more selected from the list consisting of:

[0140] 1. a presence ol one or more of the second users
within the shared environment;

[0141] 11. an ability of one or more of the second users
to provide one or more types of mput signals to the
shared environment;

[0142] 1. a location of a given second user’s avatar
within the shared environment; and

[0143] 1v. a location of a given first user’s avatar within
the shared environment, as described elsewhere herein.

Harassment Detection Method

[0144] Referring now to FIG. 5, a harassment detection
method comprises the following steps: Step S100: executing
a session of a shared environment, as described elsewhere
heremn. Step S102: receiving biometric data, the biometric
data being associated with a plurality of users participating
in the executed session of the shared environment, as
described elsewhere herein. Step S104: generating, based on
at least a part of the biometric data, emotion data associated
with the plurality of users, the emotion data comprising a
valence value and/or an arousal value associated with each
of the plurality of users, as described elsewhere herein. Step
S106: detecting, responsive to at least a first part of the
emotion data satisiying one or more of a {irst set of criteria,
one or more first users associated with the at least first part
of the emotion data, as described elsewhere herein. Step
S108: modifying, responsive to the detection of the one or
more first users, one or more aspects of the shared environ-
ment.
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[0145] It will be apparent to a person skilled 1n the art that
variations 1n the above method corresponding to operation
of the various embodiments of the apparatus as described
and claimed herein are considered within the scope of the
present mvention.

[0146] It will be appreciated that the above methods may
be carried out on conventional hardware (such as entertain-
ment device 10) suitably adapted as applicable by software
instruction or by the inclusion or substitution of dedicated
hardware.

[0147] Thus the required adaptation to existing parts of a
conventional equivalent device may be implemented 1n the
form of a computer program product comprising processor
implementable 1nstructions stored on a non-transitory
machine-readable medium such as a floppy disk, optical
disk, hard disk, solid state disk, PROM, RAM, flash memory
or any combination of these or other storage media, or
realised 1n hardware as an ASIC (application specific inte-
grated circuit) or an FPGA (field programmable gate array)
or other configurable circuit suitable to use 1n adapting the
conventional equivalent device. Separately, such a computer
program may be transmitted via data signals on a network
such as an FEthernet, a wireless network, the Internet, or any
combination of these or other networks.

[0148] The foregoing discussion discloses and describes
merely exemplary embodiments of the present invention. As
will be understood by those skilled in the art, the present
invention may be embodied 1n other specific forms without
departing from the spirit or essential characteristics thereof.
Accordingly, the disclosure of the present invention 1s
intended to be illustrative, but not limiting of the scope of the
invention, as well as other claims. The disclosure, including
any readily discernible variants of the teachings herein,
defines, 1n part, the scope of the foregoing claim terminol-
ogy such that no inventive subject matter 1s dedicated to the
public.

1. A harassment detection apparatus, comprising:

an executing unit configured to execute a session of a
shared environment;

an input umt configured to receive biometric data, the
biometric data being associated with a plurality of users
participating in the executed session of the shared
environment;

a generating umt configured to generate, based on at least
a part of the biometric data, emotion data associated
with the plurality of users, the emotion data comprising,
a valence value and/or an arousal value associated with
cach of the plurality of users;

a detection unit configured to detect, responsive to at least

a first part of the emotion data satistying one or more
of a first set of criteria, one or more first users associ-

ated with the at least first part of the emotion data; and

a modilying unit configured to modily, responsive to the
detection of the one or more first users, one or more
aspects of the shared environment.

2. A harassment detection apparatus according to claim 1,
wherein:

the detection unit 1s configured to detect, responsive to at
least a second part of the emotion data satistying one or
more of a second set of criteria, one or more second
users associated with the at least second part of the
emotion data; and
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the modifying unit 1s configured to modily, responsive to
the detection of the one or more second users, one or
more aspects of the shared environment.

3. A harassment detection apparatus according to claim 2,
wherein the modifying unit 1s configured to modily one or
more aspects of the shared environment 1n response to the
detection of the one or more second users occurring within
a threshold period of time prior to and/or subsequent to the
detection of the one or more first users.

4. A harassment detection apparatus according to claim 2,
wherein:

the put unit 1s configured to receive data comprising
input signals from a plurality of mput devices associ-
ated with the plurality of users;

the detection unit 1s configured to detect one or more 1nput
signals recerved from one or more of the second users
within a threshold prior of time prior to and/or subse-
quent to the detection of the one or more first users; and

the modifying unit 1s configured to modify, based on the
one or more detected input signals, one or more aspects
of the shared environment.

5. A harassment detection apparatus according to claim 1,
wherein:

the put unit 1s configured to receive data comprising
input signals from a plurality of mput devices associ-

ated with the plurality of users;
the detection unit 1s configured to:

detect one or more mput signals recerved within a thresh-
old period of time prior to and/or subsequent to the
detection of the one or more first users, and

detect one or more second users associated with the
detected mnput signals; and

the modifying unit 1s configured to modily, responsive to
the detection of the one or more second users, one or
more aspects of the shared environment.

6. A harassment detection apparatus according to claim 1,
comprising a location determination unit configured to
determine a location of a plurality of avatars within the
shared environment, each avatar being associated with a
respective one of the plurality of users;

wherein the detection unit 1s configured to:
for a given avatar that 1s associated with a given first user,

detect one or more avatars that are not associated with a
given other first user located within a threshold distance

from the given avatar,

detect one or more second users associated with the one
or more detected avatars; and

the moditying unit 1s configured to modily, responsive to
the detection of the one or more second users, one or
more aspects of the shared environment.

7. A harassment detection apparatus according to claim 1,
wherein generating unit comprises a generating model
trained to generate the emotion data based on at least part of
the biometric data.

8. A harassment detection apparatus according to claim 7,
wherein the generating model 1s trained using biometric data
received during one or more previously executed sessions of
the shared environment.
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9. A harassment detection apparatus according to claim 7,

wherein:

the mput unit 1s configured to receive video data and/or
audio data output from the shared environment; and

the generating model 1s trained to generate the emotion
data based on the video data and/or audio data output
from the shared environment.

10. A harassment detection apparatus according to claim

9, wherein the generating model 1s trained using video data
and/or audio data outputted during one or more previously
executed sessions of the shared environment.

11. A harassment detection apparatus according to claim

1, wherein the biometric data comprises one or more of:

1. a galvanic skin response;

11. a heart rate;

111. a breathing rate;

1v. a blink rate;

v. a metabolic rate:

vi. video data;

vil. audio data; and

viil. one or more input signals.

12. A harassment detection apparatus according to claim

1, wherein the biometric data 1s received from one or more:

1. a fitness tracking device;

11. a user mput device;

111. a camera; and

1v. a microphone.

13. A harassment detection apparatus according to claim

1, wherein one or more of the aspects of the shared envi-
ronment are one or more of:

1. a presence of one or more of the second users within the
shared environment;

11. an ability of one or more of the second users to provide
one or more types of mput signals to the shared
environment;

111. a location of a given second user’s avatar within the
shared environment; and

1v. a location of a given first user’s avatar within the
shared environment.

14. A harassment detection method, comprising the steps

of:
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executing a session of a shared environment;

recerving biometric data, the biometric data being asso-
ciated with a plurality of users participating in the
executed session of the shared environment;

generating, based on at least a part of the biometric data,
emotion data associated with the plurality of users, the
emotion data comprising a valence value and/or an
arousal value associated with each of the plurality of
Users;

detecting, responsive to at least a first part of the emotion
data satistying one or more of a first set of criteria, one
or more first users associated with the at least first part
of the emotion data; and

moditying, responsive to the detection of the one or more
first users, one or more aspects of the shared environ-
ment.

15. A non-transitory, computer-readable storage medium
having stored thereon a computer program comprising com-
puter executable instructions adapted to cause a computer
system to perform a harassment detection method, compris-
ing the steps of:

executing a session ol a shared environment;

receiving biometric data, the biometric data being asso-
ciated with a plurality of users participating in the
executed session of the shared environment;

generating, based on at least a part of the biometric data,
emotion data associated with the plurality of users, the
emotion data comprising a valence value and/or an
arousal value associated with each of the plurality of

users;

detecting, responsive to at least a first part of the emotion
data satistying one or more of a first set of criteria, one
or more first users associated with the at least first part
of the emotion data; and

modifying, responsive to the detection of the one or more
first users, one or more aspects of the shared environ-
ment.

16. (canceled)
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