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(57) ABSTRACT

In an embodiment, an electronic device includes a display
and an eye tracker. The display includes one or more
foveated areas. In the embodiment, the eye tracker 1s con-
figured to collect eye tracking data regarding a gaze of one
or more eyes ol a user on the display. The electronic device
also includes processing circuitry operatively coupled to the
display. In the embodiment, the processing circuitry 1is
configured to receive an indication of a motion associated
with the gaze from the eye tracker. The processing circuitry
1s also configured to determine a previous location associ-
ated with the gaze during a previous frame and a target
position associated with the gaze during a target frame. In
the embodiment, the processing circuitry i1s configured to
expand one or more foveated areas of the display adjacent a
previous position of the gaze of the user.
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PERIPHERAL LUMINANCE OR COLOR
REMAPPING FOR POWER SAVING

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of U.S. patent

application Ser. No. 17/316,460, entitled “PERIPHERAL
LUMINANCE OR COLOR REMAPPING FOR POWER
SAVING,” filed May 10, 2021, which claims priority to U.S.
Provisional Application No. 63/049,955, entitled “PERIPH-
ERAL LUMINANCE OR COLOR REMAPPING FOR
POWER SAVING,” filed Jul. 9, 2020, each of which 1s
herein incorporated by reference in its entirety for all pur-
poses.

SUMMARY

[0002] A summary of certain embodiments disclosed
herein 1s set forth below. It should be understood that these
aspects are presented merely to provide the reader with a
briel summary of these certain embodiments and that these
aspects are not mtended to limit the scope of this disclosure.
Indeed, this disclosure may encompass a variety of aspects
that may not be set forth below.

[0003] The present disclosure relates to power saving
techniques that can be used with foveated content, such as
dynamically foveated content. Foveation refers to a tech-
nique 1n which some aspect of an image (e.g., an amount of
detail, image quality, coloration, or brightness) i1s varied
across displayed content based at least in part on a fixation
point, such as a point or area within the content 1tself, a point
or region of the content on which one or more eyes of a user
are focused, or movement of the one or more eyes of the
user. For example, the brightness level 1n various portions of
the 1mage can be varied depending on the fixation point.
Indeed, 1in regions of the electronic display some distance
beyond the fixation point, which are more likely to appear in
a person’s peripheral vision, the brightness may be lowered.
In this way, foveation can reduce an amount of power used
to display the content on the electronic display without being
noticeable to the person viewing the electronic display.

[0004] In static foveation, various areas of an electronic
display having diflerent brightness levels each have a fixed
s1ze and location on the electronic display for each frame of
content displayed to the user. In dynamic foveation, the
various areas at diflerent brightness levels may change
between two or more 1images based at least in part on the
gaze ol the viewer. For example, as the eyes of the user move
across the electronic display from a top left corner to a
bottom right corner, the high brightness level portion of the
clectronic display also moves from the top lett corner to the
bottom right corner of the display. For content that uses
multiple 1mages, such as videos and video games, the
content may be presented to the viewer by displaying the
images 1n rapid succession. The high brightness and lower
brightness portions of the electronic display in which the
content 1s displayed may change between frames.

[0005] For dynamic foveation, an eye tracking system 1s
used to determine a focal point of the eyes of the user on the
clectronic display. That is, a continuous mput from the eye
tracking system 1s provided to a foveation system and used
to determine the size and location of the high brightness
level area on the electronic display. If the eye tracking
system 1s not able to determine a focal point of the eyes of
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the user or 1f a connection to the eye tracking system 1s
interrupted, the areas of varying brightness levels may no
longer correspond to the focal point of the eyes of the user.
Without the mnput, the foveation system may no longer
function and may cause 1ssues with a quality of an experi-
ence ol a user or viewing comiort because the high bright-
ness area of the display maintains the same location regard-
less of the focal point of the eyes of the user. Thus, a failure
of the eye tracking system may cause a reduction in 1image
quality on the display as perceived by the user. However, the
techniques described here may reduce an occurrence of the
reduction in 1mage quality of the image on the display.
Specifically, embodiments presented herein provide tech-
niques for foveation of a display when eye tracking 1s not
available or when an error 1n eye tracking occurs.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] Various aspects of this disclosure may be better
understood upon reading the following detailed description
and upon reference to the drawings described below.
[0007] FIG. 1 1s a block diagram of an electronic device
with an electronic display, according to an embodiment;
[0008] FIG. 2 1s a perspective view of a notebook com-
puter representing an embodiment of the electronic device of
FIG. 1;

[0009] FIG. 3 1s a front view of a hand-held device

representing another embodiment of the electronic device of
FIG. 1;

[0010] FIG. 4 1s a front view of another hand-held device
representing another embodiment of the electronic device of
FIG. 1;

[0011] FIG. 5 1s a front view of a desktop computer
representing another embodiment of the electronic device of
FIG. 1;

[0012] FIG. 6 1s a perspective view ol a wearable elec-

tronic device representing another embodiment of the elec-
tronic device of FIG. 1;

[0013] FIG. 7 1s a diagram of the display of FIG. 1 using
static foveation, according to an embodiment;

[0014] FIG. 8 1s a diagram of the display of FIG. 1 using
dynamic foveation, according to an embodiment;

[0015] FIG. 9 1s a diagram of the display of FIG. 1 using
dynamic foveation and temporal filtering, according to an
embodiment;

[0016] FIG. 10 1llustrates a graph for a brightness level of
a foveated portion of a display, according to an embodiment;
[0017] FIG. 11 illustrates a flow chart depicting operations
to adjust a foveated portion of a display and use temporal
filtering, according to an embodiment;

[0018] FIG. 12 1llustrates a tlow chart depicting operations
to adjust a foveated portion of a display based at least 1n part
on 1mage content, according to an embodiment; and
[0019] FIG. 13 1s a flow chart depicting operations to
adjust a luminance level and a color of a foveated portion of
a display, according to an embodiment.

DETAILED DESCRIPTION OF SPECIFIC
EMBODIMENTS

[0020] One or more specific embodiments will be
described below. In an effort to provide a concise description
of these embodiments, not all features of an actual 1mple-
mentation are described in the specification. It should be
appreciated that in the development of any such actual
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implementation, as 1n any engineering or design project,
numerous implementation-specific decisions must be made
to achieve the developers’ specific goals, such as compli-
ance with system-related and business-related constraints,
which may vary from one implementation to another. More-
over, 1t should be appreciated that such a development etfort
might be complex and time consuming, but would never-
theless be a routine undertaking of design, fabrication, and
manufacture for those of ordinary skill having the benefit of

this disclosure.

[0021] FIG. 1 1illustrates a block diagram of an electronic
device 10 that may provide power saving techniques for a
foveated display. As described 1n more detail below, the
clectronic device 10 may represent any suitable electronic
device, such as a computer, a mobile phone, a portable
media device, a tablet, a television, a virtual-reality headset,
a vehicle dashboard, or the like. The electronic device 10

may represent, for example, a notebook computer 10A as
depicted 1n FIG. 2, a handheld device 10B as depicted 1n

FIG. 3, a handheld device 10C as depicted in FIG. 4, a
desktop computer 10D as depicted in FIG. 5, a wearable
clectronic device 10E as depicted in FIG. 6, or any suitable
similar device with a display.

[0022] The electronic device 10 shown in FIG. 1 may
include, for example, a processor core complex 12, a
memory 14, a storage device 16, an electronic display 18,
input structures 22, an input/output (I/O) interface 24, a
network interface 26, a power source 28, and an eye tracker
32. The electronic device 10 may include 1image processing
circuitry 30. The image processing circuitry 30 may prepare
image data (e.g., pixel data) from the processor core com-
plex 12 for display on the electronic display 18.

[0023] Although the image processing circuitry 30 1is
shown as a component within the processor core complex
12, the 1mage processing circuitry 30 may represent any
suitable hardware and/or software that may occur between
the 1nitial creation of the image data and 1its preparation for
display on the electronic display 18. Thus, the image pro-
cessing circuitry 30 may be located wholly or partly 1n the
processor core complex 12, wholly or partly as a separate
component between the processor core complex 12 and the
clectronic display 18, or wholly or partly as a component of
the electronic display 18.

[0024] The various components of the electronic device 10
may include hardware elements (including circuitry), soft-
ware eclements (including machine-executable instructions
stored on a tangible, non-transitory medium, such as the
local memory 14 or the storage device 16, or a combination
of both hardware and software elements. It should be noted
that FIG. 1 1s merely one example of a particular imple-
mentation and 1s intended to 1illustrate the types of compo-
nents that may be present in the electronic device 10. Indeed,
the various components illustrated in FIG. 1 may be com-
bined into fewer components or separated into additional
components. For instance, the local memory 14 and the
storage device 16 may be included 1n a single component.

[0025] The processor core complex 12 may perform a
variety of operations of the electronic device 10, such as
generating 1mage data to be displayed on the electronic
display 18 and performing dynamic foveation of the content
to be displayed on the electronic display 18. The processor
core complex 12 may include any suitable data processing
circuitry to perform these operations, such as one or more
microprocessors, one or more application specific proces-
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sors (ASICs), or one or more programmable logic devices
(PLDs). In some cases, the processor core complex 12 may
execute programs or instructions (e.g., an operating system
or application) stored on a suitable storage apparatus, such
as the local memory 14 and/or the storage device 16.

[0026] The memory 14 and the storage device 16 may also
store data to be processed by the processor core complex 12.
That 1s, the memory 14 and/or the storage device 16 may
include random access memory (RAM), read only memory
(ROM), rewrntable non-volatile memory such as flash
memory, hard drives, optical discs, or the like.

[0027] The electronic display 18 may be a self-emissive
display, such as an organic light emitting diode (OLED)
display, an LED display, or uLED display, or may be a liquid
crystal display (LCD) i1lluminated by a backlight. In some
embodiments, the electronic display 18 may include a touch
screen, which may allow users to interact with a user
interface of the electronic device 10. Additionally, the elec-
tronic display 18 may show foveated content.

[0028] The electronic display 18 may display various
types of content. For example, the content may include a
graphical user interface (GUI) for an operating system or an
application interface, still images, video, or any combination
thereof. The processor core complex 12 may supply or
modily at least some of the content to be displayed.

[0029] The mnput structures 22 of the electronic device 10
may enable a user to interact with the electronic device 10
(e.g., pressing a button or icon to increase or decrease a
volume level). The I/O interface 24 and the network inter-
face 26 may enable the electronic device 10 to interface with
various other electronic devices. The power source 28 may
include any suitable source of power, such as a rechargeable
lithium polymer (Li-poly) battery and/or an alternating
current (AC) power converter.

[0030] The network interface 26 may include, for
example, interfaces for a personal area network (PAN), such
as a Bluetooth network, a local area network (LAN) or
wireless local area network (WLAN), such as an 802.11x
Wi-F1 network, and/or a wide area network (WAN), such as
a cellular network. The network interface 26 may also
include interfaces for, for example, broadband fixed wireless
access networks (WiMAX), mobile broadband Wireless
networks (mobile WiMAX), asynchronous digital sub-
scriber lines (e.g., ADSL, VDSL), digital video broadcast-
ing-terrestrial (DVB-T) and 1ts extension DVB Handheld

(DVB-H), ultra-wideband (UWB), alternating current (AC)
power lines, and so forth.

[0031] The eye tracker 32 may measure positions and
movement of one or both eyes of a person viewing the
clectronic display 18 of the electronic device 10. As used
herein, the eye tracker 32 may be any suitable component for
measuring and/or monitoring positions and/or movement of
one or both eyes of a person viewing the electronic display
18 of the electronic device 10, such as a video camera, a light
detection and ranging (LIDAR) sensor, a depth sensor,
clectrical potential sensors, and/or software recognition
techniques. For instance, the eye tracker 32 may be a camera
that records the movement of a viewer’s eye(s) as the viewer
looks at the electronic display 18. However, several different
practices, techniques, and/or components may be employed
to track a viewer’s eye movements. For example, diflerent
types of infrared/near inirared eye tracking techniques such
as bright-pupil tracking and dark-pupil tracking may be
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used. In these types of eye tracking, infrared or near infrared
light 1s reflected ofl of one or both of the eyes of the viewer
to create corneal reflections.

[0032] A vector between the center of the pupil of the eye
and the corneal reflections may be used to determine a point
on the electronic display 18 at which the viewer 1s looking.
Moreover, as discussed below, varying portions of the
clectronic display 18 may be used to show content 1n
relatively higher and lower luminance level portions based
at least 1n part on the point of the electronic display 18 at
which the viewer 1s looking.

[0033] As will be described 1n more detail herein, the
image processing circuitry 30 may perform particular image
processing adjustments to counteract artifacts that may be
observed when the eye tracker 32 tracks eye movement
during foveation. For example, foveated areas rendered on
the electronic display 18 may be dynamically adjusted (e.g.,
by size and/or position).

[0034] As discussed above, the electronic device 10 may
be a computer, a portable electronic device, a wearable
clectronic device, or other type of electronic device.
Example computers may include generally portable com-
puters (such as laptop, notebook, and tablet computers) as
well as computers that are generally used 1n one place (such
as conventional desktop computers, workstations, and/or
servers). In certain embodiments, the electronic device 10 1n
the form of a computer may be a model of a MacBook®,
MacBook® Pro, MacBook Air®, iMac®, Mac® mini, or
Mac Pro® available from Apple Inc. of Cupertino, Califor-
nia.

[0035] By way of example, the electronic device 10
depicted 1 FIG. 2 1s a notebook computer 10A, 1n accor-
dance with one embodiment of the present disclosure. The
computer 10A 1ncludes a housing or enclosure 36, an
clectronic display 18, input structures 22, and ports of an I/O
interface, such as the I/O interface 24 discussed with respect
to FIG. 1. In one embodiment, a user of the computer 10A
may use the mnput structures 22 (such as a keyboard and/or
touchpad) to interact with the computer 10A, such as to start,
control, or operate a GUI or applications running on the
computer 10A. For example, a keyboard and/or touchpad
may allow the user to navigate a user interface or application
interface displayed on the electronic display 18. Addition-
ally, the computer 10A may include an eye tracker 32, such
as a camera.

[0036] FIG. 3 depicts a front view of a handheld device

10B, which represents one embodiment of the electronic
device 10. The handheld device 10B may represent, for
example, a portable phone, a media player, a personal data
organizer, a handheld game platform, or any combination of
such devices. By way of example, the handheld device 10B
may be a model of an 1Pod® or 1Phone® available from
Apple Inc. The handheld device 10B includes an enclosure
36 to protect interior components from physical damage and
to shield the interior components from electromagnetic
interference. The enclosure 36 may surround the electronic
display 18. The I/O interfaces 24 may be formed through the
enclosure 36 and may include, for example, an I/O port for
a hardwired connection for charging and/or content manipu-
lation using a standard connector and protocol, such as the
Lightning connector provided by Apple Inc., a universal
serial bus (USB), or other similar connector and protocol.
Moreover, the handheld device 10B may include an eye
tracker 32.
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[0037] The user mput structures 22, 1n combination with
the electronic display 18, may allow a user to control the
handheld device 10B. For example, the mput structures 22
may activate or deactivate the handheld device 10B, navi-
gate a user mterface to a home screen or a user-configurable
application screen, and/or activate a voice-recognition fea-
ture of the handheld device 10B. Other mput structures 22
may provide volume control, or toggle between vibrate and
ring modes. The input structures 22 may also include a
microphone to obtain a voice of the user for various voice-
related features, and a speaker to enable audio playback
and/or certain capabilities of the handheld device 10B. The
input structures 22 may also include a headphone mnput to
provide a connection to external speakers and/or head-
phones.

[0038] FIG. 4 depicts a front view of another handheld
device 10C, which represents another embodiment of the
clectronic device 10 discussed with respect to FIG. 1. The
handheld device 10C may represent, for example, a tablet
computer or portable computing device. By way of example,
the handheld device 10C may be a tablet-sized embodiment
of the electronic device 10, which may be, for example, a
model of an 1Pad® available from Apple Inc. The various
components of the handheld device 10C may be similar to
the components of the handheld device 10B discussed with
respect to the FIG. 3. The handheld device 10C may include
an eye tracker 32.

[0039] FIG. 5 depicts a computer 10D which represents
another embodiment of the electronic device 10 discussed
with respect to FIG. 1. The computer 10D may be any
computer, such as a desktop computer, a server, or a note-
book computer, but may also be a standalone media player
or video gaming machine. By way of example, the computer
10D may be an iMac®, a MacBook®, or other similar
device by Apple Inc. It should be noted that the computer
10D may also represent a personal computer (PC) by
another manufacturer. The enclosure 36 of the computer
10D may be provided to protect and enclose mnternal com-
ponents of the computer 10D, such as the electronic display
18. In certain embodiments, a user of the computer 10D may
interact with the computer 10D using various peripheral
iput devices, such as mput structures 22A and 22B (e.g.,
keyboard and mouse), which may connect to the computer
10D. Furthermore, the computer 10D may include an eye
tracker 32.

[0040] Smmilarly, FIG. 6 depicts a wearable electronic
device 10E representing another embodiment of the elec-
tronic device 10 of FIG. 1 that may be configured to operate
using the techniques described herein. By way of example,
the wearable electronic device 10E, which may include a
wristband 43, may be an Apple Watch® by Apple Inc.
However, in other embodiments, the wearable electronic
device 10E may include any wearable electronic device such
as, for example, a wearable exercise monitoring device (e.g.,
pedometer, accelerometer, heart rate monitor), or other
device by another manufacturer. A similar enclosure 36 may
be provided to protect and enclose iternal components of
the wearable electronic device 10E such as the display 18.
The display 18 of the wearable electromic device 10E may
include a touch screen display 18 (e.g., LCD, OLED display,
active-matrix organic light emitting diode (AMOLED) dis-
play, and so forth), as well as input structures 22, which may
allow users to interact with a user intertface of the wearable
clectronic device 10E.
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[0041] The electronic display 18 of the wearable elec-
tronic device 10E may be visible to a user when the
clectronic device 10E 1s worn by the user. Additionally,
while the user 1s wearing the wearable electronic device
10E, an eye tracker (not shown) of the wearable electronic
device 10E may track the movement of one or both of the
eyes of the user.

[0042] The electronic display 18 of the electronic device
10 may show 1mages or frames of content such as photo-
graphs, videos, and video games in a foveated manner.
Foveation refers to a technique 1n which an amount of detail,
resolution, 1image quality, or brightness 1s varied across an
image based at least 1in part on a fixation point, such as a
point or area within the 1mage 1tself, a point or region of the
image on which a viewer’s eyes are focused, or based at least
in part on the gaze movement of the viewer’s eyes. More
specifically, the brightness can be varied by using different
luminance levels 1n various portions of an i1mage. For
instance, in a first portion of the electronic display 18, one
luminance level may be used to display one portion of an
image, while a lower or higher luminance level may be used
for a second portion of the 1image on the electronic display
18. The second portion of the electronic display 18 may be
in a different area of the display 18 than the first area or may
be located within the first area.

[0043] In some embodiments, the change in brightness or
luminance level may be a gradual (i.e., smooth) transition
from a central portion having a high luminance level to a
peripheral edge of the foveated area. That 1s, for example,
the luminance level of the foveated region may have a
central portion with a high luminance. A luminance level of
an outer portion of the foveated region may gradually
decrease from an edge of the central region to an edge of the
outer portion.

[0044] FIG. 7 1s a diagram 60 representative of the elec-
tronic display 18 using static foveation. In static foveation,
a s1ze and/or a location of the various resolution areas of the
clectronic display 18 may be fixed. As shown, the electronic
display 18 includes a higher luminance level area 64, a
medium luminance level area 66, and a lower luminance
level area 68 fixed about a centerpoint 62 of the display 18.
Application of the foveation techniques described herein
may adjust (e.g., increase and/or decrease) one or more
luminance levels of one or more areas of the display 18
relative to a defined luminance level associated with the
respective area of the display 18. A defined luminance level
associated with each of the areas 64, 66, 68 may be a
luminance level associated with image content before appli-
cation of foveation techniques. In one particular example,
the defined luminance level of the areas 64, 66, and 68 may
be a maximum luminance of the display (e.g., all white
pixels at maximum brightness) if foveation were not used.
With foveation, the adjusted luminance of the arca 64 may
be 100 percent of defined luminance level, the adjusted
luminance of the area 66 may be eighty percent of the
defined luminance level, and the luminance level of the area
68 may be sixty percent of the defined luminance level of the
display 18.

[0045] To reiterate, the adjusted luminance levels of the
areas 64, 66, and 68 are relative to the defined luminance
levels of the areas 64, 66, and 68, respectively. The defined
luminance thus may change depending on the content of the
image data. The medium luminance level area 66 may have
a lower luminance level than a defined luminance level of
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the same area. Similarly, the luminance level of the lower
luminance level arca 68 may be lower than the defined
luminance level of the same area. Finally, the luminance
level of the higher luminance level area 64 may be the same,
lower, or even higher than the defined luminance level of the
same area. In certain embodiments, the adjusted luminance
level of an area further from the centerpoint 62 may be
adjusted more (e.g., further reduced) than an adjusted lumi-
nance level of an area closer to the centerpoint 62. Addi-
tionally or alternatively, the adjusted luminance level of an
area lfurther from the centerpoint 62 may be adjusted less
(e.g., reduced to a lesser extent) than an adjusted luminance
level of an area closer to the centerpoint 62.

[0046] As one example, an adjusted luminance level of the
lower luminance level area 68 may be between forty to sixty
percent of a defined luminance level of an original 1image
brightness associated with the area 68. That 1s, the adjusted
luminance level may be between forty to sixty percent of the
defined luminance level (e.g., sixty percent of the maximum
luminance level) of the display, as described 1n the example
above. An adjusted luminance level of the medium lumi-
nance level area 66 may be between sixty to eighty percent
of a defined luminance level of an original 1mage brightness
associated with the area 66 and a luminance level of the
higher luminance level area 64 may be between eighty to
one hundred percent of a defined luminance level of an
original 1mage brightness associated with the arca 64. As
illustrated 1n FIG. 7, three areas 64, 66, 68 may be formed
from concentric circles about the centerpoint 62. While three
areas are 1illustrated in FIG. 7, 1t should be understood that
there may be two or more areas (e.g., a higher luminance
level area and a lower luminance level area) of the electronic
display 18. Moreover, 1n some examples, the luminance may
be adjusted according to any suitable function that reduces
the brightness of 1image data based at least in part on the
distance of 1image pixels from the centerpoint 62.

[0047] As described above, electronic displays such as the
clectronic display 18 may also use dynamic foveation. In
dynamic foveation, the areas of the electronic display 18 at
which the various luminance levels are used may change
between two or more 1images based at least in part on the
focal point of the eyes of the user. As an example, content
that uses multiple 1mages, such as videos and video games,
may be presented to viewers by displaying the images in
rapid succession. The portions of the electronic display 18 in
which the content 1s displayed with a relatively high Iumi-
nance level and a relatively low luminance level may
change, for instance, based at least 1n part on data collected
by the eye tracker 32 which indicates a focal point on the
clectronic display 18 of the eyes of the user.

[0048] FIG. 8 1s a diagram 70 that illustrates the electronic
display 18 using dynamic foveation. The diagram 70
includes a first frame 74 and a second frame 86 each having
a higher luminance level area 76, a medium luminance level
area 78, and a lower luminance level area 80. The first frame
74 and the second frame 86 each may represent a different
portion of a single content frame (e.g., a diflerent portion of
a single 1mage) or each may represent a diflerent content
frame of consecutive content frames (e.g., content frames of
a video). In some instances, transitional frames between
these frames provide a smooth movement of the frames 74
and 86 corresponding to tracked movement 82 of the eyes of
the user from a first location 72 associated with the first
frame 74 and a second location 84 associated with the
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second frame 86. The higher luminance level area 76, the
medium luminance level area 78, and the lower luminance
level area 80 each may correspond to the higher luminance
level area 64, the medium luminance level area 66, and the

lower luminance level area 68 discussed with respect to FIG.
7

[0049] The frames 74 and 86 are 1n different locations on
the electronic display 18 based at least in part on a focal
point of the eyes of the user. During a transition from the first
frame 74 to the second frame 86 (or when the focal point of
the eyes of the user move from the first location 72 of the
first frame 74 to the second location 84 of the second frame
86), the higher luminance level area 76 and medium lumi-
nance level area 78 are moved from near a bottom leit corner
of the electronic display 18 to a top right corner of the
electronic display 18.

[0050] A foveated display may also be adjusted using
temporal filtering. For example, a gaze of a user may shift
locations on the display and may move through areas of
varying luminance levels. Techniques using temporal filter-
ing while using dynamic foveation may provide luminance
level adjustments without being perceived by the user. That
1s, the adjustment may be performed without being visible to
the user looking at the electronic device.

[0051] FIG.9 1s a diagram 90 that illustrates the electronic
display 18 using dynamic foveation and temporal filtering.
The diagram 90 includes a first frame 104 and a second
frame 106 each having a higher luminance level area 94, a
medium luminance level area 96, and a lower luminance
level area 98. The first frame 104 and the second frame 106
cach may correspond to the first frame 74 and the second
frame 86 discussed with respect to FIG. 8. In this case, the
eye tracking system may detect a movement 100 of a gaze
of the user. For example, the eye tracking system may detect
the movement 100 of the eyes of the user from a first
location 92 associated with the first frame 104 to a second
location 102 associated with the second frame 106. When
the focal point of the eyes of the user moves from the first
location 92 of the first frame 104 to the second location 102
of the second frame 106, the higher luminance level area 94
and medium luminance level area 96 are moved from near
a bottom left corner of the electronic display 18 to a top right
corner of the electronic display 18.

[0052] Ifthe eye tracking system detects movement of the
gaze ol the user, the foveated display system may cause
display artifacts to be visible or perceived by the user which
negatively atlect the experience of the user. The artifacts
may include low luminance levels at the focal point of the
eyes of the user, intermittent switching between high lumi-
nance levels and low luminance levels due to sudden move-
ment of the foveated areas of the display, and flashing
resulting from sudden luminance level changes at various
areas of the display. Thus, ineflicient eye tracking techniques
may cause foveation errors (e.g., temporal flashing) on the
clectronic display to be visible to the user and may deterio-
rate the experience of the user looking at the electronic
display.

[0053] To prevent foveation errors and temporal flashing
from being wvisible, techniques described herein alter a
brightness, a size, and/or a location of the foveated areas
(c.g., the higher luminance level area 94, the medium
luminance level area 96, and the lower luminance level area
98 discussed with respect to FIG. 9) so that a focal point of
the user’s eyes stay within the foveated areas regardless of
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where the focal point of the user’s eyes moves to on the
clectronic display 18. The techniques described herein also
provide a smooth transition between dynamic foveation
(during normal functioning of the eye tracking system) to
static foveation, such that an occurrence of temporal flashing
or sudden changes 1n luminance levels are not apparent to
the user. This may improve the experience of the user of the
clectronic device when eye tracking occurs.

[0054] In some embodiments, eye tracking may result 1n
changes to a size of one or more foveal areas (e.g., expansion
or reduction). A size of the foveal area may expand to
provide a smooth transition and/or reduce instances of
temporal flashing or changes 1n luminance levels. A size
expansion profile for the foveal area may be determined
based at least in part on statistical data corresponding to a
speed of gaze movement, a direction ol gaze movement, a
distance of gaze movement, and/or any other suitable eye
tracking attribute.

[0055] In certain embodiments, a brightness, a size, and/or
a location of the foveal area may be determined based on a
previous Iframe, such as first frame 104, and a target frame,
such as second frame 86 in FI1G. 8. A previous gaze location,
such as first location 92, may be associated with the previous
frame and a target gaze location, such as second location 84
in FIG. 8 or second location 102, may be associated with the
target frame. Additionally or alternatively, one or more
intermediate frames may be displayed between the previous
frame and the target frame. In some embodiments, the one
or more ntermediate frames may be an average of the
previous frame and the target frame. As such, the one or
more intermediate frames may have one or more foveated
areas and the one or more corresponding foveated areas may
have corresponding centerpoints evenly distributed between
the previous gaze location and the target gaze location.
Additionally or alternatively, the one or more intermediate
frames may include corresponding one or more luminance
level areas, such as higher luminance level area 94, medium
luminance level area 96, and lower luminance level area 98.
In certain embodiments, one or more luminance level areas
of the one or more intermediate frames may be elongated
and/or expanded 1n relation to the one or more luminance
level areas of the previous frame, such as first frame 104,
and/or the target frame, such as second frame 86 1n FIG. 8.
The techmiques described herein provide a smooth transi-
tion, such that an occurrence of temporal flashing or sudden
changes 1n luminance levels are not apparent to the user.
This may improve the experience of the user of the elec-
tronic device when eye tracking occurs.

[0056] FIG. 10 1illustrates a graph 110 depicting luminance
functions for different content displayed on an electronic
display, such as the electronic display 18 discussed above,
according to one aspect of the disclosure. The graph 110 has
a horizontal axis depicting a visual angle 1n degrees of arc.
The visual angle corresponds to an angle formed between a
first line extending from an eye of the user towards a focal
point of the gaze of the user on an electronic display and a
second line extending from the eye of the user towards
another point on the electronic display. The graph 110 has a
vertical axis depicting a percentage ol a maximum lumi-
nance level associated with a content frame displayed on an
clectronic display. Spatial frequency 1s an attribute of an
image frame corresponding to an amount of content depicted
in the image frame. Contrast masking may occur when
visibility of a visual stimulus 1s attenuated by the presence
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of another nearby visual stimulus. Contrast masking may be
provided by using differing colors, diflering spatial orienta-
tions, differing spatial frequencies, and any other suitable
contrast masking techniques. Thus, 1image frames having
high spatial frequency may mask differing luminance levels
better than 1image frames with low spatial frequency.

[0057] To prevent differing luminance levels from being
visible and deteriorating an experience of the user, tech-
niques described herein provide multiple luminance func-
tions depending on the spatial frequency of the image frame
so that a high spatial frequency 1mage frame masks more
widely varying luminance levels than a lower spatial fre-
quency 1mage frame. In one embodiment, a first line 112
indicates a luminance function associated with a high fre-
quency image frame. As shown, the first line 112 has a
highest luminance level at a mimmimum visual angle and the
luminance level decreases as the visual angle increases. In
certain embodiments, the graph 110 may include a line 116
that corresponds to a mimimum luminance level displayed by
the electronic display. In one embodiment, a second line 114
indicates a luminance function associated with low Ire-
quency 1image content. As shown, the luminance level of the
second line 114 decreases more slowly than the luminance
level of the first line 112 and the first line 112 reaches lower
luminance levels than the second line 114. Thus, image
frames having high spatial frequencies may use luminance
functions having a wider range of luminance levels and/or
steeper variations between luminance levels. Additionally or
alternatively, contrast masking may be provided by diflering
colors, differing spatial orientations, or any other suitable
technique of contrast masking. In this way, the techniques
described herein improve the experience of the user of the
clectronic device by adjusting luminance levels according to
spatial frequency of a displayed image frame on an elec-
tronic display.

[0058] FIG. 11 1s a tlow chart 200 depicting operations to
adjust a foveated portion of an electronic display and use
temporal filtering, according to an embodiment. The opera-
tions depicted in the tlow chart 200 may be performed or
executed by one or more components of the electronic
device 10 described with respect to FIG. 1, including the
processor core complex 12. The tflow chart 200 may include
one or more operations corresponding to foveation and

temporal filtering of the electronic display discussed with
respect to FIGS. 8 and 9.

[0059] At operation 202, an indication of motion 1is
received from the eye tracking system, such as the eye
tracker 32 1 FIG. 1. The indication may be associated with
a gaze of the user and may include a direction of motion, a
velocity of motion, an 1nitial position, a final position, and/or
a total distance. The indication may signal to the processor
core complex 12 that adjusting the foveated display and
temporal filtering should begin.

[0060] At operation 204, the processor core complex 12
determines 1f a time elapsed since the indication of motion
from the eye tracking system satisfies a time threshold. If the
time threshold 1s not satisfied, the foveated areas may not be
adjusted. If the time threshold 1s satisfied, the foveated areas
are moved toward the final position of the gaze of the user
of the electronic display, as discussed with respect to FIGS.

8 and 9.

[0061] At operation 206, the foveated area(s) of the elec-
tronic display are expanded about the final position of the
tocal point of the user’s eyes. Additionally or alternatively,
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the processor core complex 12 may expand the foveated
area(s) of the electronic display based on the indication of
motion, without satisfying a time threshold. In certain
embodiments, the processor core complex 12 may adjust the
foveated area(s) by generating one or more intermediate
frames between a previous frame and a target frame, as
discussed with respect to FIGS. 8 and 9.

[0062] FIG. 12 1s a flow chart 300 depicting operations to
adjust luminance levels of portions of an electronic display
based at least in part on 1mage content, according to an
embodiment. The operations depicted in the flow chart 200
may be performed or executed by one or more components
of the electronic device 10 described with respect to FIG. 1,
including the processor core complex 12. The tlow chart 300
may include one or more operations corresponding to adjust-
ing luminance levels of the electronic display discussed with
respect to FIGS. 8 and 9. The flow chart 300 begins at
operation 302 where a set of spatial frequency information
1s 1dentified based at least 1n part on the 1mage content being
displayed on an electronic display, such as electronic display
18. The set of frequency information may be used to select
a corresponding luminance level function for the electronic
display discussed with respect to FIG. 10. In one example,
the line 114 of FIG. 10 may be selected for lower spatial
frequency 1mage content and the line 112 of FIG. 10 may be
selected for higher spatial frequency image content. In
another example, the line 114 of FIG. 10 may be selected for
higher spatial frequency 1image content and the line 112 of

FIG. 10 may be selected for lower spatial frequency image
content.

[0063] At operation 304, the luminance level of a foveated
area may be adjusted according to the luminance level
function selected. That 1s, the luminance level may be
adjusted in the foveated area according to the luminance
level specified by the selected luminance level function at a
visual angle corresponding to the foveated area.

[0064] At operation 306, the luminance level of a periph-
eral area may be adjusted according to the luminance level
function selected. As such, the luminance level of the
peripheral area may be adjusted according to the luminance
level specified by the selected luminance level function at a
visual angle corresponding to the peripheral area. Addition-
ally or alternatively, a size of the foveated area may be
adjusted using the frequency information of the image. In
one example, the foveal area may be selected to be larger for
higher-frequency 1mage information and may be selected to
be smaller for lower-frequency 1mage information. In
another example, the foveal area may be selected to be
smaller for higher-frequency image information and may be
selected to be larger for lower-frequency 1mage information.
Additionally or alternatively, the luminance level of the
peripheral area may be adjusted in response to updating the
image content displayed on an electronic display. For
example, a first image content may have a higher spatial
frequency than a spatial frequency of a subsequent image
content. As such, the luminance levels of one or more areas
(e.g., peripheral area, foveated area) may be adjusted (e.g.,
raised or lowered) to accommodate for the change 1n spatial
frequency between the first 1mage content and the subse-
quent 1image content.

[0065] FIG. 13 1s a flow chart 400 depicting operations to
adjust luminance levels and colors of portions of an elec-
tronic display, according to an embodiment. While the
operations depicted in the tlow chart 400 are described as
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being performed or executed by one or more components of
the electronic device 10, such as the processor core complex
12, 1t should be understood that the operations may be
performed by any suitable processing circuitry, such as
image processing circuitry 30. The processor core complex
12 may include any suitable data processing circuitry to
perform these operations, such as one or more miCroproces-
sors, one or more application specific processors (ASICs), or
one or more programmable logic devices (PLDs). In some
cases, the processor core complex 12 may execute programs
or instructions (e.g., an operating system or application)
stored on a suitable storage apparatus, such as the local
memory 14 and/or the storage device 16. The tflow chart 400
may include one or more operations corresponding to adjust-
ing luminance levels of the electronic display discussed with
respect to FIGS. 8 and 9. The flow chart 400 begins at
operation 402 where an input 1s received associated with a
gaze ol a user from the eye tracking system. For example,
the input may be associated with a movement of the gaze of
the user. At operation 404, the location of the gaze on an
clectronic display 1s received. In some embodiments, the
location of the gaze may be a final position after movement
of the gaze.

[0066] At operation 406 and 408, the processor core
complex 12 determines 1f a time elapsed since the input from
the eye tracking system satisfies a time threshold. If the time
threshold 1s not satisfied, the luminance levels of the fove-
ated areas may not be adjusted. If the time threshold 1is
satisfied, the luminance levels of the foveated areas are
adjusted about the final position of the gaze of the user of the

clectronic display, as discussed with respect to FIGS. 8 and
9

[0067] At operation 410, a color of a peripheral area of the
display may be adjusted. For example, the color of the
peripheral area may be green-shifted to reduce a power
usage of the electronic display. Indeed, all of the various
power-saving foveation techniques discussed above may be
used individually or 1n combination with one another. For
example, the peripheral areas of the electronic display may
be green-shifted and the brightness may be reduced.

[0068] As may be appreciated, though the current embodi-
ments refer to movement of the foveated areas toward the
center of the display, movement of the foveated area toward
other portions of the display could be performed in other
embodiments. For example, based upon contextual (e.g.,
saliency) mnformation of the images displayed on the display,
it may be more likely that the focus of the eyes of the user
will be at another part of the display (e.g., a more salient area
of the display). A salient areca of the display may be
considered an area of interest based at least in part on the
image content. The focal point of the eyes of the user may
be drawn to the salient area of the display based at least in
part on the content.

[0069] When a likely focus area 1s known, 1t may be
prudent to default movement of the foveated areas toward
that portion of the display rather than the center of the
display. Thus, 1n an example where the 1mages displayed
have dynamic movement only 1n the upper right corner (1.¢.,
other portions of the images 1n the display are still—this may
be referred to as “saliency by the effect of movement™), the
likely focal area may be the area where dynamic movement
1s being rendered. Accordingly, 1n this example the move-
ment of the foveated areas may be toward the upper right
corner (1.e., toward the dynamic movement being rendered).
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[0070] The specific embodiments described above have
been shown by way of example, and 1t should be understood
that these embodiments may be susceptible to various modi-
fications and alternative forms. It should be further under-
stood that the claims are not intended to be limited to the
particular forms disclosed, but rather to cover all modifica-
tions, equivalents, and alternatives falling within the spirit
and scope of this disclosure.
[0071] The techniques presented and claimed herein are
referenced and applied to material objects and concrete
examples of a practical nature that demonstrably improve
the present technical field and, as such, are not abstract,
intangible or purely theoretical. Further, 1if any claims
appended to the end of this specification contain one or more
clements designated as “means for [perform]ing [a function]
” or “step for [perform]ing [a function] . . . 7, 1t 1s
intended that such elements are to be interpreted under 35
U.S.C. 112(1). However, for any claims containing elements
designated 1n any other manner, i1t 1s intended that such
clements are not to be mterpreted under 35 U.S.C. 112(1).

What 1s claimed 1s:

1. An electronic device comprising:

a display; and

processing circuitry configured to:

prepare {irst 1mage data having a default foveated
region belfore receiving an indication of a gaze of a
user from an eye tracker; and

send the first image data to the display to cause pre-
sentation ol 1mage content having the default fove-
ated region.

2. The electronic device of claim 1, wherein the process-
ing circuitry 1s configured to adjust the default foveated
region based on the indication of the gaze from the eye
tracker.

3. The electronic device of claim 1, wherein the default
foveated region corresponds to a portion of the image
content that moves.

4. The electronic device of claim 1, wherein the process-
ing circuitry 1s configured to

determine a rate based on a speed of the gaze of the user,

a type of the image content being displayed, a size of
the display, or a size of the default foveated region, or
any combination thereof; and

prepare second image data configured to adjust, at the

rate, the default foveated region of the display based on
the gaze of the user.

5. The electronic device of claim 4, wherein the process-
ing circuitry 1s configured to

determine a target position associated with the gaze

during a target frame; and

expand the default foveated region of the display based on

the target position.

6. The electronic device of claim 4, wherein the process-
ing circuitry 1s configured to adjust the default foveated
region based on expanding, at the rate, the default foveated
region 1n a direction of the gaze of the user.

7. The electronic device of claim 1, wherein the default
foveated region corresponds to an area of expected interest
of the 1image content corresponding to the first image data.

8. The electronic device of claim 1, wherein the default
foveated region comprises a first foveated region and a
second foveated region, wherein the first foveated region 1s
positioned within the second foveated region, and wherein a
resolution of the first foveated region tapers from a higher
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resolution at an edge of the first foveated region to a lower
resolution at an edge of the second foveated region.

9. The electronic device of claam 8, wherein the second
foveated region corresponds to image data having had
luminance and resolution adjusted.

10. A non-transitory, tangible, computer-readable medium
storing instructions that, when executed by processing cir-
cuitry, cause the processing circuitry to:

generate first image data having a default foveated region

to be presented on a display;

transmit the first image data to the display to cause

presentation of image content that includes the default
foveated region;

receive an indication of a gaze of a user from an eye

tracker based on the presentation of the image content;
and

generate second 1mage data having the default foveated

region adjusted based on the indication of the gaze of
the user from the eye tracker.

11. The non-transitory, tangible, computer-readable

medium of claim 10, wherein the instructions cause the
processing circuitry to determine the default foveated region

based on determining an area of expected visual interest of
the 1mage content.

12. The non-transitory, tangible, computer-readable
medium of claim 10, wherein the instructions cause the
processing circuitry to:

determine a rate based on a speed of the gaze of the user,

a type of the image content being displayed, a size of
the display, or a size of the default foveated region, or
any combination thereof; and

generate the second 1mage data configured to adjust, at the
rate, the default foveated region of the display.

13. The non-transitory, tangible, computer-readable
medium of claim 12, wherein the instructions cause the
processing circuitry to determine the rate based on a move-
ment of the gaze of the user from the default foveated region
to a second location.
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14. The non-transitory, tangible, computer-readable
medium of claim 13, wherein the instructions cause the
processing circuitry to adjust, at the rate, the default fove-
ated region of the display 1n a direction of the movement of

the gaze of the user.
15. A method comprising:
preparing first 1mage data having a default foveated
region before recerving an indication of a gaze of a user
from an eye tracker; and
sending the first image data to a display to cause presen-
tation of 1mage content having the default foveated
region.

16. The method of claim 15, comprising:

determiming a rate based on a speed of the gaze of the user,

the default foveated region, a type of content being
displayed, a size of the display, or any combination
thereof; and

preparing second 1mage data that adjusts, at the rate, the

default foveated region of the display.

17. The method of claim 16, comprising receiving an
indication of movement 1n the gaze of the user from the eye
tracker, wherein determining the rate 1s based on the move-
ment.

18. The method of claim 15, wherein the default foveated
region corresponds to an area ol expected interest of the
image content.

19. The method of claim 15, comprising:

recerving the idication of the gaze of the user from the

cye tracker based on the presentation of the image
content; and

preparing second 1mage data having the default foveated

region adjusted based on the indication of the gaze of
the user from the eye tracker.

20. The method of claim 19, wherein preparing the second
image data comprises preparing the second image data
having the default foveated region adjusted based on an
indication of a direction and speed of movement of the gaze
of the user from the eye tracker.
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